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Abstract

In a world with high variations and uncertainties, the traditional mategairement planning

is no longer sufficientThis planning system tiek on fixed schedules and do not consider
deviations Therefore a new demand driven material requirement planning (DDMRP)
methodology has been introduced. This method enables companies to control vausibjity
buffer levels to achieve high service level and low inventory costs. That said, companies are
currently ficing numbers of internal and external challenges when using this new method. The
challenges arelivided into four areas; external supply chain transparemtgynal forecast
methodsdemand and production planning as welsetip of thd©DMRP system Hence, the
purpose of this study is to investigate what is required externally from the supply chain and
internally in the organization in order to use the DDMRP method for geneoatiagstowards
production and suppliers. Further, the study also aimswuestigate the potential ways to
incorporate forecast in sizing the DDMRP buffers.

One company that haset these challengesAeroCq which is currently in an implementation
phase of DDMRP. Senstructured interviews with 23 company representatives franous
department, along with historical demand, production and delivery data, have been the
foundation of the data collection. The qualitative data was gathered and analyzed using
influences from a systematic approach presented by Gioia, Corley, andtadarihe
guantitative data was compiled in excel and compared to find the best forecast method.
Moreover, the literature review was used to obtain a better understanding of supply chain
transparency, differenbfecast methodgyveralldemandand produdon planning as well as

the DDMRP method. Altogether, the theoretical framework combined with the empirical
findings led to conclusions concerning the research questions.

Firstly, it can be concluded that DDMRP goes hand in hand with reaching full scipgiy
integration and the implementation of collaborative planning, forecasting, and replenishment.
Secondly,t has been shown that relying only on the qualitative or quantitative forecast is not
sufficient. For this reason, an integration method witth bgualitative and quantitative
approaches should be includddirdly, regarding the internal demand and product planning
processes, it can be noted that the sales and operations planning process does not have to go
through major changes irrder to uselte DDMRP method. However, the master production
scheduling process will need to be further adjusted. Lastly, when incorporating the forecast into
DDMRP, quality errors do not need to be incorporated sinsddndled by a variability factor.
Instead, théorecast used for DDMRP should reflect the general forecast but include a demand
adjustment factor in order to take vacations and other capacity constraints into consideration.
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1. Introduction

In this chapter, the background of the problem, the aim of the study, the research questions and
the limitations are covered.

1.1. Background

A forecast assistmanagement in its efforts to cope with the uncertainty of the future (Jonsson
& Mattsson, 2009). Howevem forecast will in principle never show the actual future demand,
since it will, by definition, alwgs include some level of forecast er(iid.). Researchers and
practitioners have for a long time studied the effects of such errors, and companies invest
heavily in forecast systems (Fildes & Kingman, 2011). However, these errors are still present
and @use problems in the supply chanch as increased inventory costs and reduced service
levels (ibid.).

In the description of the factors explaining the causes of forecast error, conducted by Jonsson
& Mattsson (2009), many of them aseen to belue tothe lack of communication between
endcustomersthe Original Equipment Manufacturers (OEMs) dhelir suppliers. These are,

for example, misleading forecast data, such as occasional large ordering batches of customer
ordess which reduces the accuracy imielar demand statistics. Another example is unrealistic,
I.e., too optimistic, expectations of customer demand. Arguably, such factors may be possible
to reduce byncreasing supplghain tansparencyibid.). A well-known phenomenon in supply
chainsis the bullwhip effect describinthe increased variation in demand observed upstream
the supply chain (Chen, Drezner, Ryan & Sircevi, 2000). This effect can be explained by,

for example, noraligned planning actions and improper communication betweennceisto

and suppliers, not sharing the time when a retail transaction is performed at-thestemders
(Jonsson & Mattsson, 2009). One of the most common solutions to reduce the bullwhip effect
is to centralize demand information. Such centralization inegasnsparency by providing

each actor with complete demand information along the supply chain (Chen et al., 2000). While
most of the management literature assumes the accessibility to the information required at each
level of decision making, limited ation has been paid to how lack of information and
communication in the supply chain can affect the ability to achieve fbigicast accuracy
(Syntetos, Babai, Boylan & Kolassa, 2016). Therefore, the lack of information is also an
essential issue tlurther investigate, since different forms of collaboration, including sharing

of demand information between actors in the supply chain, provides a potential gain in the
forecast accuracy (ibid.).

Another factor causing forecast errors is the choicerettst methods, which is also proposed

as a solution to minimizthose(Fildes & Kingman, 2011). Forecast methods can be divided
into qualitative forecast methods, building on subjective assessments by personnel with good
knowledge of the market and itswvédopment, and quantitative forecast methods, based on
calculations of historical demand (Jonsson & Mattsson, 2009). However, to achieve a good
forecast, combining both qualitative and quantitative methods is often needed (ibid).



It is essential to recathat forecasts are often used as input to many different processes in an
organization, such as the sales and operations planning process, the master production
scheduling process and the material planning process (Jonsson & Mattsson, 26(@®CcEls

is also where the forecast is transformed into the production plan to guide the internal
production and create orders towards suppliers. These processes all together will later be
referred to aslemand and productiodgmning.

Demand Driven Material Requireent Planning[DDMRP) is a production planning method
introduced by Ptak & Smith (2008) that promises to move away from the use ofeshort
forecasts. It instead relies on actual demand or consumption in creating a demand driven
organization. This prinpie concentrates on the compression of lead time to market demands,
taking the focus from previous inventory estimationthe Material Requirement Planning
(MRP) and converts it into a demaddven focus (ibid.). It is accomplished by preparation,
schedling, and execution based a@naterial consumption. Therefore, to become a demand
driven organization means to undergshét in the organization, from the focus of supply and
cost based operating systems, to a focus of actual demand arblaBed systemgbid.).
Moreover, the traditional MRP approach is not taking the unpredictability of demands into
account, leading to himodal distributionas seen irFigure 1where the »axis shows the
number of Stock Keeping Units (STU) i.e., the number of goodsak.$n a bimodal inventory
distribution,the inventory level flatuates from either too little (markedrasl in the figurgor

too much (marked as light blue). This inventory distribution cahiggsinventory cost and low
service level (ibid.)However the DDMRP method promises to solve this problem by formally
protecting and promoting the progress of information and materials (Ptak & Smith, 2018).

_ Yellow | Green || Too Much

r
E # of parts or SKU
o

Figure 1. Bimodal distribution of inventory (Ptak & Smith, 2018).

In DDMRP, boundary levels for thevailable stock are used to plan and control production
(Ptak & Smith, 2018). In order to react to customer demand variations quickly, but at the same
time avoid high capital cost, it is essential for these buffers to be appropriately sized. In doing
so, aforecast may play Ergerole in estimating thaverage daily usagéDU), which is the
foundation for calculating buffer levels in DDMRP (ibid.).

Many studies have been done regarding how DDMRP creates more efficient material planning
(Lee & Jang, 2013, 2014; Ihme, 2015; Shofa and Widyarto, 2017, Miclo, 2016). However, only
a few studies investigated the requirement of the supply chain transpanerfoyecast process



and the internal demand and production planning processes connected to the use of DDMRP.
In order to investigate these argih® research model in Figur&as created. It aims to explain

the process of interpreting the informatiarthe supply chain and out of this information create

a forecast. This forecast will then be used to guide the internal production and to generate orders
towards the suppliers.

ot |

:

®)Production
l:rSupply Chain 2. Forecast Method Planmng
ransparency
3. Production Planning 4. DDMRP
Figure 2 Research model.
1.2. Aim

The purpose of this study is to understarhat is required externally from the supply chain and
internally in the organization in order to use the DDMRP method for geneoatiagstowards
production and suppliers. Further, the study aims to investigate the potential ways to incorporate
forecas in sizing the DDMRP buffers.

1.3. Research Questions

Given the reseah model presented in Figure the first step is to receive and interpret the
information available in the supply chain. Thus, in order for this process to work, the right
information needs to be available. Accordingly, the first research question is formulated as
follows:

1. What is required from the supply chain transparency in order taheleDMRP
metho®

The second step of the research model is the step where the informatiahtis fasecast the

future demand. Since DDMRP aims to reduce the need of short term forecast and instead rely
on actual demand, the requirements of the forecast will differ compared to the traditional way.
Thus, the second research question is formulatéallaw/s:

2. How should a forecast be conductaedine withthe DDMRP method?



The third step in the research model is the internal demand and production planning processes
in the organization. Alsan this matterDDMRP will affect the requirementd theseprocesses.
For this reason, the third research question is formulated as follows:

3. How should the demand and production planning processes be condulitedaith
the DDMRP method?

Lastly, the fourth step of the research model is the DDMRP mésw®tl Given the constraints

from the communication in the supply chain and the other processes dealing with forecast
within the company, there will still be different options for what to use as the forecast for ADU
in the DDMRP system. In order to invigsite these alternatives, the fourth research question is
formulated as follows:

4. What should be used as forecast in the DDMRPhodn order to size the buffe?s

1.4.Scope

Regarding the scope of the thesis a first consideratibie isSumber of stepa the supply chain

to be investigated. All actors in the supply chain contribute to transforming the information
about customer demand by communicating it to the next actor. Thus, increased transparency of
an actor will cause effects far down in the syppiain. However, this study will focus only on

the transparency of the actor placed just before the focus company, i.e., the focus company's
direct customer.

Furthermore, the study aims at investigatingdii@ngesn requirements of forecast connected

to DDMRP, rather than in detail investigating the general need of a forecast. It means that the
study will not give an irdepth description of the use of forecast in such areas as finance or
capacity planning but will instead focus on the cliaggqeed of érecast in demand and
production planning. The study alsoegoot investigate theconomiaeffect of increased stock
levels and delivery shortages caused by forecast errors resulting from the different methods.
Instead, the study aims to find a way to getclose as pe#ble to the ADUregardless of the
financial impact.

In terms of the components of DDMRP, this study is only focused on the buffer profile and
levels, as well as dynamic adjustments since these are the stages where forecasting can play a
role in the DDMRP method. The other parts of the method regarding where to position the
buffers as well as the operational planning and execution of orders are not considered in this
study. A final limitation of this study is that the research investighgefuture state, after the
implementation of DDMRP. Thus, the requirements during the implementation are not
examined in this research.



1.5. Thesis Outline

This thesis consists of eight main chapters where the introductiotaining the background,

aim, research questions and scapéhe first and present chapter. The second chapter presents
the method used to answer the research questions. The third chapter contains the literature
findings generated by the literature search upon the four magstopihe thesis; supply chain
transparency, forecast methods, demand and production planning as well as the DDMRP
method. The fourth chapter is a description of the company structure at the focal company
AeroCo. The fifth chapter presents the empiricadliings structured into the four main topics
connected to the research questidtsvever, the answers to the research questions are given

in the sixth chapter discussitige empirical findingsn connection to the theoretical findings.

This chapter also ecwains a discussion about implications for future research. The seventh
chapter gives more practical recommendations to the case company based on their current
situation. Finally, the eight chapter finishes the thesis with stating the conclusions.



2. Methodology

In this chapter, the overall research design, the case company description, as well as the data
collection and analysis methods are covered. In addition, the final section discusses research
quality with consideration to validity and reliabylit

2.1. Research Design

The design process chosen for this research is a case Istisdghosen sincéhe case study
investigates the novel area of forecast requirememM®MRP, where few earlier studies exist.

As described by Bryman & Bell (20119 case study attempts to perform a broader and more
comprehensive understanding of the problem. Case studies are also a useful design strategy to
increase knowledge of the progress within a unique set of environments (ibid.). Furthermore, a
case study isuitable for theory building and phenome#mased research and is ideal for novel
research areas or areas where existing theory is incomplete (Eisenhardt, 1989). This study also
aims to broaden the understanding of the problem within this unique envirbmnan
organizationusing DDMRR which further strengthen the rationality of choosing a case study

as the research design.

Single case studies are often used to gain a deeper understanding of the exploring subject and
high-quality theory (Gerring, 2004)ocusing on a single case enables the researchers to dig
deeper into this case and more comprehensively understand it, rather than having to divide the
focus into several cases (ibid.). Furthermdhere are only a limited number of companies
which are arrently in the implementation phase of DDMRP. Thus, due to the uniqueness of
this project and because of the necessity to gain a deeper and more comprehensive
understanding of the case, a single case study was chosen.

When deciding upon method approatie present knowledge within the field needs to be
considered (Wallén, 1996). In order to add new knowledge to a research field, an explorative
study is often used (Malterud, 2009) It is also a method suitable to sort out relevant variables
and concepts texamine what should be considered as part of the problem (Wallén, 1996). In
the case of an explorative study, and especially when there is a lack of existing theory, it is
often also suitable to use an inductive approach i.e. generating theory outreatibiss rather

than confirminga hypothesis (ibid.). Since this study was carried out in an informative way to
bring about knowledge of a topic where few earlier studies exist, the study was carried out
inductively. Moreover, Bryman and Bell (2011) dekerhow research methods can be divided
into two main categories; qualitative and quantitative studies. Usually, when the study is of an
explorative kind, a qualitative approach is preferable (Malterud, 2009), since a qualitative study
aims at explaining ahinterpreting concepts and connections in the research area (Wallén,
1996). In contrast, a quantitative method uses numbers and statistical analyses to answer the
research question (Holme, Solvang & Nilsson, 1997). However, a combination is often used to
complement each other (ibid.). This study aims at explaining and interpreting concepts and
connections, which is why the major part of the study was done in a qualitative manner.
Although, the research area itself is based on numerical calculations sqgclardgative

6



forecast methods and buffer level calculations. Thus, in order to answer some parts of the
research questions, adding a quantitative part to the study was relevant ahevedisearch
method is presented in Figure 3 and each step is fuléiseribed in the following suthapters.

Literature Review

DDMEP, forecast methods,
forecast errors, demand &

production planning processes
Quantitative
082 o | Qualitative Research Research
oot Semi-structured interviews Data collection from company
data baze
. Quaﬂa;:i:] ata Quantitative Data
.\5 *- - x
pﬁﬂs Method by Gioia Corley & Miean ﬁ? lg:;:;li excel
II |tm1 ? =

Discussion &
Conclusion

Figure 3. The research method of the study.

2.2. Case Description

AerospaceCas part of a company groLip a global engineering company with approximately
17,000 employees in around 50 manufacturing looatin 15 countries around the world. The
division AerospaceCo Engines (henceforth denoted AeroCo) is locatieeiiest of Sweden

as a seconter supplier on the aircraft engines market and supplies to three major engine
manufactur er s darremly, AaoCa striees tO iBdwase the understanding of

t he OE Ms by fatwsingaon the forecasting process. The confusion in communication
with OEMs and the subsequent errors in forecgstias led to delayed deliveries amigh
inventory levelsTherefore, AeroCo is now attempting to implement a new production planning
method which is the DDMRP system.

2.3. Data collection

According toEasterbySmith, M., Thorpe, R., & Jackson, P.[®015) there are two different
types of data; primary and@mdary data. Primary data is defined as data that comes directly



from the source, for examplarough interviews and observations. Secondary data is rather a
set of compiled information that dsnot come directly from the source, such as literature or
company reports and data (ibid.). In order to answer the research questions and thus fulfill the
purpose of the research, a combination of both types of data collections was used in the study.
Whenaiming to add a historical perspective to the data, a secondary data collection is often
preferred (ibid.). Also, secondary data is less time consuming and requires less effort compared
to the primary data. On the other hand, primary data is necessaryitwioenes to studies

within novel research areas to increase the degree of accuracy. It is also essential when the study
requires an analysis of the current situation of the company (ibid.). This study aims to both
understand the current situation of tleenpany in the novel area of DDMRP implementation

and at the same time draw conclusions out of historical data such as demand variation and
forecast accuracy. Thus, both primary data (collected through the qualitative data collection i.e.,
the interviews) ad secondary data (collected from the quantitative data collection i.e., company
reports and databases) was used for this study.

2.3.1. Qualitative Data Collection

Yin (2017) states that the majority of case studies has interviews as a part of theletarcol
method and that interviews give the possibility of understanding concepts that otherwise are
not readily noticeable. Hence, this study contained interviews in order to understand the concept
of forecast. In addition, qualitative data such as DDMiRfPature used byAeroCoreports

written by the company about its current forecast process and demand variation was collected
in order to build a foundation of the understanding of the concepts.

The design of interviews can be divided into two main agghes, namelystructured and
unstructured (Yin, 2017). The difference between the two approaches is that the structured
approach follows a strict guide of closed questions with predetermined ansvieies
unstructured interviews contain a set of gpeaced questions. The unstructured interviews give

the interviewer the opportunity to change the questions depending on the answer of the
interviewee (ibid.). Hauge (1998) introduces a third approach, which is thesseaotured
interviews containing a comkation of both open and closed questions. Considering that semi
structured interviews provide a more agile way of managing a dialogue, which makes the means
of gathering data more accessible, this approach was useglpnesent work. Accordinglyn i
Apperdix |, the interview template can be seen.

As for the selection of interviewees, a thstep process proposed by Steiber (2012) was used.
At the start, interviewees were selected by using recommendations from the supervisors at
AeroCa Further, thenterv i e wsuggsstions of other interviewees were taken into account.
The interviewees are presented in TableTaé. avoid miscommunication and minimize
uncertainties, two rounds of interviews were performed. The first round of interviews was done
early on inthe data collection phase to create basic understanding, while the second round was
done to followup any misunderstanding or uncertainties that appeared during the first round.



Table 1: Number of interviewees and their division at AeroCo.

Company Fundion Number of Interviewees at
the Division

Top Management Global Management 2
Project Group DDMRP project in the US | 1
Sales and Marketing Program 4
Commercial 2
Finance Finance 2
Supply Chain Supply Chain 1
Operations Operations 1
Operation€Excellence 4
Value StreanfAlfa 2
Value Stream Beta 4
Total Total 23
2.3.2. Quantitative Data Collection
For the quantitative part of the study, h
historical deliveries) and forecast data (demand plarpesdliction plan) wreretrieved from
AeroCbs dat abase. I n addition to this, dat a

transit was given from an employeefaroCowho had been collecting this data frormail
correspondence with the OEM. AHis data was further compared and analyzed in Excel as
described in section 2.4.2. Quantitative Data Analysis. Finally, also the forecast accuracy
follow-ups made by the company was collected.

2.3.3. Literature Study

In order to create a basic understaigdof a topic, a literature study is usually applicable
(Ericsson and Weidersheifaul, 2008). The literature study was started early on iprtect

to create a fundamental understanding of the different areas of the study, such as DDMRP and
forecasts.Relevant literature from earlier studied courseasweviewed to get a basic
understanding of the subject. It was complemented with academic literature searches in the
Google Scholar and Chalmers Library Search databases to deepen the knowledge about the
problem background. The articles were ranked by the number of citations in order to only use
references that areell established Additionally, literature used as references in relevant
articles were reviewed in accordance with the snowballing samplingothetescribed by
Bryman & Bell (2011). The topics searched in this phase were mainly about forethetls
DDMRP, andcustomer transparenci{eywords used when searching included for example
forecast DDMRPforecast errorandforecast information accessistomer

i S
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2.4. Data analysis

The data analysis was further divided into a qualitative part and a quantitative part. The methods
used for each of these pawtill be described in the following subsections.

2.4.1. Qualitative Data Analysis

When analyzingnterview material, open answers can be broken down into different categories
(Andersson, 1985). Sometimes, open answers give direct information that can be connected to
these categories wheat other times, the responses from different interviewees bwist
compared with each other in a morediepth analysis. To analyze qualitative data, a possible
method is Grounded Theory, a method based on coding the answers in order to more easily
compare them to each other (Bryman and Bell, 2011). The method ustudsfstudy is
presented bioia, Corley, and Hamilton (2013)hich is based on Grounded Theory.

In the method presented KBjoia et al. (2013)the 1storder analysis is conducted on a high

level by comparing interviews in order to identify a long list of categories adding information

to the research field. The similarities among theotder were then categorized and clustered

into more signiftant concepts to get a more manageable amount to analyze. Thed2nd
analysis tries to connect different categories to known theory in order to find the aggregate
dimension that can help answer the research questions of the thesis. Having the concepts,
categories and aggregatlimensions defined, Appendix Was created. Lastly, the findings

were discussdand compareto literature.

2.4.2. Quantitative Data Analysis

In the quantitative data analysis, various numerical analysibden done. First, inrder to
calculate the actual demand at the OEMs, the data given about the stock at the OEMs and
products in transit was used to calculate the weekly denrandhose weeks where data was
missing, an average weekly demand was calculated for a longer, jesatl on the available
information. Quantitative forecast methods such as linear regressioning average and
exponential smoothing was applied to the data to predict the demand for the upcoming week.
The prediction was then aggregated to a monthlyasheimn order to be compared with the
demand pl ans and Ihthese cBsEsviinere oNeRveek defdbgaore than

one month, each weekday was considered to represefit onet h of t he f ul | W
Also, the weekly demand was aggregatec tmonthly demand to be used as the observed
values in the comparison. The comparison was made Mg&ag Squared ErrdMSE), Mean
Absolute Error (MAE)and Mean Absolute Percentage der(MAPE) which are some of the

most common measures for forecast erfdre measures am@alculated out othe observed

value [O) and the predicted valug)(as shown in the formuia

0YO-B O R hdd0O -B O rh 060 -B X2

To further assess patterndoehaviowmh en conducting forecasts, th
MRP data was plottetoh a graph This data was plotted both individually and together with

10



deliveries and the calculated demand to show changes and deviations over time. tBinally
analyze the validyt of the forecast accuracy folleups made byAeroCq the definition of
actual demand used in these folloyws were compared to the demand calculated out of the
OEMs stock.

2.5. Research quality

Two important aspects to elaborate on when assessing dagalegjuality is the validity and

the reliability of the study (Easterdi§mith et al. 2015). When it comes to validity in qualitative
research, the study needs to include a variety of perspectives to give a good representation of
the reality (ibid.). Thetsidy in question was based on interviews with a variety of employees
from different departments, hierarchical levels and different backgrounds. Thus, the study was
assumed to contribute with the variety of perspectives needed in order to give a valitidescr

of the organization and itbehavior Regarding the quantitative study, the analysis was
conducted at products only within the focus company of the case study. Thus, the study had no
aspiration to reach statistical validity for other products irelotompanies or industries.
However, a large amount of data was used for the products studied and the reshisefarg

be considered relatively representative of these products. Although, for a great part of the
guantitative study, actual demand wasculated and used in the analysis. This calculation was
based on data available for only one of the productseestCq and consequently, only one
product could be used for these analyses. However, this product represents a significant part of
the compay's total demand volumes. Furthermore, there is alwayssigildy of single author

bias (Gioia et al. 2013). Therefore, having two different authors conducting the study
strengthens the validity in the analysis of the study.

Reliability symbolizes theonsistency of a measure, whether other observers will reach similar
observations (Easterdymith et al. 2015). In other words, other researchers must be capable of
performing the same analysis under the same circumstances and generate an equivalent
outcame as the present study. Therefore, it is crucial for the researchers to display the steps of
how the data collection phase was conducted (ibid). Since the method chapter cleathehow
steps of the study, for both the quantitative and qualitative, plaetseliability was assumed to

be high. Furthermore, Gioia et al. (2013) stress the importance of using a systematic approach,
which is why the data analysis approach presented by these authors was used in the qualitative
data analysis to gain trust aobitain reliability. Consequently, this part of the study is also seen

as sufficiently reliable.

Lastly, the generalizability of the research regards whether the captured result indicates the
reality and the representativeness of the case compared tacasiesr (Easterb$mith et al.

2015). According to Easterfymith et al., (2015), one way to handle generalizability is to
implement the same criteria as for validity. This criteriontbaisbe argued to be fulfilled due

to alargenumber of interviews calucted and thi&argenumber of perspectives incorporated
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3. Theoretical framework

In this chapter, the theoretical findings regarding supply chain transparency, forecast methods,

demand and production planning processes and demand driven materiamegtijplanning
are described. In addition, the final section summarizes the findiagsoinceptual framework

3.1. Supply ChainTransparency

The first subchaptemainly discusses a model presented by (Holweg, Disney, Holmstrom &
Smaros, 2005) in ordén analyze theupply chaintransparency ancbllaboration This theory

Is later used in section 6.1. to analyze the supply chain of the focal company and the
requirements of transparency in order to use the DDMRP method. Supply chain collaboration
199006s been

hassh c e

Figure 4 Four types of supply chain configurations (Holweg et al., 2005).

t he

encour a(pedEventhoughit h
comes in many different forms, it has one common goal of increasing the visibility in the supply
chain to create a transparent and visible demand pattgmpabe the entire supply chaitom
studying this collaboration, Holweg et al. (2005) have identified four different suppily cha
configurations (see Figurg.4This classification builds upon the two most common ways of
collaboration used in practicenentory replenishment and forecasting.
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3.1.1. Traditional Supply Chain

The Type 0 Supply Chaiis defined as the traditional supply chain, where each actor plans
production andeplenishes stock without consideration to other actor®ugownstream the
supply chain (Holweg et al., 2005). This is the way in which most supplystélroperate
without formal collaboration. The only information available for the supplieraspiwvchase
order placed by the direct customer. By only relying on purchase orders, without any visibility
of the actual demand, the human mind is tempted to order some extraya®aaiats shortage.
Another common problemin this type of supply chaimns the bullwhip effect (ibid.)The

con

bullwhip effect is a known phenomenon in supply chain theory that describes how demand

variation increases further up in the supply chain, i.e., the sdmnsglupplier has higher
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demand variability than the firsier supplier, which has a higher variation than the O&hdi
so on (Chen et al., 2000).

A main reason for the bullwhip effect isationing and shortage gamingvhich is a
psychological phenomenaaused by poor communication (Jonsson & Mattsson, 2009). This
phenomenon appears when suppliers are unable to meet the delivery times, which causes the
customer to safeguard against this by ordering larger quantities than needed and/or placing
orders earlier, which then appears to be actual demand for the supplierwbate the supplier

has managed to increase their capacity and deliver according to the new demand, the order
guantities decrease to a lower level than initially, since the customer is high on inventory due
to the larger order quantities not being matchyea real increase in demand. This leads to the
supplier perceiving a decrease in demand which does not match a real demand change either.
Thus, the supplier will first perceive an increase and then a decrease in demand, none of them
which is an actual @ngein demangonly because of the lack of communication and relevant
information (ibid.).

Anothermajor reasons for the bullwhip effect to appeanas-aligned planning and control
activitiesbetween actors in the supply chain (Jonsson & Mattsson,).ZDBI8 means having

an MRP system that, in the case of a demand change, not only forwards the increase in demand
itself but also recalculates the needed buffer levels. It thereby ingtkaskemand towards the
supplier even more than the actual chamggemand from the enclistomer. This is an even

bigger problem in supply chains with a low degree of informatiechange less frequent
communication and nealigned material planning (ibid.).

3.1.2. Information Exchange in the Supply Chain

Chen et al.Z000) show that the frequently proposed solution to centralize demand information,
i.e. giving all the actors in the supply chain direct access t@estdmer demand, can reduce

but not eliminate the bullwhip effect in a supply chain. Information exchisngeo theType

1 Supply Chain identified by (Holweg et al., 2005). The actors still order independently but
exchange demand information and action plans in order to align their forecasts for capacity and
long-term planning.

The centralization of demamaformation is also comparable to another one of the main reasons
for the bullwhip effect to appear, proposed by Jonsson & Mattsson (2009), of not sharing point
of-sales (POS) data. Sharing POS data is one example of making more accurate demand
information available in the supply chain, since the actors do not have to act solely on the orders
placed by their immediate customers. By sharing POS data, a standard deviation forecast error
reduction between 8% and 19% have been observed in a study by Syraét(204.6), which

has a linear relationship with inventory costs. Even without achieving full visibility in the
supply chain, having encustomer sales taken into consideration in addition to direct customer
orders, is an improvement (Holweg et al., 2006 removes uncertainty and delays in
translating the demand signal.
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In taking the information sharing one step furthibg collaborative forecast is a cornerstone

for both Collaborative Planning, Forecasting and Replenishr@RFR) as well a¥endor
Managed InventoryVMI) (Holweg et al., 2005). However, the implementation of these
concepts into the industry has made slow progress due to a lack of understanding and difficulty
in integrating external collaboration with internal control (Syntetos eR@ll6). It is also
common that the customer does not have a forecast and planning process in place that can
provide the supplier with information on the level of detail required and at the right moment in
time (Holweg et al., 2005).

3.1.3. Vendor ManagedReplenishment in the Supply Chain

Having a vendor managed inventory, which isType 2 Supply Chaidefined by Holweg et

al. (2005), means that the task of generating replenishment orders is given to the supplier. By
having full visibility of the stockea t he customer s site, the sup,
maintaining this inventory. The supplier then has the task of generating replenishment orders
based on the same information that the customer previously used to make the purchase orders.
Holweg et al. (2005) state that in this wthe inventory needed to retain customer service level

can be reduced.

Theterm consignment stocls used to denote products that are stored at the customer site but
are still owned by the supplier (Holweg et @005). The customer is not obliged to pay for
them until they are removed from the consignment stock, and unused stock is commonly
returned to the supplier. Important to note is that this method can also be used in Type 0 supply
chain and is not the sanas a VMlsystem. The change in ownership does not necessarily
charge the process of replenishmeRurthermore it is common for companies only to
implement VMI and thus settle with collaborating only through the replenishment and not
extending the collabation to the production planninghis means that there will still be two
decisions points in the supply chain. Something that can lead to misalignment in decisions and
that the bullwip effect remains even with VMI (ibid.).

3.1.4. Synchronized Supply Chia

To get the full benefit from the collaborationTgpe 3 Supply Chairs required (Holweg et al.,

2005). This means eliminating one of the decision points and merging the replenishment
decision with the production and material planning of the supflier.supplier is in charge of

the customerés inventory replenishment on th
its own operations. In doing so, a reduction of the bufivetfiect can be achievethe critical

step to take is to incorporateet customer demand information into the supplier's ot

and material controllt is common that companies collaborate on a higher level, but that the
collaboration on a production planning level is often overlooked. It is necessary not only to
exchamge information but also to modify the replenishment and production planning decision
process (ibid.).

To achieve full collaboration and synchronization in the supply chain, the concept of
collaborative planning, forecasting, and replenishment (CPFR) has emerged. It aims at creating
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collaborative relationships between actors in the supply chain by thé ste@adard processes

and structured exchange of information in order to achieve moreftestive material flows

and less tiedip capital (Jonsson & Mattsson, 2009). The concept builds on five principles
(ibid.). The first principle is about collaboration the form of partnership relations and mutual
trust built on common goals and activipjans The second principle concerns the use of
common and agreedpon forecasts which all actors use a base for their planning and
activities. In order to do sehe customer shares its historical sales statistics and information
about planned future campaigns affecting the demand throughout the supply chain. The forecast
produced by the customer is also sent to the suppliers and compared with their foreodests in o

to discuss differences and adjust the forecasts to correspond to each othedort@®iensure

that the actors use one common forecast throughout the entire supply chainT{i@dhird
principle is about exploiting the core competencies enghpply chain irrespective of which
company they belgy ta Which meanghat the actor most suitable to perform the activity will

do so, no matter who owns the resources. The fourth principle is about using a common
performance measurement system baseehditustomer demand to create a shared focus for

all the actors in the supply chain (ibid.). The fifth and final principle is about sharing the risks
and utilities arising in the supply chain (ibid.). It means that all actors will collaborate in
mitigating risks and be able to benefit from any progress made in the supply chain. It will
motivate behaviors that facilitate and benefits other actors in the supply chain.

3.1.5. When to Aim for a Synchronized Supply Chain

Finally, Holweg et al. (2005) discuss wh industries that can benefit the most from reaching

the Type 3 Supply Chain of full synchronization. In many cases where there are a large number
of different customers, it is not worth it economically to move away from the traditional Type

0 Supply Chim, since the effort of making the implementation increases with the number of
nodes between customers and suppliers. However, for other compasieten a worthwhile

target since it reduces both excess inventories anstesdhe bullwhip effecHolweg et al.

(2005) also highlight that the characteristics of both demand and products should themselves
be considered. For products with short shelf life, such as fresh food, the possibility to work with
product buffers is limited. Instead, for productéiere high capacity utilization and low
inventory levels are essential, greater benefits are possible to create. Furthermore, seasonal
products such as lawn mowers, require seasonal forecasts and safety buffers, which mitigates
the benefits of supply chasynchronization (ibid.). Instead, ndashion driven products with

stable demand create more significant possibilities for success.

3.2. Forecast Methods

The second subhapter present some main forecast methods and their advantages and
disadvantagesThese methods can be divided intpalitative forecasting methods and
guantitative forecasting methoddonsson & Mattsson, 2009). The main difference is that
gualitative forecasting methods rely on estimations and expert evaluations, while quantitative
foreasting reques hard data and calculatiodthough, in practice, most industries tend to
use a combination of both methods to increase the accurdhg forecasts (ibid.). Table 2
shows a breakdown of the main advantages and disadvanfagae commo quantitative
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and qualitative forecast methods. Further, these methods will be deeply discussed in the
subchapters 3.2.1. and 3.2The quantitative methods are used in section 5.2 to assess the
potential forecast accuracy using these methods. Further the theory in tbiptdr was used

in section 6.2. to analyze what forecast methods should be used to achieve as high forecast
acairacy as possible in the case of AeroCo. In section 6.3uitebility ofthis methodo be

the base for the average daily usage in the DDMRP method was analyzed.

Table 2 Advantages and disadvantages of various forecast methods.

Method Type | ' Advantages Disadvantages
Quantitative Moving Average |Simple and easy to Time lag when it comeg
Forecast implement. to systematic trends in
Methods the historical data
Exponential Weighting demand Time lag when it comes
Smoothing values to systematic trends an
random variations in
demand
Simple Linear Easy to implement and | Sensitive to anomalies
Regression learn in the data
Multiple Linear |Considers multiple Sensitive to anomalies
Regression independent variable |in the data
Qualitative Sales Efficiency in decision |ldeal thinking and
Forecast Management makingand allows a manager high authority
Methods approach joint evaluation and that affect the decision
agreement making
Grassroots High quality of the Time-consuming and
Approach forecastsince relevant |requires additional datg
people are in the center processing
of the analysis

3.2.1. Quantitative Forecast Methods

Quantitative forecasting methods are based on statistical techniques to predict the future
(Sanders &Ritzman, 2004) These methods analyzes the time series of sales and various
historical data. This method has the advantage of being entirely objective, consistent, and
capable of processing a large amount of data, considering the relationship betweeausumer
variables (ibid.). However, the quantitative method highly relies on the foundation of historical
data and any unexpected market variation is not incorporated in the model, which will affect
the forecasting quality significantly

In order to obtain good demand forecast, the forecast has to be done based on tfueeasst
data(Jonsson & Mattsson, 20QHowever, it is rather difficult to obtain actual demand for the
reason that measuretmand hasome errors when it comes to capacity loss ameé {ag
compares to the actual demand. Also, historical data often do not represent the actual current
demand because of many indirect factors such as stock shortage, loss of sales or delays sales
(ibid.). Differences between desired, promised and realetgldates can also arise. Therefore

it is crucial to choose the right forecast data depending on the current company situation. If the
company has sales with long delivery lead time, then it is more appropriate to choose delivery
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statistics or invoicingtatistics(ibid.). If the company has accelerated invoicing procedures i.e.,
shorter delivery lead time, then it is preferable to choose invoiced statistics of the reason that
the invoiced volumes will almost directly correspond to delivered volumes. Howéthe
company has a slower invoicing procedure, and the time between delivery and invoicing are
longer than the previous situation, it is more beneficial to use delivery stdisiticks

Quantitative forecasting methods can be classified intextnimsic or an intrinsic forecast
method(Jonsson & Mattsson, 200Extrinsic methods areharacterizedby making a model

out of relationship between the variables to be forecasted and some explanatory variables which
the forecast variable is dependent On the other hand, intrinsic forecasting methods analyzes

only the variable data to be forecasted (ibid.). One example of an intrinsic quantitative
forecasting method is thmethod moving averagdhis method analyzes the average value of
demand duringacent periods. For each period in time, this is calculated based on a set number
of periods, and when a forecast is made for
replaced by the | atest periodbés deohpenods val ue
considered can be significantly different from time to tifitéd.). A limitation with moving

average is systematic trends in the historical data, the moving average will always have a time
lag since older demand data will also be taken intsiceration depending on the number and
length of periods used to calculate the average (ibid.).

Another irtrinsic quantitative forecasmethod isthe exponential smoothingJonsson &
Mattsson, 2009)This method considers the weighting of the most redentand, having a
higher weight compared to older demand. In order to achieve this valuation, the individual
demand values are multiplied by a weight. The following formula shows the most common way
to calculate this forecast, where F(t+1) means fore@sevor the upcoming period t+1, F(t)

is the forecast of the current period t, and A(t) is the actual dechaimd this period. Lastly,

Uis the smoothing factor arbitrarily chosen between zero angituds.

Ft+1)= U * AQ) )* +F ((tl)

Then,for example, if choosing an alpha equals 0.1, the most recent demand value will be given
a 10 percent weight, while the oldest demand value will be given a 90 percent weight. However,
a limitation with this method is that it can still not react to ups @mans associated with
random variations (ibid.).

Linear regressions also a commonly used forecasting method. Tikthodcan be both
extrinsic and intrinsic depending on which dataused for the calculations. There are two

main types of linear regression methodologies (Yan & Su 2009). The fing gmple linear
regressionThis method analyzes the linear relationship between two factors, one dependent
variable, and one independewnariable, and adjust a linear function according to this
relationship (ibid.). One example of the simple linear regression can be the relationship between
the number of sales and time. The advantage of simple linear regression is that the method easy
to implement and learn. However, a drawback is that this method is that the method is
susceptible to anomalies in the data since simple linear regression assumes that the relationship
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between the two factors is constantly linear. The second regression nsetiedultiple linear
regression This methodology has one dependent variable and several independent variables
(ibid). For instance, it can be the number of sales as a function of time, season, weather and any
other variable explaining the changes in nembf sales. However, similar to simple linear
regression, the method is still sensitive to anomalies in the data (ibid).

When looking at the demand as a times series, it is possible to find various hidden demand
patterns (Jonsson & Mason, 2009). Theskemand pattern could be trends, where the demand

is either increasing or decreasing for several consecutive periods, and seasonal variations, when
demand changes during specific periods of time (ibid.). These factors are both essential to take
into consieration when analyzing the forecasting data in order to prepare the organization for
future demand changes.

3.2.2. Qualitative Forecast Methods

The use of qualitative techniques is most feasible when the product is recently introduced to the
market or goig to be phased out (Jonsson & Mattsson, 2009). The method also has an
advantage when the number of products to forecast is small, when the forecast horizon is long,
and when there are requirements for the forecast fortenmg planning (ibid.). It is as &l
preferable if the number of forecasting periods is small, for example, an annual forecasting
period instead of a weekly demand (ibid.).

The objective of qualitative methods is to break down information in a lpgichiased and
systematic wayThere are two general approaches when using the qualitative methaddethe
management approach and the grassroots app(dankson & Mattsson, 2009). The sales
management approach mainly collects the top management team and then drive a discussion to
determine the forecast of future businesses. There are two potential alternative team setups
(ibid.). The first team setup includes a top management meeting to produce a forecast. This
setup is particularly advantageous when forecasting for thetéwngbusiness development
process. The second team setup comprises only the managers within the marketing and sales
department. This variant is more beneficial for shemnn forecasting of expected future sales

and delivery volumes. The advantage of this marment approach is its efficiency in decision
making for the forecast and the fact that it allows a joint evaluation and agreement on the
forecast in an efficient way (ibid.). However, its weaknesses are that if one manager has high
authority, it might affet the result of the forecast significantly since it will mainly reflect his

or her opinion. Moreover, there might also be a chance that the forecast tends to reflect ideal
thinking rather than a realistic evaluation.

The grassroots approach is a moreviadial analysis method, where every individual that has
contact with the market makes their judgement and provide their proposal for the forecast
(Jonsson & Mattsson, 2009). Thereafter, these individual forecasts are gathered, processed and
summarized t@ joint forecast for the whole company. One advantage of this approach is that
the most relevant persons that have contact with the forecast are in the center of the analysis
(ibid.). The forecast will also then hold a higher quality of future judgmerdsieMer, one
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drawback is that it requires more time and demands additional data processing compares to the
sales management approach (ibid.).

3.2.3. Qualitative and Quantitative Method Integration

Even though the forecasting methods can be divided intotafiied and quantitative types,
researchers wa found that in practicet is often necessary to work with a combination of the

two (Barrow & Kourentzes). Qualitative forecasting has the advantage to be up to date with
information about changes in the wars circumstances that can influence the forecasts
(Jonsson & Mattsson, 2009). However, the intrinsic biases in qualitative forecasting can build
significant forecast errors, and these errors can have a severe effect on forecasting quality.
Meanwhile, quatitative methods are mainly created from historical dekech are often more

stable and consistent (ibid.). Althoygjuantitative methods do not react to changes as well as
the qualitative methods, whicaffects the credibility of the forecast. There&it is necessary

to combine the advantages of both qualitative and quantitative forecasting approaches.
However, the way to integrate these methods is also essential. According to Sanders and
Ritzman (2004), it is crucial that the integration of thehnds are independently generated,

has a low correlation of forecastrors and is unbiased. TablesBows the four different
integration methodologies and their advantages and disadvantages

The first integration methodology means to use qualitative ngagto adjust already existing
guantitatively generated forecast based on specific information about the trend or seasonal
variation (Sanders and Ritzman, 2004). This way, the latest knowledge about the changing
environment and product will be taken imtnsideration. The advantages of this methodology
arethe timing since this method allows the latest information to be communicated into the
forecast. Another benefit is that this method creates a high sense of ownership since the
forecaster is the primamdjustment person of the forecast. However, the disadvantage is that
this method is only applicable when there is specific information about the changing
environment (ibid.).

The second integration methodology implies the use of quantitative approachesreection

method to the qualitative approaches to reduce bias (Sanders and Ritzman, 2004). This method
is applicable when there is limited quantitative information or in situations where the corrected
judgment can consequently be merged with the datime forecast. Although, this method
creates a low sense of ownership, especially if two different persons make the quantitative and
qualitative forecast. Since the qualitative person might feel that they have been corrected (ibid.).

The third integrabn methodology combines two individually produced forecasts (Sanders and
Ritzman, 2004). The combination can be conducted objectively with a simple average or
subjectively. The advantage of this method is that it diminishes bias, erroneous assumption and
model errors. However, the objectivity of the method also creates a low sense of ownership and
is only applicable when the forecaster and user are not the same person (ibid.).
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The fourth integration methodology uses qualitative reasoning in the sekzatialevelopment

of the quantitative forecast (Sanders and Ritzman, 2004). Qualitative methods are applied to
choose variables, designate the model formation and establish parameters. This method has
shown to be the least subject to an adverse effect udgnjental biases and is considered
highly useful for forecasting (ibid.). The limitation of the method is that it entails significant
technical knowledge and perception of quantitative systems.

Table 3 Advantages and disadvantages of different integratiethodologies

Advantages Disadvantages

Method I. Timing, information Only applicable when information
Judgmental adjustment novelty and high sense o regarding changing environment
of quantitative forecasts ownership. available.

Method II. Useful when there is Low sense of ownership.

Quantitative correction limited historical data.
of judgmental forecasts

Method I11. Diminishes bias, Low sense obwnership.
Combining judgmental erroneous assumption ar Forecaster and user cannot be th
and quantitative model errors. same person.

forecasts

Method IV. Least subject to an Entails significant technical
Judgment as input to adverse effect from knowledge and perception of
model building judgmental biases. guantitative systems.

In general, there is no best individual forecasting method and neither is there a best forecasting
integration method. Theethodselection is always dependent on the situation and the amount
of information available (Fildes & Kingman, 2011).

3.3. Demandand Production Planning

This subchapter presents the demand and production planning processes normally taking place
in companies using traditional MRP. Figure 5 shows a summary of these processes. In section
6.3 a comparison is made with the demand aodymtion planning processes at AeroCo as
well as the demand and production planning described in the DDMRP method, the Demand
Driven Adaptive Enterpri® model in order toanalyzewhat changes are needed for these
processes to handle the DDMRP model.
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Figure 5 Forecasting withirseveralof demand and planning phases.

Whenever a product or service must be delivered in shorter lead time than they can be produced
or acquired, a forecast will be necessary to generate (Jonsson t&sdfat2009). The
production cannot be done only upon request but must be initiated before receiving an order.
However, it is not necessary to forecast every individual product in the organization.
Researchers often divide the demand into two main aspdefgendent demandnd
indeendent deman@onsson & Mattsson, 2009). Dependent demand refers to the demand for
a product being directly dependent on the demand for another product. This is primarily the use
of raw material and sufinished products that are used as components ierttigoroduct. A
calculation deriving the demarfior the end product to the demand of the dependent product is
often useful. Independent demand is the demand for a product that is not directly related to the
demand of other items, for examp$pare partsroend products (ibid.). These items require
more traditional forecast metholilse the ones described in section 3.2 Forecast Methods

A demand forecast is often divided and practiced in several different levels of the organization.
First, d the longesplanning horizonsales and operations planni(®%OP), the forecast is

used at the beginnirgf theprocess and is often conducted in a product group level (ibid.). The
marketing department at the organization performs a forecast for the demand ofitee fut
planning period. It is essential that the forecast is not influenced by the wishful thinking of the
potential future sales or an attempt to achieve a full capacity production. The forecast should
instead only contain sales capacities obliged by th&ehébid.). This form of forecast is often
denoted in financial basis and is conducted in a longer time period in the future, usually one to
two years depending on the time required to alter the company's capacity (ibid.). The aim of
S&OP planning is to mtimize the company's efficiency and competitiveness by obtaming
balance between capacity and demand. S&OP is an iterative process that both sizes the capacity
of required resources in order to fulfil the demand and at the same time produces a productio
plan that suits the internal and external capacity (ibid.).

Secondly, the forecast is also important when it caimesaster production scheduli(igPS).
In the MPS processthe number of products planned to be manufactured and deligered

communicatedor up to a sixmonths time horizon.This planis frequently updated, e.gvery
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week andstrives to attain a balance amosgpply anddemand (ibid.). As for S&OP, the
forecast of future sales is the central dril@@ MPS. However, the majatifferencebetween

S&OP and MPS is the length of the horizon, aggregation level of products amddgbhericy

of the forecastin order for the production and suppliers to meet the requested customer demand,
a more frequent forecast at a shorter period and at individaduct leel is thus neede®ther
important difference is that the MPS can also take placed customer orders into consideration
when forecasting the future, which is often not possible in the S&OP process (ibid.).

Thirdly, like MPS, material planningstrives to balance the supply and demand of materials
(Jonsson & Mattsson, 2009). However, material planning handles only the replenishment of
ingoing material and does not focus on the internal production as in S&OP and MPS. This
planning phase is based a short time forecast period and with a continuous communication
with suppliers regarding the future situation, in order to maintain the right capacity in the
organization (ibid.).

In a broader perspective, a forecast is also used irfinaacial budge aspects (ibid.).
Organizations use forecasts to gain a deeper understandingirduthrre financial situation.

The difference between the budget forecast compared to the other kind of planning forecast is
that the budget forecast is fixed during thearyeneanwhile other forecasts mirror the
fluctuations in demand to the degree that sales and manufacturing can be modified (ibid.).

3.4. Demand Driven Material Requirement Planning

The fourth sukchapter presents the five stages of the DDMRP method to give a basic
understanding of the methodology. It also presents the Demand Driven Adaptive Enterprise
(DDAE) model which is the demand and production model preseintetie DDMRP
methoalogy. The DDAE model is in chapter 6.3 compared to the traditional demand and
production planning processes to analyze what changes that is needed to be done for a company
moving from the traditionaliRP to DDMRRP

Today, most businesses use MRP to plath execute production (Miclo, 2016). However, due

to increasing variability and complexity in today's business, MRP has had almost no
development since the 1970s. In addition, it has been concluded by Kortabarria et al. (2018)
that MRP is not the best ¢ge in a volatile and variable world. In addition, by being based on
forecasts of the end product demand, it causes additional uncertainty. A growing production
planning method idean nanufacturing However, lean has been shown unsuitable for the
unstablesnvironment and hard to apply to the entire supply chain (Miclo, 2016). The system in
its aspiration of working without buffershus becomes sensitive to variation in demand
(Kortabarria et al., 2018). An upcoming alternative to these methods is the BDiEhod,

which has two main promises; reducing flow variability and detecting demand variations
(Miclo, 2016). The theory behind DDMRP is that many of the currently used methods give the
bimodal inventory distributionas was shown in Figure 1, with eitmetoo high or too low
inventory. However, DDMRP promises to solve this problenrdmgodelingthe stock and
center the distributioon a sufficient amount of inventory.
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DDMRP as a method has been inspired by both MRPleard manufacturing, but alsix
sigma,theory of onstraintsandDistribution Resource Plannin@RP) (Ptak & Smith, 2008).

In addition to this, the DDMRP method also adds some new innowatitent.The idea is to
have decoupling points with buffers that can be dynamically adjpstéetcting the flow, which

is pulled by demandriven planning. It also includes daily visual and collaborative
management for both planning and executing (Miclo, 2016).

3.4.1. The Five Stages of DDMRP

DDMRP implementation has five stages, divided ithi@e stepsas shown in Figure @tak

and Smith, 2008). The first steppesitioning which contains the strategic decouplstgge.

The next step is aboptotection where the operations are protected with buffers. This step
includes buffer profiles aniévels as well as dynamic adjustments. Thedtet ispull, where

a pull flow is built out of the two steps; demand driven planning as well as visible and
collaborative execution.

Modeling/Re-modeling the Environment Plan Execute
Position Protect Pull
) . Visible and
Strategic Decoupling Buffer Profiles and Dynamic Adjustments Demand I_:)rnven Collaborative
Levels Planning Execution

Figure 6 The five stages of DDMRP divided into three steps (Ptak igh S2008).

3.4.1.1. Positioning

In DDMRP, the first question to ask is where and not how much to store (Miclo, 2016). This
question is answered in the first stage. In DDMRP only strategic parts have to be buffered, and
these buffers are placed to optimthe total return on investment (Ptak & Smith, 2008). This

is done by defining th®ecoupling Lead Time (DLT), the longest unprotected lead time in a
Bill of Material (BOM), i.e. the longest lead time without buffers.

3.4.1.2. Protecting

In the protectingstep, the question about how much to store is answered. First, the buffer
profiles and levels are defined. DDMRP uses three different kinds of buffer zones; red, yellow
and green (Ptak & Smith, 2008). In the buffers, the yellow zone representgtioeds orders

and correspond to th&'ork In ProgresgWIP) held at each time (Miclo, 2016). The red zone

is the safety stock protecting against variations both in the production or supply delivery and in
demand. Finally, the green zone represents the oradratal is supposed to correspond to the
number of products to be ordered (ibid.). The three zones are defined as follows (Ptak & Smith,
2008):

Yellow Zone = ADU * DLT
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Red Zone = Red Zone Base + Red Zone Safety

Red Zone Base = Yellow Zon&TF
Red Zon&afety = Red Zone Basea/f

Green Zone = MaxYellow Zone *LTF, MOQ, ADU *OCT]

Order Cycle TimgOCT) andMinimum Order QuantityMOQ), the smallest quantity for which

it is allowed to place an ordean both be used in calculating the green zone &t&hith,
2008).The Lead Time FactdiLTF) is a percentage of ADU within the decoupled lead time
where a longer lead time leads to a lower lead time factor. For long lead tipegsgatage of
20-40% is used,dr medum lead times, 460% is anddr short lead times &1-100%. However,

it is important to note that the definition of what is long or short varies between different
organizationsThe Variability FactoVF) contains both the supply and demaradiability.

For low variability, a percentage 0f40% is used, for medium variability 40%, and for high
variability 61-100% (ibid.).

Average Daily UsagADU) is the foundation of buffer calculations and significant changes to
the ADU will result in significant changes in the buffer levels (Ptaknéitl, 2008). There are

four main decisions to take about the ADU calculations. The first two is the consideration to
the length of the period used and the frequency of update. The third consideration is about using
pastlooking historical average, forwatdoking forecasted average or a mix of the two (ibid.).

It is important tonotethat if choosing the forwartboking option, the forecast is incorporated

in the DDMRP buffers and not in the DDMRP ordering mechanism that will still be driven by
actual demash The final consideration is ADU exceptions (ibid.). This concerns reacting to
significant changes in the ADU by generating an alert if the ADU increases or decreases with
more than a certain percentage within a certain time frame. If this changedsm rwent that

will soon return to normal demand, then it should be excluded from the ADU. However, if the
change is assumed to remain in the future, then the change should be included in the ADU.

For the dynamic adjustment, the buffers can be adjustedrsgantly recalculated and updating

the ADU (Ptak & Smith, 2008). It can also be done by including a Demand Adjustment Factor
(DAF) manipulating the ADU within a specific period. This is done with the following equation
(ibid.):

ADU6 = ADU * DAF

A DAF can be used for several reasons but is often used to manipulate the ADU according to
historic patterns or planned decisions (Ptak & Smith, 2008). It can also be used as a rapid buffer
adjustment to react to an alert for significant changes in ADU. Therrdzehind the change
should be discussed at a higher level in the organization, and then a possible decision of reacting
to the change can be dad out with the help of the DAF. DAB also used for planned product
introductions and deletion or where thés a known trend in the sales volumes (Ptak & Smith,
2008). Finally, it can also be used to handle seasonsibhen doing so, aonsideration to
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capacity has to be made, since if the seasonality is so severe that it will exceed capacity,
production haso be moved forward in time (ibid.).

3.4.1.3. Pull

In the pull step, the demand drivelapning is carried with the help tie Net Flow Equation

(NFE) calculated out of inventory levels (Ptakd Smith, 2008). In this calculation, three
different inventoy levels are used. The first is the-hand nventory, the quantity of physically
available inventory. The second one is ¢éimeorder nventory, thequantity of ordered but not
yetreceived inventory. The final one is tQeialified Sales Order Demaf@SQD), the sum of

sales ordered due today or earlier demand not yet delivered. The calculation of the NFE is done
using the following equations (ibid.):

NFE = Onthand + Onorder- QSOD

TOR = Top of Red Zone = Red Zone
TOY = Top of Yellow Zone = TOR + Yell@sne
TOG = Top of Green Zone = TOY + Green Zone

For the demand driven planning, there are two possibilities. Either the NFE is larger or equal
to TOY meaning that the inventory is sufficient and no order has to be placed (Ptak & Smith,
2008). The othercenario is when the NFE is lower than TOY. This results in a supply order of
the quantity that differs between the NFE and the TOfB.visible and collaborative execution
contains four different alerts (Pt&Smith, 2008). They enable correct prioritization of orders
based on oimand buffer status rather than relying solely on the due date (Kortabarria et al.,
2018).

3.4.2. Demand Driven Adaptive Enterprise

The Demand Dyxien Adaptive Enterprise (DDAE) odelis a management model that spans
over the operational, tactical and strategic ranges of an organization (Ptak & Smith, 2008). This
model aims at adapting to the complex and volatile markets of today and thus enable companies
to sense changes on the margtfocusing on the protection and promotion of the flow of
materials and relevant informatioAs could beseen in Figure 7hte model consists of three
components; Demand Driven Operating Model (DDOM), Demand Driven Sales and
Operations Planning (DDS&ORINd Adoptive Sales and Operations Planning (Adoptive
S&OP) (ibid.).What is important to note with the Demand Driven Adaptive Enterprise model
according to Ptak & Smith (2008), is that it does not start at one end and finish in the other, but
rather is a lairectional iterative process. In addition, there is market interaction in both ends of
the process, where the DDOM takes the input of actual demand, and the Adaptive S&OP
considers the innovative changes on the market (ibid.).
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Figure 7. The DemanDriven Adaptive Enterprise model (Ptak & Smith, 2008).

The Demand Driven Operating Model is a fllnased operating model where the DDMRP
method is the core component (Ptak & Smith, 2008). The DDMRP method is used to generate
supply order signals to prodian, purchase and stock transfer. One unique feature of the
DDOM is that it does not useraaster production schedubéich is replaced with theaster

setting nput (ibid.) from the DDS&OP. There are three main settings; buffer profiles, part
demand dataand part profile assignment. The buffer profiles consist of the part type (purchased,
manufactured or distributed) as well as the lead time and variability factor. The part demand
data is the average daily use (ADU) and any applicable demand adjusactent(DAF).

Finally, the part profile assignment is the assignment of replenishment to a particular buffer
profile. Altogether, these are the input used to design the DDMRP buffers. Based on these
buffer leveds, the DDOM uses actual demand, rather thaec@astsio generate supply orders.
According to Ptak & Smith (2008) the actual demand is better to use since this is the most
relevant and undistorted demand signal. When the actual demand triggers a need for
replenishment of an item in a buffer, the dehéor the next part of the flow is directlgdved

from the actual demandyen though the demand is accumulated at the decoupled points.

The second process is Demand Driven Sales and Operations Planning, which is the traditionally
missing link betweethe strategic S&OP process and the-ttagiay operational activities (Ptak

& Smith, 2008). Traditionallyan S&OP process has tried to provide the organization with a
doable production plan that meets the financial requirements, with consideration ablavail
market informatia. This has been done with theasterproduction schedule, which on a
detailed level specifies what has to be done and when. A specific demand plan, rilestie
production scheduleas required by the traditional MRP system tofpen its calculation. Even

though this plan does not take any variation into consideration. On the contrary, to create a
more effective S&OP plan, it should contain an expected range from the pessimistic scenario
to the optimistic scenario in order to caint the strategic direction as well as the tolerated
deviation (ibid.). DDS&OP here creates a bidirectional tactical agreement where the perceived
demand range and capacity requirements from the Adaptive S&OP are used to set the master
setting input for te DDAE model. At the same time, the performance of the DDAE is followed

up and projected to recommend strategic changes to the business plan done in the Adaptive
S&OP (ibid.).
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Finally, the Adaptive Sales and Operations Planning is the process to sttigtedarathe
companyo6s business (Ptak & Smith, 2008) . A
tactical DDS&OP. In return, the DDS&OP gi v
performance and suggests changes to the business plan. For exanepleyemhpotential

markets or capital investments are needed (ibid). By differentiating between DDS&OP and
Adaptive S&OP, the organization can work with two parallel processes that treat the tactical

and strategic planning separately.

3.5.Conceptual Framework

Uncertainty, both internal and external, can affect the MRP system in various ways (Fildes &
Kingman, 2011). The internal uncertainty, such as variations in manufacturing and purchasing
lead times are often possible to control and manage by the cgnieuncertainty in external
demand, on the other hand, is outside the control of the company, and thus the Material
Requirements Planning (MRP) can only be based on a forecast of demand. When referring to
forecast errors, practitioners usually meandifierence between the actual and the forecasted
value of demand (Fildes & Kingman, 2011). However, this error contains both the randomness
in the demand generating process, the process which is communicating the demand from the
customer towards its supeti as well as the error derived from the used forecast method. This
means that there are two different sources of uncertainty in the demand forecast process which
both increase capital costs of high inventory levels and/or reduced service levels when the
company is not able to properly assess future demand (ibid.).

The first source of uncertainty, the variation in the demand generating process, can only be
reduced by changing the demand generating process itself. For example by changing the
c u st o merrbshavioroor tdrough collaborative forecastilmgsection 3.1Supply Chain
Transparencypossibilities of how to reduce the variations in the demand generation process
through increasing theollaboration in the supply chaimas discussedhe mainfindings of

this section isummarizedn the firstbox of informationin Figure 8 representinghe interface
between the focal company and its supply chain.

Focal Company

: - @) Forecast ;
< @ Production

Type 0 — Traditional SC Moving Average

Type 1 —Informatiom Exchange Exponential Smoothing Plannmg
Type 2 —Vendor Managed Linear Regression

Replanishment Grassrooth Approach

Type 3 — Synchronized SC Sales Management Approach

Integration Methods

% A i & DDMRP
Financial Budgeting Five Stages of DDMRP

Sales and Operations Planning Positioning

Master Production Scheduling Protection

Material Planning Pull

Demand Driven Adaprive
Enterprise

Figure 8 Research Model Conceptuaframework.
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The second uncertainty, connected to the foremasts, can be reduced by optimizing the
forecast method, but will never be completely eliminated since denetatéd uncertainty
cannot be fully captured. However, there is no general best method for forecasting (ibid.).
Instead, how suitable a forecasethod is depends on the textual demand uncertainty. In
addition, not sufficiently combining historical calculations with a manual assessment of the
future can increase the forecast error (Jonsson & Mattsson, 2009). If relying too much on
historical datanecessary changes on the market may be omittetefore the qualitative and
quantitative forecast methods well asintegrationmethodswas compared in chapter 3.2.
Forecast Methods. The findings of teectionare summarized in the secdmak of information

in Figure8.

An example of internal uncertainty connected to forecast errors is the risk of tensions and
mistrust in the organization. Reasons for this are unrealistic expectations, low acceptance level
and conflicting interest (Jonsson & Mattas@009). Since the forecast is only an assessment

of the future demand, and by definition never shows the actual future demand, this is also how
it should be thought of by those who use it. Thus, when having too high expectations of forecast
accuracy, thee is a significant risk of disappointment. Further, if the personnel start to doubt
the accuracy of the forecast and begin making their own forecasts, the division responsible for
conducting the forecasts will be less motivated to produce a good fofidaasill then result

in an even less accurate forecast and lower acceptance level of even fewer employees using the
forecast.

In addition, there may be conflicting interests between different departments of the company
(Jonsson & Mattsson, 20Q9)he sles department may have an interest in optimistic forecasts

in order to ensure manufacturing capacity to secure production of the volumes assumed possible
to sell. On the other hand, the production department may have an interest in pessimistic
forecastsn order to reduce the risk of oveapacity and high idle time for expensive resources.

To avoid this problem, it is crucial to have a wfelhctioning demand and production planning
process in the company that is able to control and fellpwhe forecagibid.). These processes

was explained in the chapter 3[3emand and Production Plannirapvering the traditional
processes for demand and production planning an®@8mand Driven Material Requirements
Planning covering DDMRP The main findings ofttesesections are presented in the third and
fourth box of informationin Figure 8
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4, Company Structure at AeroCo

In order to understand the internal processes in which forecasts are being made and used, the
current organizational structure of Aero@opreented (see Figure)9The organization is
structured in such a way that there are different Integrated Program Teams (IPT). The teams
are responsible for the different contractual customer agreemiginthe OEMs also referred

to as programs. Ehdeam include representatives from all the different functions of the supply
chain, engineering, finance, and commercial, which in the figure is symbolizedbadk
borcers. The teams consist of an IPT managetommercial manager, a finance manager, a
purchasing industrial manager (PIM) and two managers from engineering. This includes one
engineering manager responsible for manufacturing and one for design. The PIM is a rather
new role at the company, invented one and a half year ago to take thé g=penasibility for

finding a supplier base, internally in AeroCo or externally, in order to satisfy its programs
demand.

Fin. Manager
Operations

Finance

Fin. Managers
IPT

PlMs

Commaodity
Managers:

Supply Chain
Buyers

IPT IPT Managers
AeroCo SCQEs

Eng. Managers

Engineering

Manufacturing
Eng. Managers

Operations
Excellence e Chean

Operatio
- " Managers

Commercial Resp. for Cust.

Commercial Managers Contact

Figure 9 General Company Structure.

In the perspective of the PIM, the internal production is only one out of many suppliers,
although the collaboration is closer with the internal operation than external suppliers. The IPT
has the responsibility to createdamand plarwhich works as an ost towards the internal
operations division. Most of the materials ordered from external suppliers are connected to the
internal productiorfas seen in Figure Y@nd thus also followthedemand plan. However, for
many spare parts, the products are shipgieectly from the supplier to the OEMs with the
confirmation from AeroCo. It then requires a different demand plan than the internal one and
is thus directly communicated to the supplier.
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Figure10. Product flow in the supplyhain.

The IPT works both with strategic and operative questions on a horizon up to two years. One
of the interviewees stated that he would appreciate if the work was focused only on longer time
horizons (more than six months), which would be possible if akkupgliers would deliver as
promised and AeroCo would be able to satisfy the OEMSs. As it is now, much time is spent on
solving problems at a shorter time horizon to secure deliveries to the OEM, in order to avoid
interrupting their production.

At the suppkr side of the company, there is a supplier team consisting of a purchaser, a supplier
quality engineer (SQE) and a material planner who is operatively responsible for the supplier
side. In the supplier team, the purchaser is responsible for the adatinestand commercial

parts, the material planner is responsible for the physical supply of materials, and the SQE is
responsible for quality. The earlier mentioned PIMs are also part of the supplier side of the
company as well as commodity managers, wihioth work more strategically with make or

buy decisions. The PIM is responsible for the suppliers within his or her program while the
commodity managers are responsible for creating a supplier base within his or her commodity.
At this strategic level, théemand plan is used to forecast the requirements of the supplier base.
It is stated by the PIM that it is important in the creation of a supplier base to not only use the
expected volumes but also use the upper bound communicated from the commerdiahside o
IPT. This enables some safety in the event of maximum demand levels. In addition to this
information, the PIM also looks at the yearly internal capacity as one parameter of the total
supply chain capacity. According to the PIM, it is important ireotd know if the operations
department can meet the demand.

The operations side of the compaisydivided into five different value streams; each of them
managed by a value stream manager. These value streams are responsible for different products
and dfferent steps of the production process. Responsibility of the product is given depending
on which value stream that has available capacity, and similarities in production. The value
streams are located in three different factories. For example, thecpusaal in the pilot study

of DDMRP at AeroCo starts within Value Stream Alfa in factory X, then it moves on to Value
Stream Beta, first in factory A and then in factory C. Moreover, there is a support function
named Operations Excellence. This divisioouges on creating best practices, standard work

and clear processes concerning lean and production logistics. It also drives improvement
projects and follows up the performance of the production.
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In each value stream, there is also a logistics manageon&ble for material planners,
production planners and individuals responsible for customer cagaeten in fige 11 The
production planner is responsible for the logistics within the factory as well as for creating the
production plan. The materiplanner is responsible for ingoing material, and regularafts|

of material from already established agreements. He or she has access to the demand plan but
is not supposed to use this in the daily work, since there may be additional strategic decisions
at operations that are not included in the demand plan. Instead, it is the production plan which
iIs the base for ordering material, taking also purchase lead time and time buffer into
considerationThe material planners arbitrarily choose these bufiezldebased on a volume

value analysis and earlier experience. For some products, the complexity in material planning
is described in the interviews as being too high for theyl§tem to handle. For example, in the

case of using multiple sources where therent material number are used for different
suppliers. To get around this problem, a material planner describes how she creates her own
excelsheets to manage the inventory levels.

Material Planners
Logistics Manager Producticn Planners
Value Stream Manager
q Responsible for Customer
Other Funclions Contact

Figure 11 Value Stream Structure.

Regarding the commercial divisi, there are different ways to handle this in different value
streams. Some time ago, the company tried to place people of the commercial function in the
value streams, to be responsible for customer contact at the operational level. The intention was
to increase the trust from the value stream towards the demand plan made by the commercial
division. However, this change was reversed at most value streams because of the opinions
communicated both by value streams and the responsibility for customer afntatbeing

very pleased with the change. Although, some interviewees argued that this change would have
been good if one would have had the patience to wait for the initial problems to be sorted. For
example, it was mentioned that it is easier to dermation about the internal production and

the status of ingoing material from suppliers if placed in the value stream. Also, even though
not being as involved in the contractual and commercial parts of the customer contact, it is still
possible to get # required information through weekly meetings and daily communication
with the commercial function. However, this will not be as good as if working in the commercial
department. It was also mentioned in the interviews that for some value streams, the high
number of OEMs served by the value stream means that no single person could handle all the
contacts. Instead, the commercial department already handling the communication about
demand levels at a longer time horizon, are supposed to take over the a@lgotémt a shorter

time horizon, about, for example, material shortage and quality errors. However, this is
currently handled by the production planners.
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The finance funiton aims to describe the financial situation for the company in order to show
seniormanagement and the owners the future situation of the organization. In this way, the
finance division is responsible for performing a financial forecast for the company. Because of
the general structure of the company with the IPTs placing orders atltieestgeams, the
financial structure is different for the revenues and the costs. The revenues are structured
according to the IPTs, where the finance manager of each IPT is responsible for the program's
revenues. The costs are structured based on wHioh staeam it belongs to where one financial
manager is responsible for all value streams. However, the IPT sets the expectations for the
costs by creating the demand plan. The costs in the value streams can be translated to costs for
the program by dividig them by each product separately.
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5. Empirical Findings and Analysis

In this chapter, the findings from intervieyas well as the quantitative data analysis will be
presented. The structure of the findings is based on the concepts found by usiveghibe
proposed by Gioia et al. (2013), described in the method section of this paper. The concepts,
which can be found in Appendix Il,exefurther structured according to the research madgel
presented in Figurg2.

Focal Company
; - @ Forecast
End Customer Transparency R10 @ PrOduCtlon
Two Types of Contract Demand Plan Plannillg
Customer MRP Data Different Kinds of Demand
Customer Sales Data Qualitative Judgement
Bullwhip Effect Forecast Accuracy
5 : @ DDMRP
SIOP Actual Demand
Production Plan Buffers
Financial Budgets Challanges
MPS ADU
LOB SIOP and MPS in DDMRP

Figure 12. Research ModelFindings.

5.1 Supply Chain Transparency

The aerospace industry is a very stable and transparent market. A placed order at Airbus is
currently required eight years before a plane can be delivered. Thus, ibestorder demand

is known already eight yeairs advance. The information regarding the production and sales of
the aircraft manufacturers is also made public as communication towards the stock market.
There is information regarding which airplanesiarerder, and based on history, it is possible

to guess which engines will be chosen as well. Many interviewees believeetb&toshould
become better at listening to what the -endtomers say. Both Airbus and Boeing delivered
almost exactly what they had promised.

5.11. Communication with OEMs

Theinformation process between the OEMs AmdoCois different depending on the contract

type. There are two major contract agreements; Risk and Revenue Sharing Partner (RRSP)
agreements andong-Term Agreemen{LTA). One interviewee describes the differeadn
communication between the two contract types.

The information processes start when you have won a deal. Here, there are two different
agreements; RRSP and LTA. With the RRSP agreement, you have more continuous
communication and weekly plans. At Lyfdu only have a weekly schedul&mployee,
Operations Excellence
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RRSP agreementgethe most common foheroCoand impy thatthe companywill not get

paid until the entire engine is sold to the ®adtomers and AeroCo thus owns the product parts
untl then. The RRSP contracts apply throughout the entire engine lifetimehemo€o is

obliged to deliver parts as long as the engines are demanded from-testarders or needed

as spare parts for the aftermarket. An interviewee argues that for 8o remgterm strategic
planning is required with a RRSP deal, in order to always have the right capacity to deliver.
Thus,AeroCooften holds a dialogue with the OEMSs regarding their itexqgh strategy, and

then compile a qualitative conclusion of thetategy. With the RRSP agreemeXxgyoCoalso

has access to more transparent and continuous information from the OEMs. Information about
the OEMs6 buffer stock and the amount of WIF
stated in the interviews thasome OEMs are less transparent and dynamic with their
communication wittAeroCothan othersOn the other hand, with the LTA contract, there is no
transparency obligation from the OEMs. Only a weekly schedule, for thetshmrtlemand is
available. WithLTA, AeroCois also able to renegotiate the agreement if there is a capacity
shortage.

The communication between the OEMs akeroCois mainly held through two different
channelswhich was shown in figurg3 showing the information flow in the supplyath The

IPT is responsible for the lortigrm strategy communication with the OEMs. Meanwhile, the
person responsible for customer contact placed either at the commercial division or in the value
stream has more detailed weekly communication with OEMshiWghorter time horizon,
communication fromAeroCo towards the OEMs is displayed through the LOB described
earlier. However, it was mentioned during the interviews that, if there has been a significant
delay in the production for an extended period, moranagers will be involved in
communication with the OEMs.

Public
information
i MEP data L "
| Sales data | " 0’
c Et“d _ OEM AeroCo ‘2“"(1‘," i
ustomer <=—— e uppliex
AeroCo’s
Approval

€——— = Product flow

= Information

Flow

Figure 13, Information flow in the supply chain.
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Concerning the longerm communication, the OEMs communicate their needs in different
ways. When discussing one of the OEMs, denoted Engine@as stated that as a partner in

an RRSP agreememteroCohas access to both what EngineCo communicates as orders via a
tool called ABC as well as the companyds sal
and corresponds to EngineCo's MRPwéver, not all demand is filled in for the whole five

year period. Within three years ABC contains most of the demand and is thus seen as reliable,
according to the interviewe@deroCouses ABC for a period of at least one year. The sales
forecast, on thether hand, includes confirmed and speculative orders from theustoimers

towards EngineCo as well as stated volumes for the spare engines. In the long term, there are
less confirmed and more speculative orders.

Seeing the OEMsO NHRIPis dne reasonawberbGo genfdrngs theie
forecasts as a qualitative judgement, mainly based on this data input. However, the demand
plan volume is often lower than the ABC. The IPTs believe that this is because of that the OEMs
tend to increase theolumes compared to their actual demand in order to be safe against
shortage. However, when plotting the evolvement of OEMs MRP data over time (see Bigure 1
where darker color means older versions of the OEMs MRP data), it can be seen that the data
IS notconsistentbut varies over time.
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Figure 14 OEMs MRP data, evolvement over time. Qtrl represents the data communicated
early in January, while Qtr2 represents the data communicated in late June.

Furthermore, there are reasons mentioned in the interview for the ABC not being very accurate.
ABC is described in the interviews be frequently updatetbased on changes in the internal
production at the OEMs, which does not always represent signifibanges in endustomer
demand. ThusAeroCohas to discover which changes that represent a change-custadner
demand themselves. Also, it is described that towards the end of the year, the OEMs often
realize that there are errors in their MRP systemisch may lead to several changes in their
communication of demand. This is also described in the interviews to be the reason for the
previous year's forecast to be included in the demand plan. This update of the demand plan is
also described as essensaice the backlog has to be placed at the current year in order to be
incorporated in the current budget.

The IPTs also believe that there might have been some internal communication error within
EngineCo regarding their current stock level when condgdhe ABC. They also think that
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there are different people responsible at EngineCo for the ABC system and the material
replenishment fronAeroCa This thought is based on thaeroCocan receive answers that

differ from the ABC data when asking questiah®ut the demand volumes. It is also described

in the interviews how it is possible to receive additional information regarding the actual
demand of the OEMs. This caior example happen ifAeroCohas been late with deliveries
towards OEMs MRP during ahger time period, or iReroCoin their sales and operations
planning process gets to the conclusion that there is not enough capacity to meet customer
demand. This actual demand can also differ a lot from the customers MRP, but it is not at all
certain hat changes will be made in the MRP. However, one interviewee states that given how
much material that is included in an engine, and how many othetidirsuppliers there are in
addition toAeroCaq it would require a lot of time and resources from@&Ms to communicate
personally with each one of the suppliers. Thus, as long as everything is working according to
schedule, the OEMs do not spend any more time on communicating the actual demand more
than sending out the MRP signals.

Moreover, it is dexibed by the IPTs that whenever a supplier is far behind in the delivery,
EngineCo compensatby ordering even more of that product. This is done since they do not
trust the supplierso deliver thefull volumes that has been orderékhis action was also
described in many interviews to take place between several actors in the supplyDocieain.
interview describes this phenomenon as follows.

In addition, there is the issue of not trusting the suppliers to deliver what is promisel, whi
leads to higher orders than the actual demand to compensate for that. That is a phenomenon
present at both sides 8kroCq both in communication with customers and suppliers.
Employee, Global Management

The interviewees describe that the aerospacindustry, there has always been mistrust
between the OEMs, AeroCo and the suppliers. It was described how this leads to each actor in
the supply chain setting higher order levels than their actual demand, which creates a bullwhip
effect. The OEMs oftenes$ a higher volume because they expect to win a higher share of the

deal of supplying a certain airplane model with engines. Moreovem interview with a

material planner, it was stated that it is not always possible to trust the material replenishment
signals in the IT system, and therefore the material planners tend to order for extra buffers
towards AeroCob6s suppliers. I n addition, the
problem leading to that AeroCo has to order more than whatdeden order to be safe against
shortage.

This phenomenon is also present between the different departments internally within AeroCo.
It was described in many interviews how traditionally there has been a lack of trust internally
where the commercial fation tends to set higher demand plans towards the operations
function compared to the actual demand. However, some departments state that this problem is
not as significant anymore. Anyhow, it is described in the interviews that in the production,
there 8 still a mistrust against the demand plans. This is based on the perception that the actual
demanded volumes at the end of the year come in much lower than the demand plan made in
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beforehand. However, the interviewees say that they understand that yhiee rdae to bad
communication from the OEMSs.

5.12. Communication with Suppliers

The communication toward the suppliers is described in the interviews to be done differently
depending on the supplier. The supply chain department describes how it imktssbatable

to provide a long term forecast to secure raw material as the industry is very complex in terms
of product uniqueness and long lead tinfés some material, the lead time starting from the
raw material can be several yeakithough the aeyspace industry is quite stable in demand at

a high level, whereas at the lower level many suppliers are fighting for the same share of
production capacity, and the suppliers of raw material are limited. Therefore, there is pressure
on all actors to secutbe material required already before winning the deal. This pressure is
described in one of the interviews.

There are many suppliers, but ultimatehere are few who produce raw materials.
Therefore, there is stress from all actors to secure the mhtequired since this is only
available in a limited amount.Employee, Supply Chain

Therefore, AeroCo has an agreement with the suppliers where they communicate the current
demand plan and its structure every twelve or six months. Furthermore, daf areerany
significant changes during the sales and operations planning process, it will be communicated
directly to the suppliers. It is described in the interviews that some suppliers require a more
transparent demand plan from AeroCo in order to undetstee actual demand from the end
customers. However, some suppliers already have enough information regarding-the end
customer demand.

AeroCo has closer relationships with suppliers nearby, and these suppliers tend to be more
flexible in what they can pduce compared to large forging industrngkich ardess receptive

to changes. There is also a contract with some of the suppliers that imply that no new orders
can be placed within 200 days. At the supply chain department, it is argued that for ieessupp

to be more responsive to changes, this usually has to be paid for with a higher unit price.

5.2. Creation ofthe Forecast

At AeroCo, forecasts are done at different horizons where the longer horizon is beyond three
years and mainly aims at detectitrgnds in demand. This forecast is called R10 and is
generated centrally at AeroCo Aerospace and not locally for Engine Systems. This forecast is
used as input to the forecast made at shorter time horizon, the demand plan. However, the
demand plan is at ¢hsame time taken into consideration in the creation of R10. Thus, these
forecasts should align with each other. These two forecasts described in one of the
interviews.

The forecast process consists of two different flows. One short term, whigimlig Ibased on

the customer need, and one | ong term, wher e
to conduct a forecast.Employee, Operations Excellence

37



For the shorter time horizon, this forecast is generated by the commercial part of the IPT and is
presented as a demand plan towards the operations department. This demand plan is supposed
to represent the best anticipation of customer need. Demand saissveral different kinds

of demand. First, there is the demand derived from engines going directly into the airplane
production, which is easier to forecast. Added to this is a certain percentage representing the
production of spare engines. In additidhere are spare parts, which are more difficult to
forecast. It is not as easy to know what engines will need reparation and the variation in demand
is more extensiveHowever,the demand for spare parts is rarely incorporated in the demand
plan sincehliese products are often shipped directly from suppliers to OEMs.

In the interviewsit was described how there is no general tool used for doing forecasts at
AeroCo. Instead, it is created manually out of information from the OEMs and earlier
experiencesCloser in time, the commercial functionledk | ot at what t he OE
says, while further ahead, it is more judgment involved. If looking at how the forecasted
volumes for the last six months have evolysee Figure 1%vhere the darker lines aodder

versions of the demand plan), it can be seen that the forecasted volumes increase over time.
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Figure 15 The demand plans evolvement over time.

This increase can be explained by general ramp up in the industry that may not have been fully
predided in the demand plans. However, it can also be because of the way in which the forecast
is done. If looking at Figure 1&howing both the demand plan for the same period, but at an
aggregated level, together with the OEMs MRP data for the same period (plotted in red), as
well as the actual deliveries (plotted in yellow), an interesting effect explaining the increase in
demand plan levels can be seen. The demand plans made before the OEMs start communicating
their MRP data (plotted in green) differs from the later demand plans (plotted in blue). When
the MRP data is communicated, the demand plan follows this communicatien ttzdn the
judgement done in earlier demand plans. It can also be seen that the actually delivered volumes
are inbetween the earlier and later demand plans.
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Figure 16 Demand plan, OEM customer data and deliveries.

I n addition to mésewhihEdvcerdmuritlREd diveatly to AeroCo, the
company as part inRisk and Revenue Sharing ProgréRiRSP) has access to the sales forecast

of the OEMSs. In the interviewdt was explained that these forecasts are also used as input
information in crating the demand plan. This means that the demand plan created by AeroCo
does not have to follow the MRP of the OEMs strictly. However, some opinions during the
interviews were that the commercial side is not brave enough in reducing these volumes and
trugs the OEMs MRP signal too much. There are also different reasons for why this method is
used instead of quantitative forecasting tools, which were discussed in one of the interviews.

The reason for why the company has not looked more into statistitsfdéo demand
forecasting is partly because one thinks that it (the demand forecast processyvetbrks
already today, but also that the possibility has not been investigated and thus one is not

aware of the benefits that it might bring. There is alsa@stjon of whether one would have
the courage to rely on the statistics if it shows lower demand than what is communicated by
the customer. There is a lot going on in the industry that means that old data is no longer
relevant.- Employee, Commercial

There are also different opinions on whether there is enough data to use for quantitative
forecasts or not. At AeroCo, the definition of actual demand when measuring forecast accuracy

is the delivered amount of product during a specific time period, plusfteeedce in ingoing

and outgoing balance towards the OEMs&6 MRP

i ngoing balance of being two products behin
products during a week, me a ns\obriprodectstscheduledur r e n
it will lead to an actual demand of four. This since the outgoing balance will have changed from

mi nus two to minus one given that no changes
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Thus, the actual demand will according to t
MRP data and the question raised in the interviews tisis is accurate enough to base a
guantitative forecast on. For one of the products, one responsible for customer contact has been
saving the information about the OEMs ingoing stock of material to their production during the
last six months and thus\r&abeen able to calculate the actual demand of products in the OEMs
production. This can in Figure/be seen to differ compared to the demand measured using
AeroCo's definition of actual demand for the fourth quarter of 2018 but is similar in the first
quarter of 2019. Initially, when AeroCo started using their definition of actual demand, the
program managers filled in the ingoing and outgoing balance manually, but this has been
changed afterwasdo be calculated automatically out of the OEMs MRP datahi& point,

AeroCo did not have the information collected by the responsible of customer canthct
therefore came up with this definition. Also, today there is no systematic way where AeroCo
receives this information from the OEMs even though mamyvigwees stated that the RRSP
agreements allow AeroCo to have access to this. TWhetherAeroCohas access to enough

data to perform a quantitative forecast is debatable.
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Figure 17 Different definitions of actual demand calculated as an averagguazeter.

In the interviews, there were also different opinions on whether a quantitative forecast would
help to increase the forecast accuracy or not. Comparing a moving average and an exponential
smoothing based on the collected demand data from thelsOproduction to the best
performing demand plan and OEMs MRP dataan be seen that the quantitative forecast
methodgperform much better (see Tablg Also, it can be seen that having a fixed production

tact (17 represents the established tactiigrgroductwhile 13 is the average of the collected
demand data) perform worse than the demand plan. It can even be seen that the quantitative
forecasts perform better than the demand plan created in January 2019 for the three months in
2018 (value in pe@nthesis). However, the demand plan still performs better than the OEMs
MRP data.
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Table 4 Forecastrror for different forecast methods.

Method Moving Exp. 17 per 13 per Demand
Average | Smooth. | week week Plan
(3) Alpha =
0.5
MSE 52.5 39.2 554.3 147.8 154.6 1354
(74.6)
MAE 6.3 5.5 20.7 12.4 9.4 9.3
(8.4)
MAPE 14% 11% 46% 25% 21% 15%
(16%9

A single linear regression of the data regarding OEMs ingoing stock of material to their
production was also conducted. However, sincepgéeod of the data is quite short, no
significant results could be obtained.

For the aftermarket, containing the spare parts, more statistical tools are used today at AeroCo.
However, these do not consider historical demand but rather fleet size andilfiyob
breakdown. These forecasts are also provided by the OEMs and are not generated by AeroCo
themselvesThe commercial function also emphasizes that even if moaatitative tools were
introduced, it is still essential to use the knowledge albwudémand to understand its changes

and not only rely on history alone.

Considering forecast accuracy, some people think that the forecasts perform well, while others
mean that it does not. The opinions also differ on whether the forecast has lhettaner

worse during the last years and if it is generally too high or too low. The accuracy is also argued
to differs for different OEMs, and to be less accurate if there is asduate agreement or if

done for an immature engine program. The fore@sturacy may according to the
interviewees also differ for different time horizons as well, and can be accurate in the matter of
total volumes but may not be as good at the single product level. The forecast accuracy is at
AeroCo measured for three difémt time horizons; six, twelve and eighteen months (see
Appendix 111).
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For the six months horizon, the accuracy has decreased from around 80% to around 65% as an
average of all products during the last four years. For the twelve months horizon, the accuracy
has gone from around 705% to around 65% during the same time period. For the 18 months
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period, the accuracy been quite stable somewhere arodn8%5However, both trends and
levels differ for different products and different OEMs.

A reason why the forest may be inaccurate given in the interviews is that the supply chain
lacks capacity. Even if the demand turns out to be as forecasted towards the engine producers,
the actual demantr AeroCo's products may not be as high. This is due to other engine pa
suppliers not meeting the requested volumes, andféwer engines can be builand the
demand for AeroCo's parts will be pushed forward to a later period in timetl®&ilDEMs

always tends to order at a level assuming that all suppliers will meet the demand. Even though
a minority of the suppliers cannot handle the demand, it is easier to keep a fixed level instead
of pulling down the level for all the other supplieféie focus of the OEBIwill instead be to

raise those suppliers who are unableneet the demanded levels

In order to increase the accuracy of the forecast, it was therefore suggested by the commercial
function that a good idea might be to increase dbmunication with other engine part
suppliers and to get a better insight into O
understanding of the | ogic behind tfarther OEMs 0
follow up and discusshe forecat accuracy, which is a recent initiative to be part of the sales

and operations planning process.

What is stated in many interviews about forecast, is that an inaccurate forecast leads to problems
and costs. One of the problems is low service levedall$ to extra work both in the information

flow in identifying the reason for shortage, and in the material flow to speed up production in
meeting customer demand. It also creates problems in prioritizing and capacity dimensioning.
If a forecast predictstao high volume, the company allocates unnecessary production capacity
for this product, and thus some other product may be gwientized. There is also a risk that

the suppliers will not trust AeroCo's communication of demand and thus use theireeasto

This might be a problenfior exampleif AeroCo is ordering higher volumes in order to build

up buffers as a strategic decision.

5.3. Creation ofthe Production Plan

The demand plan is primarily used @asning nput
process called SIOP (sales, inventory and operations planning). The SIOP process is done eight
times per year and considers a 6 to 36 months planning horizon since this is the time required
to build up capacity. The assumption is that for evenglinat happens beyond 36 months, the
company is able to respond. The lower bounsuisposed to represent one lead time, but is
somewhat questioned in the organizatibis proposed during the interviews to be changed to
twelve or eighteen months in @dto be able to better react to changes in dersgmeg some

of the lead times exceeds the six months horiEonthe shorter time horizon up to six months,

the Master Production Scheduling (MPS) process is doaeweekly basis. The general SIOP
proces was described in one of the interviews.
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In the SIOP process, the capacity is analyzed to create a production plan. At the final meeting
of the SIOP process, the SIOP executive meeting, this plan is either accepted, if it manages to
meet the demand plaar actions are taken so that the demand plan can be reached.
Employee, Operations Excellence

The goal of the SIOP process is to dimension the capacity so that the demand plan volumes can
be achieved. In most deals, AeroCo is a partner and is thusettumeet the demand and is

not able to decide not to deliver. Therefore, the demand plan will always be set as the best
anticipation of customer demand and will not be changed because of capacity shortages. Neither
will the OEMs be told that their demd will not be fulfilled. Thus, the SIOP process needs to
dimension the capacity according to the volumes requested by the OEMs. This dimension is
described in one of the interviews.

If this (the SIOP process) is carried out in a good way, it meanshtbatompany will have a
good fit in the short term. In the shorter term, no capacity changes can be done since there is
too little time to be able to reactEmployee, Commercial

The first main activity of the SIOP process, shown as actiige DemandReview in Figure

18, is where the IPTs present changes in the demand plan compared to the last demand review.
In one interview it is stated that the focus is supposed to be placed at the underlying assumptions
leading up to the demand plan rather thanaitteal numbers, but that the numbers are often
given more attention. The interviewee also states that there have been discussions about
communicating a range rather than a fixed number in the demand plan, since this would have
the possibility to includehie uncertainty and thus be more accurate. But no final conclusion
regarding this has been reached. Currently, the demand plan is based on a fixed number since
this is what is provided by the 43ystem. In addition, owners at the stock market generally
request communicatignincluding fixed numbers rather than ranges.
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Figure 18 The SIOP Cycle describég AeroCo.

After the first meeting, there is one meeting where, among other things, the facility layout and
maintenance plans are discussed. Adsweral activities take place where discussions are held

about the requirements of engineering resources. In the third week of the SIOP process,
meetings are held within each value stream where a production plan is created and the internal
and external cazity is assessed. The production plan is created by the production planner in
each value stream based on production capac
supplier capacity. The production plan shall meet the demand plan, but should also take
vacations and quality errors into consideration. This plan is supposed to represent what the
operations department promises towards their direct customer, the IPTs. Meathehile
demand plan is the I PT6s plan of what shoul d

The poduction plans are then presented at the Operations Optimizations Review, where all the
value streams come together. At this meeting, decisions are taken whether the demand plan can
be met or if there is a need to build up storage or increase capacitarigjihe Supply Chain
Optimization Review is held with all the PIMs, the purchase managers, the SQEs, and the
material planners. This meeting assesses which are the most significant risks and compares
them to the other programs. Based on these meetiegs Ts should update the inventory plan

with changes in inventory levels. However, it is questioned in the interviews if this is really
done as a part of the SIOP process today.
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The finance activity taking place during the SIOP process mostly contamnsdating the
changes communicated in the earlier steps into financial numbers. This translation is done in
order to be able to take decisions during the Executive SIOP Meeting. However, during certain
SIOPRcycles, the decisions taken during the prodead to updates in the financial forecast.

One of the interviewees states that the updates are done in connection to the SIOP cycle since
it is important for the financial forecast not to be a separate activity, but closely connected to
the other forecastgenerated in the company.

Traditionally during spring, a financial forecast is done at theyéam horizon. However, this

has been discussed to instead cover only three or five years due to changes in ownership of the
company. The longerm financial brecastsaaregenerated based on the decisions taken in the
second SIOP cycle of the year. During the fall, a financial forecast for the upcoming year is
conducted based on the data from the fifth SIOP cycle, where each division calculates its costs.
Also, a financial forecast for the whole lifetime of each program is done every year. The
financial forecasts for revenues are based on the information in R10, which at a shorter time
horizon should align with the demand plan. For costs, the financial forecadtased on the
capacity calculations. These are calculations done for each value streams out of the production
plans where the requirements of personnel, machines, and material are translated into financial
numbers. In addition to the long term forecast the yearly forecasts, a financial forecast is
made each week covering the current month. In this forecast, R10 is no longer used. Instead
both revenues and costs are calculated strictly out of the production capability communicated
by the value streasn That is, what is going to be delivered for the upcoming time period.

At the final meeting, the Executive SIOP Meeting, each division pregemseds in order to
meet the demand plan volumes. During the meeting, all the decisions about turning down
customer orders, outsource production or increase capacity is taken. After the meeting, the
demand plan for the period is fixed and cannot be changed until the next SIOP iteration.

5.3.1. Master Production Scheduling

In the MPS processhe production plan is made in weekly buckets for a set cumulative lead
time. This cumulative lead time currently covers the upcoming six months, but it is in the
interviews proposed to be longer since some of the products have longer lead times. The MPS
process takes place at different levels of the comengescribed in one of the interviews.

This process (the MPS process) takes place at different levels of the company, both in the
value streams but also at higher levels. At the MPS executivetleveperations manager
reports every week to the production site manageémployee, Operations

Within the MPS horizon, the capacity is hard to change, and the decision is more about

prioritizing. If the SIOP process is working well, the MPS processildhioe possible to go
through rather easily. However, this is not always the case in the organization today.

45



Involved in the MPS process in the value streams are the value stream manager, the logistics
manager, the production planner, the material plathematerial quality engineering (MQE)
manager responsible for quality errors, and any individual responsible for customer contact. In
some value streams, also the workshop managers, responsible for the production resources, are
present. At this meetinghanges in customer demand, quality errors, material shortage and any
other issue affecting the production plan is brought up. The aim of the meeting is to decide
about actions to take in order to avoid rescheduling the production plan, or if actiow are
sufficient, to decide to change the production plan. The production plan is what should be used
to schedule the production. However, one interviewee questions if this is really done in practice
since the production planodo.n MmMany wasefsul tshe
another interviewee.

Sometimes, deviations occur when material is missing, a machine breaks down or an
employee become sick. This should be incorporated in the production plan, but maybe a too
low percentage isusedforhe machi nesdé upti me (80%). I f or
plan, changes are done in the line of balance (LOB) document at short term, and if there is no
possibility to catch up with the schedule within two months, a change in production plan is
requred. However, | have understood that this update is mainly done in connection to the
SIOP process. Employee, Operations Excellence

Insteada prioritization is done for the OEMsd d
communicated through the liné balance (LOB). The LOB is a tool used to follow up how the

value streams perform according to the production plan, and if the production plan deviates
from the demand plan. It also shows what is shipped to the OEMs each week and thus what the
balance igowards the customer demand.

It is stated in many interviews that the LOB should not be used to plan the production but only

as a communication tool towards the OEM. Despite this, it is also described in the interviews

that the LOB is sometimes used soc hedul e the production acc
communication about short term needs. One interviewee also argues that it is hard to know if
re-planning the production plan is the best way to visualize the backlog. If the backlog is too

big, it can be demaotating. On the other hand,-manning means eliminating the backlog

which in turn implies that it is no longer visualized that production is behind schedule.

The LOB is also used for communicating with the OEMs at shorter time horizon. For this, the
LOB consists of two parts of delivery data. The first part is the delivery plan for the upcoming
week. This part is also the part communicated toward the OEMs. A comparison between the
OEMs &6 MRP and LOB i s cAernGoalsotpeovdeseavieaf lyow tee e k ,
reach the demand requested in the future. The other part is the current stockAeveCat

which is communicated internally within the company. Further on, OEMs have no insight
regardingAeroCds production plan. However, if the productions abl e t o meet t
MRP volumes, it is not a necessity to communicate the LOB to them since this is primarily used
when production is unable to follow the plan.

oL}
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54 Aer oCobs Ex@PBMRPati ons of

When discussing DDMRPs aim to plan production baseaictual demand, a logistics manager

stated that the OEMs do not understand themselves what their actual demand is. He means that
the actual demand does not correspond to the
Something that was also seen in [Eah where thdorecast erroof the OEMs MRP data is

high. One interviewee describes the logic behind this.

The demand plan should show what the customer needs, while ABC instead shows what the
customer wants. Therefore, when the demand plan deuviatagtfe ABC, it shows that the
customer does not know what they nedtinployee, Program

The question about when the payment occurs is complex but also relevant for the DDMRP
method. It has been described in the interviews that the revenue is beintabudgeounted

for when the product is delivered to the OEMs. However, the cash flow does not occur until the
engine is attached to the plane at the-emstomer. According to one interviewee, this means
that there are no incentives for the OEMs to keagktof their demand to reduce their safety
stock. Instead, the interviewee means that there is a need for AeroCo to do so. However, this is
not done properly today where the data is collected only by one respdosdulstomer contact

and forone singlpr oduct . One way proposed in the int
inventory level as a control signal for DDMRP. This is described as more accessible in RRSP
contracts since it has more transparency obligations compared to LTAs. Thus, one interviewee
stated that the information required for implementing DDMRP is contractually available, such
as the buffer levels and the WIP. Further on, another interviewee argued that AeroCo is already
using parts of the DDMRP methodology in their tool for visualizatibbuffer levels.

There are opinions within the organization meaning that DDMRP is a tool to take care of the
internal variations and not external. In addition, out of budgetary reasons, there will still be
incentives to continue delivering the producishe OEMs according to their MRP plan, even

if the buffer levels are full and the monansfer will not be done until later. A value stream
manager stresses that DDMRP should use tolerance for how the pace should lie in order to
avoid fluctuations. Sice the production has a strict upper limit, it may not be possible to catch
up with the budgetary volume if producing at a low pace for some amount of time. In order to
plan production out of actual demand, one interviewee argues that it is requiradge tiese
incentives. Furthermore, the supply chain currently attempts to avoid any buffer over the
organizational boundaries in order to minimize capital cost. This is described in the interviews
to be mainly because no one wants to pay the capital foogtsoducts in stock, and that the
organizations view inventories as something negative and expensive. It is also described how
the new philosophy with buffers could be challenging for OEMs and suppliers to understand
since this is not part of the curtesituation in the supply chain. At the same time, the global
management of AeroCo stresses the importance of OEMs accepting and trusting the DDMRP
system in order to have an optimal flow in the entire supply chain.
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Regarding the forecast data for DDMRBed to calculate the ADU, the demand plan is
proposed in the interviews to be used as ADU as it is the closest to the actual demand. However,
consensus about this has not been reached in the organization. At another AeroCo site in the
United States implermet i ng DDMRP, the OEMs&é6 MRP signal
is used. They believe that this is the most reliable data since changes in the market cannot be
captured in historical demand calculations.

We do not take any consideration to past demandlculating the ADU since the customer
purchase orders are more reliable and also shows changes at the market that cannot be
captured in historical demand calculationEEmployee, DDMRP project in United States

However, global management believes theg forecast used as ADU should include past
performance since they mean that the past can say a lot about the future. Nevertheless, it should
also consider involving qualitative analysis in the forecast as well, in order to predict changes
in the market.

How the SIOP process will be affected by the DDMRP implementation is seen differently
throughout the organization. Many believe that there will be two parallel systems, one long
term demand plan for the SIOP process which is used to balance capacityaiycgears are
required to receive a new machine and/or educate new staff. In the short term, MPS will be the
process to handle the ADU. One interviewee believes that the production plan will not be
eliminated with the implementation of DDMRP, as a prdiducplan is required for financial
follow-ups and inventory management. However, he states that it would be good to combine
the production plan into DDMRP. Thus, the SIOP will be used for the long term and DDMRP
for the short term. This is summarized mef the interviewees.

DDMRP is taking care of sheterm variation, but the SIOP is handling demand variations
on a more aggregated levelEmployee, Global Management

Finally, the global management team states one delimitation with the DDMRP method
concerning the method mainly being used for mature products.-8awp products have too

low volumes and do not fit with the use of DDMRP. The same goes for space products at
AeroCo, where the volumes are also very low.
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0. Discussion

The discussion chapter contains a discussion about the empirical findings based on the literature
presented in the theoretical framework. The discussion is structured based on the research
model, which also shows the main topaéshe discussion (see Figul9. However, the third

and fourth steps are merged into one discus&gardingthe current production planning as

well as the futurstate including DDMRP. The discussion finishes with asetiion regarding

the implications of further research.

1 Focal Company
: - Forecast
Many Type 0 Problems at GKN. Trust OEMs’ MRP data. Production
Type 1 — Customer Sales Data. Grassroot Approach. Plannmg
Type 2 — Consignment stock. Quantitative Method Beneficial.
Type 3 —RRSP, DDMRP, Integration Methods Applicable.
Beneficial for GKN. Accurate follow-ups.
SIOP —Long term capacity dimension using forecasted range.
The use of a responsible for customer contact.
MPS/DDS&OP — Controlling the DDMRP model. focus onbuffer
levels.
The future need of a production plan.

Figure 19 Research ModelDiscussion.

6.1. Supply ChainTransparency

In order to set the input variables and specifically set the ADU, an anticipation of the future
demand has to be done. As described by Fildes & Kingman (2011) there are two sburces o
demand uncertainties where one of them refers to the uncertainty about the demand generating
process. This source of variation can be reduced by changing the customer order process or
increase the collaboration in forecasting. In the aerospace indhstendcustomer has a very
transparent demand and the demand generating process is clear towards their customers.
However, the demand generation process from the OEMs, there MRP data, is nabkesa=li

can be seen in Figure 17this MRP data is at AeCo trusted as the main input to the demand
plan, further seen in Figure6lbut is at the same time question to be accurate by the
interviewees.

In the interviews, different reasons were gi
which are also ntioned in the literature for the Type 0 Traditional Supply Chains presented

by Holweg et al. (2005), where the human mind is tempted to order some extra as safety stock.
The first reason is the rationing and shortage gaming described by Jonsson &2Q6€)

where customers tend to increase their orders when the suppliers do not deliver in time.
Something that is described to cause a bullwhip effect in the supply chain (ibid.). The interviews
confirmed the theory when describing how this behaviorseasething that takes place at the

OEMs. Furthermore, the bullwhip effect tends to increase when having long led times (Chen et
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al., 2000) and few customers (Jonsson & Mattsson, 2009). Two characteristics that fit the
aerospace industry. Moreover, a preggoblem in AeroCo's supply chasdso confirming the

theory is the issue of nealigned planning and control activities described by Jonsson &
Mattsson (2009). This is described as having an MRP system that, in case of a demand change,
not only forwardghe increase in demand itself but also recalculates the needed buffer levels.
It thereby increases the demand towards the supplier even more than the actual change in
demand from the endustomer (ibid.). Considering the many changes in OEMs MRP signals
and the norconsistent communication from them described in the interviews, this cause can
also be seen to be present for AeroCo. The fact that the OEMs can communicate different
information could also be seen as a reason for the MRP signal not beingeaeaorggh since

if there are different opinions, it is not clear which is the right one.

Even though dealing with lots of problems associated with the Type 0 Supply Chain, some
elements of a Type 1 Supply Chain of information exchange can still be skero@o. One

of them is the fact that the OEMs are sharing their Rafi8ales data. This is something that

can both reduce the bullwhip effect (Jonsson & Mattsson) increase forecast accuracy (Syntetos
et al., 2016) and reduce demand uncertainty everoutitiull supply chain visibility (Holweg

et al., 2005). However, a question can be raised to which extent this data is used today by
AeroCo since the demand plan is seen both in interviews and Ftoedly significantly on

t he OEMsO6 MRP e stuayt shaws that iti is not sufficient to only increase the
information exchange in the supply chain, but this information also has to be taken into
consideration in the creation thfeforecast. Furthermore, the aerospace industry has not taken
the stego perform a collaborative forecast. This is something that strengthens the statement of
Syntetos et al. (2016) arguing that collaborative forecast has made slow progress in many
industries. Holweg et al. (2005) also describe how many customers do nahégrecesses

in place to perform this collaborative process. Something that is also shown in the interviews
where it was described that there are too many engine parts suppliers for the OEMs to be able
to spend time giving more accurate information teMRP signal. Thus, it would also be

hard to find time to align the planning and control activities. However, increased collaboration
and communication with other suppliers taking part in the RRSP deals were proposed in the
interviews as a solution todrease forecast accuracy.

Another way to get more accurate demand information may be to calculate the demand out of
the ingoing storage data at the OEMs as done by one of the responsible for customer contact.
This would be possible to do also for othevqucts where AeroCo has an RRSP deal and thus
have access to this information. To use this storage as a buffer in the DDMRP system is also
proposed in the interviews, even though a question is raised regarding the industry in general
having a negative dtide towards inventory, where no one wants to take the risk by owning
the stock. However, considering the RRSP deals where AeroCo still owns the products until
sold to the enadtustomer, there should in these cases be no questions regarding who owns the
stock. Thus, AeroCo should also be able to decide about the storage levels. Anyhow, it is
important to differentiate between the use of consignment stock and Vendor Managed
Inventory (VMI) as described by Holweg et al. (2005). The difference is that inea2l'$ppply

Chain with VMI the task of generating replenishment orders is given to the supplier. In this
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way, the inventory needed to retain customer service level can be reduced (ibid.). Thus, AeroCo
has to make sure that their deals in RRSP contractsinonbt only the agreement of
consignment stock but also VMI in order to reach the full benefit. Besides, there is an issue
with the internal incentives in the company where the income is made budgetary already when
shipping the product to the OEMs, whiobnnects to the question regarding consignment stock

or VMI.

In order to move to the Type 3 Supply Chain of full synchronization, VMI by itself is not
enough, but has to be accompanied by collaboration on the production planning (Holweg et al.,
2005). Itis only thenthe full benefit of the collaboration can be achieved, and both inventory
and the bullwhip effect can be reduced (ibid.). These effects are also argued by Holweg et al.
(2005) to be the greatest in industries with few customers, for prodiibtiong lifetime and

stable demand where high capacity utilization and low inventory levels are important.
Characteristics that are all fulfilled by the situation of AeroCo. Thus, for the company to achieve
a synchronized supply chain, one way is by todlaborative planning, forecasting and
replenishment (CPFR) described in five principles by Jonsson & Mattsson (2009). The first and
fifth principle of having collaborative partnership relations and risk sharing is for AeroCo
fulfilled in the RRSP deald.he second principle of a common forecast is discussed in order to
reach Type 1 Supply Chain. The third principle of having the most suitable actor performing
each activity can be further developed by AeroCo taking responsibility for VMI as discussed
in order to reach Type 2 Supply Chain. For these two principles, the DDMRP method can help
in turning the two decision of inventory replenishment and production planning into one. By
the use of a net flow equation to plan the production based on the buéfethevinformation

at the OEMs is better incorporated in the production planning. Having these two decision points
merged into one, is what is required for a fully synchronized supply,&@waording tdHolweg

et al.(2005). Thus, the only principle le# the fourth of a common performance measurement
system. In establishing this system, AeroCo would also be able to solve the internal problem
with mixed incentives to both avoid storage and deliver according to budget. It can also solve
the problem witithe whole industry trying to avoid owning inventory if redesigning the Key
Performance Indicators (KPI).

In similar way, improvements in the collaboration with the suppliers of AeroCo can be achieved.
It is described in the interviewsow the suppliers rpiire forecasts for a long time ahead. It is
further argued that in order for the suppliers to be more responsive to changes, a price premium
will most probably have to be paid. Here the company needs to decide what is most important;
keeping unit price tca minimum or avoid high inventory levels. If moving to a more
synchronized supply chain, the fourth principle of CPFR to have a common performance
measurement system can help in prioritizing between the two. Further, the second principle of
a common foreast can work as the long term plan that is communicated to suppliers. However,
this may not need to be as fixed as it is today but instead can be inspired of the demand plan
used in the Demand Driven Adaptive Enterprise model presented by Ptak & Smi@) (200
containing an expected interval rather than a fixed forecasted number. However, it requires the
supplier to accept such a plan and thus ésisentiato explain to them how the demand from
AeroCo's customeris not a fixed schedule. This is easieltle case of synchronized supply
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chain where a demand plan containing a range is commonly agreed upon and is a standard in
the industry. Until then, AeroCo may struggle introelsach a change and have to continue to
communicate the fixed expected demarahpl

6.2. Forecast methods

The second source of demand uncertainty stressed by Fildes & Kingman (2011) is the forecast
method chosen to understand the demand. AeroCo currently has two different types of forecasts,
one long term forecast called R10 and farghe short term called demand plan. R10 is among
others used as input for the leramd mediurterm financial forecast. However, R10 does not
affect the DDMRP system more than being used as input in creating the demand plan.

For the demand plan, ngecific forecast tool is used, which means that only qualitative
judgment and information from the OEMs are taken into consideration when conducting these
forecasts. When analyzing the demand plan, it was shown that the forecast accuracy was quite
low, araund 6370%for all forecast horizons measurdtiwas also shown in figure 1bat the
forecasted volumes in the demand plan increases over time. This trend could be because of a
ramp-up in the industry that has not been fully predicted. However, it canb&l because o

the behavior seen in figure Iherethe demand plais seentorefheavi |l 'y on t he
MRP data within the horizon of this data being communicated. At longer time horizon, when

no MRP data is available from the OEMs, AeroCo only uses twn judgement based on

earlier experiences to forecast the demand. Althougbetfagecast as seen in Figuretésad

to be | ower than what is | ater communicated
available, AeroCo tends to increasethepredt ed vol umes t o match t he
leaves their own judgement of the forecast behind. This stresses that the forecast is highly
dependent on the accuracy of the information from OBNsvever, as shown in figure 17

this data differ fromthedeasnnd cal cul ated out of the ingoin
producti on. Considering the inconsistency i
chapter, it is thus questionable if this is the best method to use. Consequently, the alternative
choen at the site in the United States, to wu
guestioned.

The forecast method AeroCo uses have similarities to the grassroots approach mentioned by
Jonsson & Mattsson (2009). This method means that those employelearéhadntact with

the customers make a judgement of the future demand, that is then gathered to create a joint
forecast (ibid.). This is similar to what is done at AeroCo where the program division, who are
responsible for long term customer contact, te®dheir demand plans. These plans are then
discussed at the demand review meeting. However, the respdosiilstomer contact in the

value streams are not as involved in the creation of demand plans as should be the case with a
grassroots approach. ishmethod is by Jonsson & Mattsson (2009) described to increase
forecast quality. However, it requires more time than other approaches (ibid.). Another
qualitative method is the sales management approach. This method can be argued to have many
disadvantagecompares to the grassroots approach. Since the top management team has limited
understanding of the OEM's information and does not have the same contact with the OEMs as
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the commercial team. However, a judgement from the top management team is alsaryeces

in order to have a broader view of the demand. During the interviews, it was mentioned that the
management team tends to give their inputs of the future at the demand review meeting.
Therefore, the qualitative method thstised today seems to beemsonable way to perform

the judgmental part of the forecast.

At AeroCo, demand can be both dependent and independent. The dependent demand refers to
the production of new engines at the OEM&ich generates demand of AeroCo's parts. The
independent deand could, for example, be the spare parts where thegpatised in already
existing products. To understand the amount of independent demand in the aftermarket, OEMs
perform a quantitative analysis the fleet size and probability of breakdown. This analysis is
then used at AeroCo. This is a sign of acceptance of quantitative forecast methods indicating
that it would be possible to use such methods also for the dependent demand. As described by
Jonssa & Mattsson (2009), dependent demand usually can be calculated straight out of the
demand for the main product. However, it can
qualitative forecast methods could be one wat to try improviagdrecast acgacy. In table

4, the forecast errors o¥arious quantitative method was compared against the demand and
production plans at AeroCo. It was shown that both the methods moving average and
exponential smoothing performed better than the best performingideand production plans.

One of the reasons mentioned in the interviews for AeroCo not yet introducing statistical tools
was that the company is not aware of the potential benklitwever, the results in table 4

stress the importance of including a quiative aspect for AeroCo when conducting the
forecast. The second reason mentioned in the intervi@sshat the company think it works

well as it does today. This can be argued against both by the results of AeroCo's own forecast
accuracy follow up antlased on the findings that AeroCo kstbeir forecast on inconsistent

MRP data from the OEMs. The quantitative methods also have drasylbaclkexample not
considering systematic trends in the historical data (Jonsson & Mattsson, 2009). However, the
exporential smoothing has the benefit of weighting the most recent demand more than the older
demand, and thus react faster to trends than moving average (ibid.).

Moreover, many researchers stress the importance of using a combination of both qualitative
and quantitative approaches (Jonsson & Matits 2009; Sanders and Ritzman, 2004). Also,
one of the four main consideration of sizing the ADU for DDMRP, means to integrate a past
looking and forwardooking forecast (Ptak & Smith, 2008), that is combining ifat@ae and
quantitative forecasts. The reason behind using a combination of the two methods is that
qualitative forecasting is beneficial when it comes to quick changes in demand information, but
do not consider intrinsic biases (Sanders and Ritzman,)28840Co uses only a qualitative
approach of the forecast today, which do not perform as well as quantitative approaches.
Therefore, to use an integration method of both types of forecast is highly essential for AeroCo
in order to improve their forecast@iracy but at the same time be able to react to changes in
demand. Sanders and Ritzman (2004) introduces four integration methods to use when
combining a qualitative and quantitative approach. The first method using qualitative reasoning
to adjust alreadgxisting quantitatively generated forecast is an applicable integration method
at AeroCo. A benefit of this method mentioned by Sanders and Ritzman (2004) is that it creates
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a higher sense of ownership, which is a crucial factor for AeroCo in orderreagecthe
credibility of the forecast. AeroCis currently highly reliant on their qualitative forecast, and

the qualitative forecast has a high authority in this first integration method. Thus, it could be of
great importance for the company to retain skese of ownership. The second integration
method implies to use quantitative approaches as a correction to the qualitative approach in
order to reduce bias (ibid.). This method means to determine the forecast numbers according to
the quantitative approhc Therefore, quantitative approaches will have a higher authority in
this method. Of that reason, this method will create a low sense of ownership since the person
creating the qualitative forecast at the beginning will feel to be judged or correcteevétow

this method is essential if elimination of bias from the qualitative forecast is the main problem.
It is questionable whether this method will be applicable for AeroCo since the sense of
ownership most probably is an important factor for AeroCo siheecompany is currently

highly dependent on the qualitative forecast. This method could be seen to be a too big step to
take. The third methodology means to combine two individually produced forecast. The
combination can be conducted objectively withrapde average, or subjectively (ibid.). This
method is highly beneficial since it diminished biases and forecast data errors. However,
likewise, the second method, to switch from AeroCo's current qualitative forecast to an equally
divided combination of b qualitative and quantitative forecast method might also be a too
big step to take at the moment. Lastly, the fourth integration method is to use qualitative
reasoning in the selection and development of a quantitative forecast (ibid.). This method means
to leave qualitative judgement behind after having designed the quantitative forecast (ibid.).
This is not fully applicable for AeroCo since there is a need for a long term qualitative forecast
since there is minimal data regarding the future. Thus,itsteaind third integration methods,
seems to fit the case of AeroCo the best.

In the interviews, it was described how the company has started to follow up the forecast
accuracy during the demand review meetings in order to improve the forecast accuracy.
However, It I's arguabl e whether AeroCo's me.
data as the primary input for calculating actual demand, is right to use. From the interviews, it
was stated that the OEMs6é6 MRP ddemmnd.nThig full
confirms the statement of Jonsson & Msits (2009) arguing that it is difficult to find the

actual demand since the available calculated demand data does not fully represent the actual
demand. However, in this case, the AeroCo has accessttoad r egar di ng OEMs 6
of material to their production which can be used to better calculate the actual demand. When
comparing this data with OEM's MRP, it has shown that these data do not match. Thus, it is of
great importance to gather infortitan regarding the ingoing stock at OEMs also for other
products than the one done today. Both to use this datbasse for the quantitative forecasts

and to follow up the forecast accuracy.

6.3. Demand and Production Planning in DDMRP

At AeroCo, as irtheory with the S&OP, their SIOP process is the core in the demand planning.
The difference is that AeroCo's SIOP process is not as iterative as the S&OP described by
Jonsson & Mattsson (2009). This may have to do with the RRSP deals where AeroCo is a
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parier in the engine programwhich means that AeroCo is obliged to fully satisfy the needs of
their direct customers, the OEMs. Thus, AeroCo cannot adjust the demand according to the
supply and instead have to focus on the capacity dimension in order biebi® aneet the
demand of the OEMs. However, there are different opinions on how this process will look in
the future. The most common opinion of having the SIOP process looking at a longer time
horizon and an MPS taking care of setting up the DDMRP Jasatompare well to the
Demand Driven Adaptive Enterprise (DDAE) model described by Ptak & Smith (2008). The
authors describe a model where the Adaptive Sales and Operations Planning (Adaptive S&OP)
process is used to take feedback from the DDMRP systeralbas changes at the market into
consideration when taking strategic decisions about new markets and capital investments. In
AeroCo's case where the demand is seen as something that cannot be affected, the capital
investments in dimensioning the capwgaeiill be important.

Further, in the model proposed by Ptak & Smith (2008), Demand Driven Sales and Operations
Planning (DDS&OP) is the process to set the input to the DDMRP model and works as the
interface between the Adaptive S&OP and the Demand Di®Weerative Model, i.e., the
process where the DDMRP method is used to generate supply orders (ibid.). This can be
compared to the MPS process taking care of setting up the DDMRP variables as proposed in
the interviews for AeroCo. Additionally, Ptak & Smi(B008), describes how the DDS&OP
process differ from the MPS in that it can contain a range for the demand plan from an optimistic
to a pessimistic scenario. This is made possible since the DDMRP system in contrast to more
traditional MRP desnot requirea specific production plan (ibid.). This is also in line with the
recent change at AeroCo where the focus is moved from fixed numbers to the underlying
assumptions during the SIOP demand review meeting. However, this change can go even
further with changig from communicating a number to communicating a range. A first step is

to not only communicate the expected number, as in the demand plan, but also include the upper
bound communicated to the PIMs, also at the demand review meetings. It is thoughnimporta
to also find an ITsystem that can handle ranges and that top management, as well as the owners,
accept this form of communication.

Communicating a range could also help to deal with the lack of trust within AeroCo where the
operations function does ndully trust the information in the demand plan made by the
commercial function. This is a common problem in companies described by Jonsson &
Mattsson (2009) to take place because of too high expectations of forecast accuracy and can
lead to some divisian performing their own forecasts. It is important for everyone to
understand that a forecast is only an assessment of future demand and not an exact prediction,
which can be made clear by the communication of a range. A further reason for this
misalignmentbetween divisions may be the conflict of interest described by Jonsson &
Mattsson (2009). This conflict of interest can be due to the sales department wanting to secure
the capacity by an optimistic forecast, while the production department wants tedde tiitie

and thus wants a pessimistic forecast to reduce the risk ofcapacity (ibid.). In
communicating a range, both the optimistic and pessimistic scenario can be contained in the
same demand plan. By working with the DDS&OP process as a bidiraktactical agreement

as described by Ptak and Smith (2008), this also allows for a discussion of the underlying
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assumptions of the demand plan in order to reach acceptance from all divisions. One way
mentioned in the interviews for increasing the tfusin the operations division towards the
demand plan was the use of a responsible for customer contact placed in the value streams. This
could also be seen as a reasonable organizational change in order to mirror the structure at the
supplier side of theamnpany, where one person responsible for the contact, the material planner,
is placed in the value stream to handle the operational contact with the supplier. Thus, it could
be natural to have a similar structure also at the customer side of the corhpaayalso help

in allowing the IPTs focusing on the lotgrm communication and the creation of a demand

plan instead of the communication about late deliveries, as asked for in the interviews. However,
it is important that a sufficient amount of peo@eppointed to this task since the workload in
many interviews were mentioned as a problem for implementing this role.

If the MPS process is replaced by the DDS&OP process, where the input variables to the
DDMRP model will be set, the question is whatl Wwappen with the current activities of the

MRP process. Since AeroCo, in contrast to the theory described by Jonsson & Mattsson (2009),
uses the same level of detail concerning aggregation level when planning the production at both
SIOP and MPS level, éne is no scheduling activity taking place at the MPS level, only at SIOP
level. Instead, the MPS process is about prioritizing between customer need, based on the
available capacity. As stated in the interviews, the MPS process is thus an easy prgoess to
through if the SIOP process has been able to take the right decisions in dimensioning the
capacity. However, this is not always the case. With the use of the DDMRP method, the needed
prioritization will then be easier, since this can be done just adtlteofolor signals given by

the method. A drawback of this is thought that the material planners, for example, will not have
the same control of the replenishment as earlier when they were arbitrarily choosing the buffer
levels. It is thus essential to githe method time to find the right levels in order for the material
planners to be able to trust and understand the logic behind the system. In addition, the LOB
will no longer be used in the same way when implementing the DDMPR method. When
planning theproduction and deliver products based on the buffer levels at the OEMs there will
no longer be a need to communicate the balance towards the OEMs MRP signal. It will also be
more obvious how the production is performing since there will always be passgde the

color of the buffers. Thus, the tradeoff between visualizing the backlog and rescheduling the
production plan described in the interviews will no longer be a problem.

The remaining question is thus whether the production plan still will beedesrdchot. Today,

the production plans at AeroCo consider vacations and quality errors, and this will have to be
taken into consideration also when using the DDMRP method. However, quality errors can be
taken care of by increasing the variability factomidigate the effect of delays caused by
guality errors. Concerning the vacations, this can be planned for with the demand adjustment
factor (DAF). Thus, there is, for this reason, no need to do a production plan but rather to set
the input variables righh the DDS&OP process. Finally, the production plan at AeroCo also
described working as a lofigrm plan for the suppliers, a promise from production towards the

| PTO s, as wel | as to forecast budget heost s.
suppliers, this can be done through a common forecast in the supply chain. For the second
application, as a promise towards the IPTs, a question can be raised whether this is needed or
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not. As the deals of AeroCo works today, the demand has to be et pyoduction. This
implies that the production cannot promise anything else than the volumes in the demand plan,
something that is also stated in the interviews. Thus, the demand plan should also work as the
promise from operations towards the IPS @& &DU calculated with a DAF in order to also
incorporate the vacations into the promise. In addition, the promise should in the future be more
focused on what is in the buffers rather than what volumes that will be the delivered each week.
However, in ordeto be able to promise this, and also in order to create cost budgets, the
capacity calculations need to be done. The capacity calculations are today based on the
production plan, and thus these plans still have to be made until AeroCo can find a asg/ to b
these calculations on the ADU containing the DAF. How to perform these calculations based
on the ADU is however outside the scoop of this study.

6.4. Implications for Further Research

In performing this study, the authors have been limited when iesdothe availability of data.
Thus, for future research, some additional data can be further researched. First, it would have

been interesting to have more data concernin
data, further analysis of the difemnce between the calculated demand and the demand using
the companydés definition could be done in or

customer demand. In addition, the analysis could then be able to look into the ability of the
quantitativetools to predict the future for longer time horizons. In doing so, the argument of
qualitative forecast methods being better to capture future changes at the market could have
been strengthened or disproved. It would then also be possible to investeyaiest setup
regarding the frequency, length, horizon and aggregation level of the forecast as well as to
create a rule for generating an ADU alert. Also, seasonal demand and other trends would have
been able to investigate. Second, with historical gteive forecast data, the strengths and
weaknesses of the different forecast integration methods could have been further researched.
With this data, the effect on forecast accuracy of using the four different integration methods
would also have been pos&lio analyze. Third, with more data regarding the situation at the
OEMs, further analyzes regarding which data to rely on in performing both the quantitative and
qualitative forecast could have been researched. For example, sales data, building plans and
endcustomer demand. Additionally, other factors that may affect the demand that is not directly
connected to the companies, such as the economic cycle or fuel prices would be interesting to
incorporate in a forecast model, for example, by using mulimdaut regression.

Further, some additional aspects in connection to the DDMRP system would be interesting to
research further. For example, it was mentioned in the limighow the study do not consider

the financialimpacs thatforecast errors havenadhe DDMRP system and how this compares

to a traditional MRP system. Since a forecast error in DDMRP do not generate an order, but
only result in a higher buffer level, forecast errors possibly should not have as much impact on
the performance. There ilsa a need to research how capacity calculations and budgets will be
performed using the DDMRP model. With no production plan available, there have to be new
ways to perform the calculations and budgets based on the ADU instead.
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7. Recommendations to AasCo

In this chapter, the practical recommendations towards the company studied in the case will be
presented. The recommendations are summarizigguire 20according to the research model.

Focal Company

2) Forecast

L 2 s
Increase the use of shared Use quantitative forecast — Pl Oductlol]
information — Common forecast Demand from OEMs’ stock. Planning
with RRSP partners. Use information in the Value 2
Implement VML Streams — Responsible for
Remove conflicting incentives. customer contact.

Two-step integration method.
3 DDMRP

Communicate aforecasted range in the demand plan.

Use MPS to configure the DDMRP model —Demand plan as ADU,
DAF to handle vacations and vanability factor to handle quality errors.
Base budgets and capacity calculations on the demand plan/ADU to
remove the need of a production plan.

Figure 2Q Research modelRecommendations.

7.1. SupplyChain Transparency

Regarding supply chain transparency, AeroCo is recommended to strive for a Type 3 supply
chain, since the company matches most of the criteria needed to benefit greatly from this
improvement. Furthermore, many of the problems in AeroQgply chain can be derived

from being a Type 0 supply chain. Still, there are some indications of AeroCo moving towards
collaborating on both production planning and inventory replenishment.

To achieve further improvements on the collaboration conagninduction planning, the

company is recommended to further use the information made available through the RRSP
deals such as pohatf-sale and inventory data, since this could increase the accuracy of the
companyb6s forecast s. tegfartkar, a gommdm érecasi in thedopply at i o
chain woul d be beneficial. However, toconsi d
communicating the demand, this may be hard to achieve. AeroCo could instead improve the
collaboration with other partners in the R agreements, either to increase the knowledge of

the partners' ability to meet the OEMs demand and thereby increase the accuracy of the
forecasts or in order to put pressure at the OEMs to conduct a common forecast. Such a forecast
could also facilitatehe communication with AeroCo's suppliers when changing the ordering
behavior in line with the DDMRP method.

Considering the collaboration on inventory replenishment, AeroCo has to ensure that the RRSP
agreements not only means that AeroCo owns the iomeat the OEMs but also have the
possibility to decide about it. Thus, this stock would have to go from only being a consignment
stock to work as a vendor managed inventory (VMI). However, to get the VMI to work, it is
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also essential for AeroCo to remaotle internal budgetary incentives of always reaching the
budget Il ndependent of the OEMsO6 actual d e ma
companies trying to avoid owning inventory.

7.2. Forecast Methods

The forecast method used at AeroCo todayoissufficient regarding forecast accuracy. This

may be due to that AeroCo in their judgment a
which is not consistent with the actual demand of the OEMSs. Thus, it is recommended to use
OE MG s i1 n g o abage fosthedotekast.arkis information is available but not saved by

AeroCo and the company has to come up with a standardized procedure to take care of this data.
As it is today, this information is gathered by a person responsible for customer cottiact

Value Stream. This person should be further involved in the creation of the demand plan since
he holds a strong relationship with the OEMs
actual demand. Involving this person in the creation of dempkamds also a step towards fully

using the grassroots approach where all empl
should be involved. Thus, this role is also important to implement in other Value Streams in
order to gather all the informationabé t he OEMs 6 demand. Such a c

the trustof the Value Streams towards the demand plan.

Furthermore, it has shown that the quantitat
than the qualitative forecast method AeroCo is yagsing. Of that reason, a recommendation

to use quantitative approaches such as exponential smoothing would be beneficial for AeroCo.
However, in order to retain truist the forecast and to keep a high sense of ownership, it is also
recommended to use antegration method to combine both quantitative and qualitative
approaches. Moreover, to produce an efficient integration forecast method and to conduct a
change in the organization which is comfortable for the employees,-stéywanethod could
benecesary to use (see figure p1

The first step includes an implementation of the first integration method, to use the qualitative
forecast as adjustment of the quantitative forecast. This method means to compare the result
from exponential smoothing or othguantitative forecast methods with their IPTs own
qualitative forecast conducted with the grassroots approach. The quantitative forecast is then
adjusted according to the qualitative judgements. This method is a good start for the
organization change siache method will still give the IPTs high sense of ownership and trust
towards the forecast. However, there is a risk that AeroCo automaticallysatipi$brecast
according to the qualitative judgement without any consideratidine quantitative forecast.

Thus, in order to avoid this behavior, AeroCo should implement the third integration method
where a quantitative forecast and a qualitative forecast are valued as equal. By implementing
this method as a second step in the tiansétion means that the commercial function will have

had the opportunity to become familiar and trust the quantitative forecast before having to fully
rely on it.
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Method L. Method III.

Curr tate of Judgemental . Combining
urrent s. a e.0 adjustment of judgmental and
the organization quantitative quantitative

forecast forecast
Figure 21, Twostep integration method.

7.3. Demand and Production Planning

In order fo AeroCo to design their SIOP and MPS processes to handle the DDMRP system,
some changes are recommended. For the SIOP process, no major changes are needed and will
continueto handle variations at a longer time horizon. However, an increased focus on a
forecasted range, rather than a fixed number is recommended. By communicatingstefbreca
range, it is made visible that the demand plan is only an anticipation of future demand and not

a decided numbeThefirst step towards this could be to start commate the upper bound of

the demand plan at the demand review meetings.

Regarding the MPS process, it will still be a process to handle short term variations. However,

it will not be done using a production plan. Insteaavill be the process to set tikDMRP

input variables. Today, the production plan is taking care of vacations, quality errors and other
factors that affect the productions ability to meet the demand plan. This will now have to be
made using the DDMRP input variables. In the model, #émahd plan is recommended to be

used as average daily use (ADU) since both ADU and the demand plan aims to represent the
customerb6s actual demand. On top of this, a
to be used to handle vacations and capaatysitaints. For the quality errors, this will be
handled with a higher variability factor.

Today, AeroCo uses the production plan as a promise towards the IPS of what will be delivered.
However, due to the RRSP agreemgA&r0Co is obliged to deliver vat is demanded by the

OE MG s . Thus, on a high 1l evel, the demand pl
possible to use as a promise of what will be delivered. However, AeroCo is recommended to
move the focus towards a promise of what should beasetaiffers rather than what should be
produced. This is also true for the budgetary incentives which will need to be changed in order

for the DDMRP to work properly. Today, budgets incentives are focusing on delivering
according to budget and the use afguction hours based on capacity calculations out of the
production plan. Thus, AeroCo has to find an alternative way to perform these calculations
without the use of a production plan. However, this iside the scope of this thesis.

60



8. Conclusions

In order to answer the first research question aladatt is required from the supply chain
transparency in order to use DDMRiPcan be concluded that DDMRP goes hand in hand with
reaching the Type 3 Supply Chain described by Holweg et al. (2005) aimdpieenentation

of collaborative planning, forecasting, and replenishment (CPFR) described by Jonsson &
Mattsson (2009). As has been discussed, the first and fifth principle of CPFR is easily achieved
by a risk and revenue sharing agreement. Howeveregsential to also have an agreement in
place that enables a vendor managed inventory (VMI). VMI representing the third principles of
CPFR and is a cornerstone for the DDMRP system to be able to plan the production out of the
customers stock of ingoing neatal. This is also facilitated by having standard performance
measurement in the supply chain as in the fourth principle of CPFR. For example, to avoid
contradictory budgetary incentives. Finally, to fully achieve the benefits of DDMRP, using a
collaboraive forecast, representing the second principle in CPFR, is vital, in order for the
suppliers to accept the changed ordering behavior. Thus, it is crucial not only to look at the
relationship between a customer and a supplier as is the focus of the metbedted by
Holweg et al. (2005). Instead, also the relationships with suppliers further up in the supply chain
as well as other actors in the supplier network have to be taken into consideration in increasing
the transparency in the supply chain.

For the second research question regarding a forecast should be conduciaedine with

using the DDMRP methodn integration method of a quantitative approach and a qualitative
forecast should be applied. It is not sufficient to only rely on the histatatal since this data
doesnot include future changes at the market. However, to only perform a judgmental forecast
has seen to not perform well enough. Nevertheless, it is crucial to still have trust in the forecast
conducted. Therefore, depending on theoant of quantitative and qualitative forecast an
organization is used to, four various types of integration method can be implemented.
Concerning the qualitative forecast method, the grassroots approach described by (Jonsson &
Mattsson, 2009) has theowl benefits in forecast quality. However, it has been seen that it is
sometimes hard to incorporate all information about customer demand, since there is not always
enough communication between the different divisions of the company. A solution cae then b
to place a responsible for customer contact at an operational level in the production organization.
For the quantitative forecast method, the study confirms the theory in emphasizing the
importance to base the forecasts on the right customer data vesichddps the company to
assess the future demand. Thus, the high supply chain transparency is important also in this
regard.

Considering the third research questiomafv the demand and production planning processes
should be conducted in line with tREDMRP methodijt can first be noted that the S&OP
process does not have to go through any major changes to correspond to the adaptive S&OP
process described by Ptak & Smith (2008). The only change is that the S&OP will now focus
on communicating a foredasl range rather than a fixed number. When it comes to moving
from a MPS process towards a DDS&OP process, there are some changes to be made. First,
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this process will now have to take care of setting the input to the DDMRP model. Secondly, it
also means tit there will be no need to reschedule the production since the DDMRP model
gives signals based on the current buffer levels independent of any schedule. Thus, there is no
need for a prioritization activity either, since this is done strictly out of th®IRP signals.

For the financial forecasting, a company implementing DDMRP has to come up with a method
to base the financial forecast on the forecasted ADU rather than capacity calculations based on
the production plan. However, how to perform these cdionls is outside the scope of this
study.

To finally concludewvhat should be used as forecast in the DDMRP syst@mder to size the

buffers it should be noted that the general aim of a forecast is to assess the best anticipation of
customer demand. T, the DDMRP method should not have any further requirements than
any other application of forecast. However, when incorporating the forecast into DDMRP as
ADU, this does not have to incorporate expected quality errors as is needed in normal MRP,
since ths can be handled by the variability factor. Nevertheless, it still has to incorporate a
demand adjustment factor (DAF) to take vacations and other capacity constraints into
consideration. Thus, the ADU used in DDMRP should be the general forecast diee in
company adjusted for capacity constraints with a DAF. The conclusions regarding the four
research questions have been summarized according tesearch model in Figure.22

Figure 22 Research ModelConclusions.
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