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Quantum Information Theory for Machine Learning

A study of machine learning in vast product spaces using tensor networks
RIKARD WADMAN

Department of Mathematical Sciences

Chalmers University of Technology

Abstract

The remarkable successes of machine learning and of deep learning in particular during
the last decade have caused an explosive growth of interest in the field. Meanwhile, there
are still significant gaps in our understanding of the processes involved, making the area
a very promising topic for theoretical investigation. A particularly interesting idea that
has received a lot of attention recently is the claim that the successive transformations
performed by deep neural networks behave similarly to the renormalization group flows
of statistical mechanics. In the light of this it is natural also to consider numerical renor-
malization algorithms as interesting candidates for performing general machine learning.
It turns out that both the DMRG and the more recent Entanglement Renormalization
algorithm from numerical quantum mechanics are quite well suited for this purpose. Both
of these algorithms are most naturally described using the language of tensor networks,
which are graph based representations of multilinear tensors, typically used for the de-
scription of quantum states. This thesis discusses machine learning with tensor networks
from a holistic perspective and makes a review of some of the recent work on the subject.

Also of significant interest is the study of expressive power of neural networks. A
recent proposal suggests employing quantum entanglement entropy as a measure of a
models ability to represent complex correlations between input regions. We study the
interpretability and implications of such a measure as well as its relations to the quantum
version of the max-flow/min-cut theorem, which relates the entanglement entropy of a
tensor network state to the minimal cut in its graph. A generalization of said theorem is
found, leading us to alternate, and very simple, proofs of some already known scaling laws
of quantum entanglement in Boltzmann machines and convolutional arithmetic circuits,
which are derivative of standard convolutional neural networks.

Keywords: tensor networks, machine learning, quantum information, multilinear algebra,
network theory, Convolutional arithmetic circuits, Boltzmann machines, entanglement,
DMRG, MERA
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[A]k The set of unordered k-tuples in A, i.e. the set {{a1,...,ar}; a; € A}

Morphisms

hom(V, W) A homomorphism, from V to W. In the thesis, V and W will almost
always be Hilbert spaces, in which case hom(V, W) is a linear map from
V to W.

end(V) An endomorphism on V. Equivalent to hom(V,V).

id(V) The identity map on V.

Dirac notation

) A vector in some Hilbert space H. Typically used for describing a quan-
tum state.

(V| The dual of [9)).

(p|O|) An inner product between (p| and O [¢)), with O being a linear operator
on H. Equivalent to (O, ¢)

Graphs

G=(V,E) A graph with vertices V and edges FE.

dv The set of edges connected to the vertex v € V,.

Oe The set of vertices connected to the edge e € E.

E The set of internal edges (edges for which both ends connects to vertices)
in an open graph.

oF The set of dangling edges (edge§ for which only one end connects to a
vertex) in an open graph. £ = FUOJFE.

Tensors
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1

Introduction

Machine learning (ML) is a field of research that has seen an enormous rise of interest over
the last couple of years. Despite this, the field itself is hardly new; researchers have been
interested in creating computer programmes which learn from experience ever since the
birth of the computer in the mid 20th century, with notable examples being the invention
of artificial neural networks [1] and experiments on Hebbian learning [2, 3].

The successes were rather limited early on, since the amount of available data as well as
the computational resources at the time were far to small to allow for training of sufficiently
complex models. However, with the continuous exponential growth in computational
power, the introduction of the internet and the corresponding explosion of data, training
of increasingly multi-layered, or deep, neural networks have become possible, spawning
Deep learning (DL) as a new sub-field of ML and leading to unprecedented performance.

Particularly in the current decade, progress has been truly phenomenal — DL algorithms
are now nearing human performance at tasks such as image recognition [4], speech recog-
nition [5] and machine translation [6], and is being applied successfully to an increasing
range of other problems (see e.g. [7] for a quick overview of the state of the art in ML).

While many practitioners have a good theoretical understanding, there is also a large
degree of experimentation involved, and competing models are (and should be) judged
based on their empirical merits. This has lead to a an interaction between the theoretical
and experimental sides of ML much akin to that of particle physics in the mid 20th century,
with significant flux of ideas between the two. On the theoretical side, the understanding
of the processes involved is gradually unfolding, but the picture is still far from complete.

Machine learning has a long history of interdisciplinarity. While it is often seen as
a subject within computer science, it is tightly tied to the mathematical branches of
statistics, information theory and optimization, and many of the core ideas in the field,
such as neural networks and convolutional networks are heavily inspired by neurobiological
research. It comes as no surprise then that the ML community has also received significant
inspiration from various branches of physics, both in terms of tools for model building and
theoretical ideas which are applied to improve our understanding of the subject. One
example of the former is the Boltzmann machines used for unsupervised learning, which
model multivariate probability distributions identically to the Ising model of statistical
mechanics. Variations of these were amongst the first models to permit training of deep
architectures|8].

A significant example of ideas from physics being employed as analytical tools is the still
quite controversial[9-12] interpretation of the training of deep neural networks as equiva-
lent to finding a variational renormalization group (RG) transform, which was originally
suggested in 2014 by Mehta and Schwab[13]. In their paper they specialize to deep belief
networks, the hidden layers of which they argue behave equivalently to the coarse-graining
of an Ising model.

The next thing to do, once this connection has been made, is of course to ask oneself
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if this potential correspondence can be exploited, and in particular whether there are RG
procedures which can be directly employed for ML. This does indeed turn out to be the
case; especially the DMRG[14, 15] and entanglement renormalization (more known by
the related multiscale entanglement renormalization ansatz, or MERA)[16] procedures of
numerical condensed matter physics have been successfully employed for ML in different
contexts[17-23]. Understanding these two RG procedures and their applications is one of
the main goals of this thesis.

We are also taking a more general look at the applicability of quantum theory to machine
learning. A particularly interesting topic is the use of quantum entropy as a quantifier of
the expressivity of a neural network, suggested in this context by Levine et al[24].

As a finishing note, we remark that, although the focus in this thesis is on the appli-
cability of quantum theory to machine learning, there are significant efforts being made
both to apply ML to simulations of quantum systems, and to implement ML algorithms
on quantum computers. These subjects share a common theoretical framework, and are
heavily interrelated to the extent that single papers sometimes deal simultaneously with
several of them. It is hence likely that developments in one area are also relevant to the
other. In particular, a motivation for studying the quantum-inspired ML algorithms dis-
cussed above is that some of them may prove to be easier to implement on a quantum
computer than standard ML models.

The goal of this thesis is to understand, from a theoretical viewpoint, the applications
of quantum information theory and numerical renormalization group methods of quantum
many-body systems to machine learning. The first six chapters are devoted to a bottom-up
development of the underlying quantum theory and related mathematical constructions,
starting with information and quantum information theory (chapters 2 and 3), continuing
with a primer on graph theory (ch. 4) and an introduction to tensor networks (ch. 5),
which are essential to understand the numerical renormalization group methods (ch. 6).
The second part of the thesis is then a (relatively) quick walkthrough of relevant machine
learning theory (ch. 7). Most of what is covered in the introductory chapters is standard
material for the respective subjects, and the reader may hence wish to skip chapters with
which they are already familiar. We do, however, in chapter 4 make a non-standard (but
probably not original) extension of Menger’s theorem, which we then utilize to derive a
slight generalization of the quantum max-flow/min-cut theorem of [25] in chapter 5. This
generalization is to the best of our knowledge not previously proposed.

The third and main part of the thesis introduces the applications of quantum theory to
ML discussed above and is divided into two chapters.

Chapter 8 deals with ML models which are either directly constructed from or can
be interpreted as functions on the same form as quantum many-body wave functions.
A coherent theoretical framework is developed in terms of L? functions and given an
alternate interpretation in the context of kernel learning. A selection of ML models are
then presented.

Chapter 9 deals with the usage of quantum entanglement entropy as a measure of the
expressivity of a network. It gives a detailed view of how and when it is relevant and
how it is to be interpreted. In addition, its original application to so-called convolutional
arithmetic circuits, as well as studies of the scaling of quantum entropy in Boltzmann
machines are explored.

The thesis concludes with a discussion of the developments in chapters 5, 8 and 9 and
of possible directions for future research.
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2

Classical information theory

Information theory is a mathematical theory invented in 1948 by Claude Shannon [26]
as a tool to optimise the encoding of information in messages. The tools of information
theory has subsequently found extensive use in both quantum physics and deep learning,
and is hence a good place to start our theoretical developments. Much of this material
can be found in any of [27-30], all of which are excellent materials to consult for a deeper
understanding of the subject.

2.1 Shannon entropy

Consider a random variable X taking values in the finite set X and following a distribution
px(z). To quantify the surprise, or information of observing X = z, we may introduce a
measure as

i(z) = —logpx(z). (2.1)
This has several properties that couples nicely to the intuitive concepts of information.
It is nonnegative, continuous and monotonic in px, p(x) — 0 implies i(x) — oo and
conversely p(z) = 1 implies i(x) = 0. It is also additive; for two independently distributed
random variables X and Y,

i(z,y) = —logpxy(z,y) = —logpx(z) —logpy (y) = ix(z) + iy (y). (2.2)

While the existence of a well defined and intuitive measure of the information of indi-
vidual events is interesting in its own right, it is often much more useful to consider the
expected information, or uncertainty, in the random variable itself. This was first done
with this particular information measure by Shannon [26] who defined the entropy of a
random variable as the expected value of its information,

S(X) = E[i(X)] = = > _p(z) log p(x), (2:3)

defining 0log 0 = 0 for continuity of xlogx at x > 0.

This entity has been shown to be unique (up to normalization) by several authors
from slightly different sets of postulates [26, 31]. One particularly appealing postulization
which we will present with slight modification is due to Rényi [32] and uses the language
of generalized probability distributions. These he defines as probability distributions p(x)
which don’t necessarily sum to one;

> oplx) <L (2.4)

Now, let A be the family of all generalized finite probability distributions, i.e. the family
of all sets on the form {p1,...,p,} with p; > 0 and Y, p; < 1. Expressing the Shannon
entropy as a function

S:A =R, (2.5)
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Rényi’s postulization for entropy in base k € (1, 00) is:
1. S({p}) is a continuous function of p.
2. S({1/k}) = 1 (Originally, Rényi demanded k = 2, but we want to allow any k €
(1, 00) since this is just a normalization).
3. Let P,Q € A, and define PxQ = {pgq;p € P,q € Q}. Then S(PxQ) = S(P)+S5(Q).
4. If P,Q € A and W(P) + W(Q) < 1, with W(P) = 3 cp p being the weight of P,
then
W(P)S(P) + W(Q)5(Q)
WP +wW(@Q)

To prove that this leads to an uniquely determined entropy, we need the following lemma

S(PUQ) = (2.6)

Lemma 2.1. Let f be a (completely) additive arithmetic function, that is, a function
f: N — C following f(mn) = f(m)+f(n)¥m,n € N and for which f(n+1)— f(n) 0
Then

f(n) = Klogn,

for some K € C.
Proof. See e.g. [32, 33]. O

Theorem 2.1. (Uniqueness of Shannon entropy) [32]
Let S : A — R follow the above postulates. Then

1

S(P) = WP Zpi logy, pi,

where k € (1,00). For ordinary distributions, this reduces to S = — Y, p; log;, p;.

Proof. Let s(p) = S({p}), for p < 1. By postulate 3, we have s(pq) = s(p) + s(¢q). For

n,m € N, this gives
()=o) =)
S|— ) =s|—)+s|— ).
mn m n

From postulate 1 we conclude also that

( : ) (1)
s —s|—] — 0O,
n+1 n/ n—oo

so that lemma 2.1 applies to s(1/n) and hence

s(1/n) = Klogn VY neN.

This can be extended to the rational numbers by the additivity of s. For mn € N, m <n
we have

1 1
s(m> :s(an> —s(n) :s(> —s() = Klogn — Klogm = —Klogm.
n mn mn n m n
Since the rationals are dense in R, the continuity of s(p) (postulate 1) immediately gives
S(p) = 7K10gpa v pE (Oa ]-]

Further, postulate 2 demands 1 = s(1/k) = Klogk = K'log, k = K', giving s(p) =
— logy, p.
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Finally, we may write any generalized probability distribution P = {p1,p2,...,pn} as
P = U=, Pi, with P; = {p;}, and by induction on postulate 3 it is a simple matter to
conclude

o) L = W(P)S(R) 1 . .
S(P)S<ZU1PZ> S W) W(P)Zi:pzlogkpu

which proves the theorem. O

Different choices of k£ are related to each other by multiplication with a constant, so
that we may view choosing k as choosing units for S(X). Most common is to use k = 2,
in which case S is said to be measured in bits, or k = e, giving S in the units of nats.

The Shannon entropy has a set of properties which are easy to derive, but nevertheless
helpful to state:

e S(X) >0, following from that p(z) € [0,1] Vz, since this gives p(x)log p(z) < 0.

e S(X) = 0 iff for some 2/, p(z) = 6, with 0, , being the Kronecker delta.

e S(X) <log|X|, where |X] is the cardinality of X.
The third property can be shown by employing Lagrangian multipliers; introduce S(X, \) =
S(X)+ XX, p(x) — 1) and set the derivative with respect to p(z) to zero. This gives

_9S(X,N) -

O—W:flogp(z)—lJr)\ = plz)=e"", (2.7)

which, crucially, is independent of x. Solving the constraint then gives p(z) = 1/|X| and
hence S(X) = log|X| as our single local optimum, which is also quite easily seen to be
the global maximum.

2.1.1 Joint entropies

If we instead consider a pair of random variables X, Y with joint distribution p(z,y), their
joint entropy is naturally defined as

S(X,Y)=E[(X,Y)] == p(zy)logp(zy), (2.8)

I’y

and we may also define the conditional entropy S(Y|X) as the expected information upon
observing Y after first observing X, or

SYIX)==> px)> plyle)logplylz) = = pla.y)logp(ylz). (2.9)

:E,y

Using the above definitions it is easy to see that
S(X)Y)=8(X)+SY|X)=S(X]Y)+ S(Y). (2.10)

It is also evident that, if X and Y are independent, i.e. if p(z,y) = px(x)py(y), then
S(Y|X) = S(Y) and hence S(X,Y) = S(X) + S(Y). Both of these properties makes
intuitive sense; the expected information of observing Y should not be affected by first
observing X if they are independent, and the total information from independent events
should intuitively be the sum of the information from each event.
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2.1.2 Relative entropy/Kullback-Liebler divergence

Relative entropy, or Kullback-Liebler (KL) divergence, is a quantifier of the difference
between two probability distributions p(z) and ¢(x) and is defined as [34]

o) p(X)
Dwlla) = Yol lox ) =B, [log 2| .11

Proposition 2.1. D(p|| ¢) > 0, with equality only for p = gq.

Proof. We begin by noting that loga < a — 1 for all @ € R, with equality only for a = 1.
This gives

D(pllg) == _plx) IOng; > — p(x) (w - 1) Zp - qlx) =

x€supp(p) p(z)
(2.12)
We may now note that if ¢ # p there is some x where ¢(z)/p(z) # 1, making the left
inequality above strict and finishing the proof. O

Due to the above inequality, the Kullback-Liebler divergence is often used similarly to a
metric on the space of probability distributions, but it is not a metric in the mathematical
sense since it both lacks the symmetry between p and ¢ and does not fulfil the triangle
inequality.

2.1.3 Fisher information matrix

Although the Kullback-Liebler divergence is not a metric for arbitrary choices of p and g,
it approaches one as p and ¢ becomes sufficiently close to each other. To see this, consider
a probability distribution pg(z), parametrised by N parameters 6#. A series expansion of
the KL-divergence between pg and a small deviation pg; A becomes

o 0
— _AM AV _ 3
D(pollpora) = -A Zpe 89# log py(x) — AMA ;pe(l‘)aeu 5gv 108 Pe(z) + O(4%).
(2.13)
The term linear in A is
Zpo 89u logpy(w) = 502 Zpe (2.14)
where the last step follows from that py is a probability distribution.
We are hence left with
D(pollpo+a) = gu A" A + O(A?), (2.15)
where 5
guu pG Zpe (9«9'“ 00v 10gp9(l‘)' (2-16)

This g, is known as the Fisher Information Matriz and can be shown to constitute a
metric for the parameter space, defining a Riemannian manifold on which distances are a
measure of distinguishability between probability distributions, given data generated from
them [35].
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2.1.4 Mutual information

The relative entropy may then be used to construct another entity of interest, namely
the mutual information between two random variables X and Y. It is a measure of the
correlation between the variables and is defined as the KL divergence between the joint
probability density pxy (z,y) and the product of the marginal distributions px(z) and

py (y);

x’
1(X;Y) = Dlpxy Il pxpy) = 3 px () log pr’Y( y) (2.17)

- x(2)py (y)

From the properties of the relative entropy, it is clear that I(X;Y) > 0 with equality
only if X and Y are independent. One can also relate mutual information to the previous
entropic measures as

[(X;Y) = S(X) + S(¥) - S(X,Y)
(Y)-S(Y|X) (2.18)
(X) = S(XY).

Il
»n O

2.2 Rényi entropy

Since its introduction by Shannon, information theoretic entropy has been adapted and
generalized in several ways. One of the more notable developments was that by Alfred
Rényi[32], who considered the most important properties of a measure of entropy to be
the first three postulates of Shannon entropy, together with the additivity for independent
random variables. He found that these properties also held if the fourth postulate was
relaxed to

(2.19)

5u(Pu Q) = g { W PLlSP) + W (DS

W(P) +W(Q)

with go(z) = kD% and a € [0,1) U (1, 00), and that the most general measure satisfying
the resulting postulates is the Rényi entropy

: i ~log; (Z;ﬁ) : (2.20)

Sy =

For a — 1 the Rényi entropy approaches the Shannon entropy, which is easily seen by
invoking ’Hopital’s rule;

. L 1 A ﬁlog(Zip?‘)
Ay S = iy g s @pi) S E s 221

Here the denominator is just —1, while the numerator is

d 1 d 1
—log [ Y pf | = = > —evlo8Pi = > pilogp; — > pilogpi, (222
P 08;( i pz> S 2 et S 2 pilogpi — i pilogpi,  (2.22)

leaving us with the result
lim S, = — Zpi log pi, (2.23)
i

a—1

which is the definition of Shannon entropy.
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The Rényi entropy is also non-increasing in «, which we can show by differentiating.
Defining z; = p§*/ >_; P} and noting that >, z; = 1 we get

d

1 (0%
@Sa = m <10gzi:pi +(1— O‘);Zi 10%]%’)
_1<10 Z qﬂLz:Z-lo p7’>
(1-a)? & - Pi ; ‘ gziij?
= 1—a [Zzzlog (Zzi—1> logzj:p?‘]

_ S mlos (11a)2D<z Ip) <0

1—a

(2.24)

since the relative entropy is positive semi-definite.

Some of the quantities related to the Shannon entropy which were introduced earlier
generalize to the Rényi entropy. Since these generalizations are quite non-trivial, and some
of the most useful relations between the quantities turn out to only hold for the Shannon
equivalents, it will be informative to also introduce them here.

2.2.1 Rényi divergence

The Rényi divergence generalizes the relative entropy, or KL divergence and is defined as

Da(pllg) = logZp (2). (2.25)

It can be shown|[36] to fulfil D, (p|lg) > 0 and can hence similarly to the relative entropy be
used as an estimator of the difference between probability distributions. It is also the case
that limy—,0 Do (p|lg) = D(p||q), which establishes D, as a generalization of the relative
entropy.

2.2.2 Rényi mutual information

Just as with the Shannon mutual information, the Rényi mutual information is best defined
as

1.(X;Y) = Da(px,yIpxpy)- (2.26)

An immediate consequence of the nonnegativity of D, is that also I, is nonnegative, and
it is also easily seen that lim, 1 Io(X;Y) = I(X;Y) and that I,(X;Y) =0if X and YV
are statistically independent. We may hence interpret also the Rényi mutual information
as quantifying how much knowledge is gained about X by observing Y or vice versa.
However, unfortunately there is to the best of our knowledge no equivalent to the relations
of equation (2.18), and in particular Io(X;Y) # So(X) + Sa(Y) — So(X,Y).

10
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Quantum information theory

Many of the concepts of information theory have a natural generalisation to the study
of quantum many-body systems. In and of itself, this is not surprising since quantum
mechanics is fundamentally a probabilistic theory. However, as we will see in the sections
to come, quantum mechanics has the peculiarity that one can have full knowledge of the
state of a composite system without knowing the states of the parts; or rather, the full
system can be in a known state, while subsystems are in superpositions of known states,
inducing uncertainty in any measurement on the subsystems in question. In addition, we
may also have an uncertainty as to the full state of the system, which is akin to what one
expects of a classical description. These properties make the application of information
theory to quantum mechanics a very interesting endeavour, with quite a few unexpected
quirks along the way. Much of this chapter largely follows the developments of [29], which
I highly recommend for a further reading. Another, much more detailed, resource on the
subject is [30].

We will begin this chapter with a very brief introduction of the mathematical constructs
involved and the Dirac notation which is commonly used throughout the subject. A reader
who has come in contact with quantum mechanics before may well wish to skip the first
few sections.

3.1 Quantum theory — the bare minimum

The fundamental description of the state of a quantum mechanical system is in terms of
a vector in a Hilbert space H, often written on the form

) € H. (3.1)

Elements of the dual space H' is written as (|, and the inner product {¢[t/). Note that the
corresponding notation in the mathematics community would be (1, p) with the vectors
written instead as ¥ and ¢. A quantum state has the interpretation of a probability
amplitude, and is hence most often normalized to (¢|¢)) = 1.

We interact with a quantum state through making measurements of observables, both
of which we will now define.

An observable is a Hermitian operator O € end(#H). Owing to its Hermiticity, it has
n = dim?H (possibly degenerate) real eigenvalues \;, i = 1,...,n with corresponding
eigenvectors |i). These eigenvectors can be constructed to form an orthonormal basis over
‘H, meaning that any state |¢)) can be written on the form

|Y) = Zci |3) Z > =1, (3.2)
with ¢; € C.

11



3. Quantum information theory

A measurement! of the non-degenerate observable O is then most easily thought of as
a random process, where one of the eigenvalues )\; is measured with probability

p(O =) = (il) [ = |eif, (3-3)

and the state [¢) is projected onto the corresponding eigenvector |i). The case of a
degenerate observable is similar, although the projection is then onto the entire eigenspace
of the eigenvalue.

We are often interested in the expectation value of an observable, which by the above
procedure may be expressed as

(0) = (o) = Y- Aileil*. (3.49)

A particularly interesting measureable quantity is the energy E of a system. Its corre-
sponding observable is called the Hamilton operator H and governs the time development
of a state by the Schrodinger equation

.0
i [0) = HIP). (3.5)

There are remarkably few Hamiltonians for which the eigenspectrum can be found analyt-
ically, and finding the spectra for those that remain is a major issue in numerical quantum
mechanics, which we will deal with in more detail in chapter 6. This is especially the
case for systems of many particles, or many-body systems, since their state spaces have
an exponential dependence upon the number of particles.

3.2 Composite quantum mechanical systems

A central feature where quantum mechanics deviates significantly from our classical intu-
ition is description of composite systems. Classically we are used to being able to charac-
terise the state of all subsystems independently; You do not need to know the entire state
of the universe to know the position of your left hand. To put it more concretely, consider
a system of interest A (e.g. your left hand) and a system B containing all other things
of relevance (possibly the rest of the universe), and let the space of all possible states for
either system be A and B respectively. Then, classically (although this formalization is
rather unusual), one can think of the state space of the composite system as AB = A® B,
so that the full state can be specified by choosing an element in AB, which is the same as
independently choosing elements from .4 and B. Hence, no knowledge of B is needed to
fully characterise a state in A.

In the realm of quantum mechanics however, we lack the luxury of locality. Here, the
individual states of systems A and B, characterised as vectors |¢4) and |pp) in Hilbert
spaces H and Hp, instead form a composite state space H = Ha ® Hp and the full
description of the state is achieved by choosing a vector |¢)) € H. Now, had [¢)) been on
the form [1)) = |p4) ® |¢p), we would have our full description formed by independently
choosing states from A and B in line with our classical reasoning. However, not all vectors
in H can be put on this form. To see this, we introduce orthonormal bases |is) and |ig)

!This view of the measurement process is known as the Copenhagen interpretation, and is only one of
many ways of interpreting the seemingly stochastic nature of quantum mechanics. Other interpretations
include the many-worlds interpretation, pilot waves and qubism. Since they all lead to more or less the
same mathematics and the philosophical differences, while very interesting, are hardly relevant for this
text, we might as well choose the simplest one and proceed.

12



3. Quantum information theory

on Hy and Hp, whereix = 1,...,dim(Hx). The set of all products |i4) ®|jp) then forms
a basis on H, giving the description of a generic state in this space as

) = cijlia) ® |jB), (3.6)
1,
where the ¢;; € € are commonly normalised to }_; ; cij|*> = 1. The state can be written
on the product form |p4) ® |¢p) iff there exists vectors (¢a)i, (¢B); such that ¢;; =
(pa)i(¢p); and is then called separable. Otherwise, the state is said to be entangled, and
the subsystems then cannot be fully described independently.

3.3 Schmidt decomposition

As with any matrix, we can make a singular value decomposition (SVD) of ¢;;, as ¢;; =
>kl Uircy,Vij, where U and V' are unitary operators on H4 and Hp respectively and
c%l = Ap0gi, with Ag being the singular values, which can be chosen real and non-negative.
In fact, this amounts to a unitary change of basis,

d
) = 3 daUnVijlia) ® lg) = 3 A |ily) @ |ilg) (3.7)

35,k i=1

where d < min(|H |, [Hp|) is the number of non-zero eigenvalues, and [i'y) = 3=, Uji [ja),
and |ilz) = > Vij |7B) form the new orthonormal bases for H 4 and Hp respectively. We
may now interpret A? =: p; as the probability of finding the system in state |i'yi’z) =
|i'y) ® |i%), and write, dropping the primes for convenience,

d
) = V/piliais). (3.8)
i=1

This construction is called a Schmidt decomposition, while d is called the Schmidt number.
To interpret the Schmidt number we now consider the expectation value of any observable
O in system A. In the composite system we may write this as O ® idp, giving the
expectation value as

d
(0)4= WO @idp|p) = /pipj (ia|Olja) (iplidp |jB) = Y _pi (ialOlia).  (3.9)
1] i=1
From this we see that the number of terms in the sum is equal to the Schmidt number,
giving d as a crude measure of the uncertainty induced from the state being in a com-
posite Hilbert space, although this uncertainty would of course also be dependent on the
individual probabilities p;.

The common term for this “induced uncertainty” is entanglement between A and B, of
which, as noted, the Schmidt number is a crude estimator. As the title of this chapter
hints, we shall soon be able to introduce a few finer measures of entanglement, which are
more or less directly translated from information theory. First, however, we need a way
of describing entangled states without reference to the entire system.

3.4 The density matrix

Since we do not in general possess full knowledge of the state of the universe, it is desirable
to achieve a way of calculating expectation values without reference to the subsystem B.

13



3. Quantum information theory

Looking at (3.9) we see that

(O)4 = Zpi (ia|Olia) = tra, [Z (14]0 pill’A)] = try, [O Zpi lia) <iAI] ;o (3.10)

i
where we have used the linearity and the cyclicity of the trace as well as the linearity of
O. This allows us to introduce the the density matriz

pA EZpi‘iA> (ial, (3.11)

giving the expectation value of O as
(0), = tr [Opa]. (3.12)
which both is agnostic of B and basis invariant; under a unitary change of basis we find
tr [Opa] — tr [UTOUUTpaU] = tr [OpaUUT] = tr [Opa]. (3.13)

We should also note that we may arrive at p4 from the full state [¢) in a very simple
manner. Consider first the density matrix for the full system, which for a pure state is
defined as

p= ) (v, (3.14)

and in the basis of the Schmidt decomposition becomes

p =" /Db liain) (jajsl. (3.15)
i’j
Now, to retrieve the reduced density matrix pa, we simply perform a partial trace over
Hp;

tr, p = trag, Z VPib; liaig) (jajs| = Z VPib; lia) (jaltru, [lig) (Bl ]

" " (3.16)
= pilia) (ia] = pa-
)

Some properties that we may note from the form of the density matrix is that it is (i)
Hermitian, (ii) positive semi-definite and (iii) has trace one, try, pa = > ; pi = 1.

In the above we have only considered a pure composite state where we know the Schmidt
decomposition, but it is a simple matter to extend this also to non-pure, or mized states.
These are states where the composite system is in a mixture of several pure states [1) €
Ha ® Hp, each with weight \; > 0. We may then write the density matrix, which is still
Hermitian and positive semi-definite, as

p= Z/\z' [¥°) (W', (3.17)

with the \; normalized such that trp = 1. In a generic orthonormal basis this becomes,
for some tensor c¢;j,
p=Y_ ciyrliajp) (kalpl. (3.18)
i7j7k7l
The reduced density matrices are, just like before, retrieved by tracing out the other
system,

pA =tryg p = Cikjklia) (jal, (3.19)
4,5,k

14



3. Quantum information theory

allowing single-system operators to be calculated without explicit knowledge of the other
system.

An interesting aside regarding density matrices is that of purification. Consider a generic
density matrix p4 € hom(Hy4). Since it is Hermitian, we can always find an orthonormal
basis of H 4 where it is diagonal. In this basis,

d

pa = sz' lia) (ial, (3.20)

for some d < dim H4, and p; € R. Now introduce an artificial Hilbert space Hp with
dim Hp > d and ON-basis |ip) and let

d
p=l) Wl W)= Vpilia)®|ip) . (3.21)
i=1

Then, as we have already seen, pa = try, p. Since |¢) is a pure state, we call it a
purification of p4.

3.5 Measures of entanglement

Having properly introduced the relevant parts of the density matrix formalism we are now
ready to take a proper look at some different ways to quantify the uncertainty and/or
entanglement in a quantum many-body state. The measures we will consider are the
Schmidt number (which we have already introduced), the von Neumann entropy, which
is a generalization of the Shannon entropy, and the quantum Rényi entropy analogously
extended from the classical Rényi entropy.

3.5.1 Schmidt number

The simplest measure of entanglement is the Schmidt number, which we have already
defined in the context of pure states as the number of terms in the Schmidt decomposition.
To extend this to generic density matrices, we note that the number of terms in the
purification of a state (see eq. (3.21)) is equal to the number of non-zero eigenvalues of
the original density matrix p. But this is equal to the matrix rank of p, so that we may
write the Schmidt number as

rank p. (3.22)

As we expect for a measure of entanglement, this is minimal for a pure state, which has a
density matrix with a single non-zero eigenvalue, and maximal for a density matrix which
assigns non-zero probability to all states in its Hilbert space.

3.5.2 von Neumann entropy

As first noted by von Neumann, Shannon entropy (or equivalently, Gibbs entropy) may
be quite naturally extended to the domain of quantum statistical mechanics. Also here
we may interpret it as the uncertainty in the state, or the expected information retrieved
from making a measurement. Consider a density matrix p, which we may diagonalize as
p = >; pi [i) (¥i], where the [1);) are orthonormal. Since the p; are > 0 and sum to one, a
natural interpretation is that, if we make a measurement whose operator is diagonal in the
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same basis, we will find the system to be in state |¢;) with probability p;. The expected
uncertainty of this measurement is then the Shannon entropy

S(p) =— sz' log pi, (3.23)

or, to put it in a slightly more invariant form,

S(p) = —tr[plogp). (3.24)

This is known as the von Neumann entropy of the density matrix p. From eq. (3.23) we
see that, as with Shannon entropy,

S(p) >0, (3.25)

with equality only for pure states, i.e. when p; = 4;; for some j.

3.5.3 Quantum Rényi entropy

The generalization of Shannon entropy to Rényi entropy carries over to the quantum case
in the simplest possible manner, namely

Sqp) =

- log tr(p?). (3.26)

In fact, diagonalizing p, so that p = diag{p1,pe, ...}, with p; being the eigenvalues of p
we see that this reduces to the classical definition, just as in the case of von Neumann
entropy, allowing us to conclude that

lim 5, (p) = S(p), (3.27)
as well as
d
oSl <0 (3.28)

holds also in the quantum case.

One aspect of the Rényi entropy that is easily overlooked is its computational simplicity
— since the trace is taken before the logarithm, and integer powers of matrices can be
computed without series expansion or knowledge of the eigenvalues, S;(p) becomes a
much simpler function of p for integer ¢ # 1 than S(p). In particular, even if we are
only interested in von Neumann entropy, we can use the monotonicity of Rényi entropy
to bound it as

Sa(p) < S(p) < So(p) (3:29)

Here the zeroth Rényi entropy (also known as Hartley entropy) is particularly simple to
calculate; if we again consider a diagonalized density matrix p = diag{p1,p2, ...} and define
0% = 0 for convenience (and for continuity at ¢ = 0), we find

So(p) = logtr p° = log ter? i) (i| = log rank p, (3.30)
which we note is just the logarithm of the Schmidt number.
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3.5.4 Equal entropy of subsystems

An interesting consequence of the Schmidt decomposition is that the entropies of the
subsystems of a pure bipartite state are equal. To see this, let [¢)) = >, \/piliain) €
Ha ® Hp be such a state, and let p = [¢)) (| be its density matrix. Then,

pa=tryg p=Y pilia)(ial,  pp=trs,p=> pilin)(isl, (3.31)
i i

so that
Sq(A) = Sq({pi}) = Sq¢(B), (3.32)

where we have introduced S;(X) = Sy(px) to simplify notation.

3.5.5 Quantum mutual information

Not all of the entropy-related quantities introduced in the previous chapter generalize well
to the quantum entropies, but one that do is the mutual information. Consider a bipartite
quantum mechanical system AB with density matrix pap € end(Ha ® Hp). Then the
(quantum) mutual information between A and B is defined as

I(A: B) = S(A) + S(B) — S(AB), (3.33)

where S(X) is the von Neumann entropy of system X. It is non-negative and may readily
be interpreted as the amount of information obtained about A by making a measurement
on B [29].

A useful property of this mutual information is that, for a pure state pap = |¢) (¢],
we know the joint entropy to be S(AB) = 0, while the reduced entropies are equal,
S(A) = S(B), giving

I(A: B) =2S5(A) =25(B), (3.34)
pAB is pure
so that the entropy of either of the reduced regions itself in this case becomes a measure-
ment also of the mutual information, or correlation, between A and B.
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4

Graph theory

Graph theory is a powerful tool both in the context of machine learning, where graphs are
often used to represent probability distributions with complex correlation structures (see
e.g. [37, ch.16]) and in quantum many-body theory where they form the basis of Tensor
Networks, which is a tool for describing quantum states with very general entanglement
properties [38]. Both of these uses will be relevant to our later developments, and it is
therefore helpful to go through some useful definitions and one or two results from the
subject.

4.1 Types of graphs
One of the standard definitions of a graph is the following:

Definition 4.1. (Graph) A graph G = (V, E) is an ordered pair of disjoint sets V' and F,
where E C [V]?, with [V]? being the set of unordered pairs {v,w} of elements v,w € V.
The elements v € V' are called wvertices or nodes and the elements e € E edges.

As the name implies, graphs lend themselves well to visual representations. Typically
one draws each vertex as a dot and each edge as a line between the corresponding vertices,
as shown in fig 4.1a.

However, in the context of tensor networks, we will need to also allow for edges that are
not connected to two vertices. Such graphs, often called open or half-edge graphs seem to
rarely be formalised, perhaps since they are so easily translated to the standard, or closed
graphs. Nevertheless, inspired by the definition in [39] we define them as follows.

Definition 4.2. (Open Graph) An open graph G = (V,e, E) is an ordered triplet of
disjoint sets V, ¢ and E, with E C [V U¢]? such that each element in ¢ is only contained
in one element of E. The elements x € ¢ are called edge points, while, as before, elements
v € V are called vertices and the elements e € E edges.

We will often make ¢ implicit and refer also to open graphs as G = (V, E). In these
cases it should be clear from the context what is meant. A visual depiction of an open
graph is shown in fig. 4.1b.

There will sometimes be a need to distinguish internal edges e € E = EN[V]?, which are
connected to two vertices, from dangling edges e € OE = E '\ [V]?, which have one or both
ends “free”. For this we will use the above introduced notations FE and 0F. In addition,
we will often write the set of edges connected to a vertex v € V as dv = {e € E; e 5 v},
and the set of vertices connected to an edge e € F as de =V Ne.

There is a wealth of standard literature dealing with closed graphs. Since this is, to
the best of our knowledge, less true for open graphs it is helpful to be able to express an
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(a) Closed graph (b) Open graph

Figure 4.1: Visual representations of closed and open graphs respectively. Each point
corresponds to a vertex and each line to an edge.

open graph in terms of a closed. This we can easily do by making the following definition,
inspired by [40].

Definition 4.3. The completion of the open graph G = (V e, F) is the closed graph
G=,€) where V=V Ue and £ = FE.

When doing graph theory on open graphs in later chapters, we will almost exclusively
be formally dealing with the completion of the graph.

It will also be helpful to introduce the following definitions:

A multigraph is a graph G = (V, E) where we allow several edges between the same
set of vertices, i.e. for e;,eq € E we allow both e; and ey to correspond to the pair
{v,w} € [V]?. Formally this can be achieved e.g. by constructing the correspondence
between E and [V]? as an incidence function v¢ : E — [V]2. However we will still, with
some slight notational abuse, refer to edges as e = {v,w}. An open multigraph is defined
analogously.

A directed graph is a graph G = (V, E) where the edges e € E are ordered pairs of
vertices, e = (v,w), with v,w € V. Visually, an edge e = (v,w) is represented as an arrow
from v to w.

A weighted graph is a graph G = (V, F) together with a weight function w : £ — R.

4.2 Paths, cuts and cliques

A trail is a finite alternating sequence of vertices and distinct edges viej,vs,e9, ... such
that e; = (v;, v; + 1).

A path is a trail where also the vertices are distinct.

A circuit is a trail that starts and ends at the same vertex.

A graph is said to be connected if there is a path between any two vertices in the graph.

An edge cut set of a connected graph G = (V,E) is a set of edges C' C E such that the
graph G’ = (V, E'\ C) is disconnected. It is said to separate A C V from B C V if there
is no path between A and B in G’. The weight of a cut C' is given by

|IC| = Zw(e), (4.1)

ecC

where w(e) is the weight function of the graph. For unweighted graphs one typically takes
w(e) = 1, in which case |C| becomes the cardinality of C'.
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Definition 4.4. (Min cut)
Let C be the family of all edge cut sets in the graph G. The min cut of the graph is then
MC(G) = min(;ec ‘C‘

Let C(4,p) be the family of all edge cut sets in the graph G separating A from B. The
min cut separating A from B is then MC 4 p)(G) = mincec , 5, [C]-

Definition 4.5. A clique is a subset of the vertices C' C V such that (u,v) € E for all
u,v € C, or equivalently, such that the subgraph induced by C' is complete.
It is mazimal if it is not a proper subset of another clique.

4.3 Max flow/min cut and Menger’s theorem

One of the most interesting and widely applicable sub-areas of graph theory is that of
network theory, where one studies flows, which we may think of as consisting of e.g.
water, electric current or cars, through graphs which correspondingly may be thought of
as networks of water pipes, wires or roads. A central result from network theory, which we
will now proceed to discuss, is that the maximum flow through a network may be related
to a min cut in the graph. This is known as the max flow/min cut theorem.

Let G = (V, E, ¢) be a flow network, i.e. a directed, weighted graph with weight function
(capacity) ¢ and let S, T C V be the set of sources (vertices with only outgoing edges) and
sinks (vertices with only incoming edges) respectively.

Each edge e € E is also associated with a flow f : E — R4 which is capped by the
capacity, f(e) < c¢(e), and conserved, meaning that for all v € V

Y. fley= > fle), (4.2)

e€dinv ecdoutv

where

dinv = {e € E; e = (u,v), for some u € V}, and
dowtv = {e € E; e = (v,u), for some u € V}.

The network flow |f| is the total flow leaving the source (or, equivalently, entering the
sink), i.e. [f] = Yies X eedoyw f(€)- The max flow is defined as MF(G) = max;y | f]|.
Note that, for unweighted graphs upon setting c(e) = 1, MF(G) becomes the number of
edge-disjoint paths from S to T.

An S —T cut is as a set of edges C(g_7) C E such that the graph G’ = (V, E\ C(s_7))
contains no paths from S to T'. The min S—T' cut weight is then defined as MCg_7)(G) =
mincec s, |Cl, with C(s_7) being the family of all S — T cuts.

Theorem 4.1. [41, 42] (Max flow/min cut theorem)
Let G, S, T be as above. Then MF(G) = MCg_7)(G).

Proof. See e.g. [25]. O

Theorem 4.2. (Menger’s Theorem) Let G = (V, E) be a directed, unweighted graph with
sources S and sinks 7. Then the maximum number of edge-disjoint paths from S to T is
equal to the minimal S — T cut weight MC(g_7)(G).

Proof. Follows immediately from the Max flow/Min cut theorem after setting c(e) = 1Ve €
FE and noting that the number of edge disjoint paths from S to T then becomes equal to
MF(G). O
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Theorem 4.3. [25] (Undirected Menger’s theorem)
Let G = (V, E) be an undirected (unweighted) graph, and (A, B) a partition of the vertices

with degree 1. Let MF (4 5)(G) be the maximum number of edge-disjoint paths between
A and B. Then MC(A,B)(G) = MF(A,B)(G).

Proof. Consider an edge cut set C separating A from B. By definition, any path from A
to B must then traverse an edge in C'. Since the paths in MF(4 5)(G) are edge disjoint,
there can therefore be a maximum of |C| such paths, giving MF (4 5)(G) < MC(4 p)(G).

Now, let G' = (V, E') be a directed graph with the same set of vertices as G, but where
each undirected edge (u,v) € E is replaced with the two directed edges (u,v) and (v, u),
unless u € A or v € B, in which case (u,v) € E’ while (v,u) ¢ E’, so that A is a source
and B a sink for G'. Tt is clear that MC(4_p)(G") = MC(4 p)(G) since any cut set C' € E
can be made into a cut set C’ € E’ by for each edge e € C picking a corresponding ¢’ € C’
between the same vertices, chosen in the appropriate direction. By the directed Menger’s
theorem we have that MC4_p)(G’) = MF 4 p)(G").

Given a set of MF(G’) edge-disjoint paths from A to B in G, it is easily seen that it is
always possible to make them non-intersecting and acyclic without reducing the number
of paths by swapping edges between intersecting paths and removing the edges that form
cycles. Now, consider such a set of MF(G’) non-intersecting and acyclic paths from A to
B. Tt is clear that only one of the edges in G’ corresponding to a given edge in G' can
be traversed by this set of paths, since the paths would have either cycles or intersections
otherwise. Hence this set of paths is also a valid set of edge-disjoint paths in G, showing
MF (4,5)(G) = MF(G') = MC 4 5)(G).

Since we have shown both < and >, we are left with MF 4 p)(G) = MC 4 p)(G), which
is the statement of the theorem. O

4.4 Vertex limited flows

A simple generalization of max flow/min cut, which we will be able to make good use of
in the next chapter, is to introduce capacities also to vertices. That is, we extend ¢ to be
c:VUFE — R4 Uoo and demand in addition to before, that the flow

fly= Y7 fle) < c(v). (4.3)

e€dinv
It will also be beneficial to introduce the notion of combined cuts.

Definition 4.6. A set C' = Cy U CE, with Cyy C V and Cg C F of a connected graph G
is a combined cut set if G’ = (V' \ Cy, E \ CF) is disconnected.

Cut weights and minimal cuts are defined analogously to the edge cut case, bearing in
mind that also vertex capacities are to be considered.

Now we will construct a similar series of max flow/min cut theorems for the vertex
limited flows, starting with general flows.

Theorem 4.4. (Vertex limited max flow/min cut theorem) Let G = (V, E) be a vertex-
limited flow network, with sources S, sinks 7" and capacities c. Then MF(G, ¢) = MC(G, ¢).

Proof. We may construct from G an ordinary flow network G’ = (V' E’) with capacity
function ¢ : E/ — Ry U oo, by splitting each vertex v € V into two vertices v, and voug
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in V', which we connect by an edge (vin, vout) With capacity ¢(v). In addition, we connect
the edges dvi, to vin and dvgyt tO Vout-

It is obvious that by this construction we have MF (G, ¢) = MF (G, ) and MC(G, ¢) =
MC(G’, ), where the left MC is a minimal combined cut weight while the right MC is a
minimal edge cut weight. But by the min cut/max flow theorem, MC(G’, ¢’) = MF(G', ¢/),
and the theorem follows. O

The two above versions of Menger’s theorem are also easily adapted:

Theorem 4.5. (Vertex limited Menger’s theorem)

Let G = (V, E) be a directed, unweighted graph with sources S and sinks 7. Then the
maximum number of edge-disjoint paths from S to T such that a maximum of n, € Z,
paths passes through vertex v is equal to the minimal combined cut weight MC(G, ¢), with
capacity function

(4.4)

« ifz eV,
c(x):{n 1Mx e

1 ifzekFE.

Proof. Follows with the above choice of ¢(x) immediately from the vertex limited max
flow/min cut theorem after noting that the number of vertex-limited edge disjoint paths
from S to T' becomes equal to MF(G). O

Theorem 4.6. (Vertex limited undirected Menger’s theorem)

Let G = (V, E) be an undirected, unweighted graph with sources S and sinks 7. Then the
maximum number of edge-disjoint paths from S to T such that a maximum of n, € Z;
paths passes through vertex v is equal to the minimal combined cut weight MC(G, ¢), with
capacity function

clx) = (4.5)

ng ifx eV,
1 ifzeF.

Proof. The proof is analogous to that of the ordinary undirected Menger’s theorem. [

Of these three theorems, it is mainly the latter one that is of interest to us, as we will be
able to use it for studying ranks of matricizations of tensor networks in the next chapter.
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Tensor networks

One of the biggest obstacles when performing numerical simulations of many-particle quan-
tum mechanical systems is the curse of dimensionality, stemming from that the number of
degrees of freedom of a generic many-body state is exponential in the number of particles.
However, it seems that physical systems rarely exploit the entire available state space, but
rather contain additional structure which allow them to be described with much fewer
variables (this phenomenon is also common to the context of ML where it is often referred
to as “the blessing of non-uniformity”).

One tool that has proven very useful in creating efficient descriptions of quantum states,
especially for condensed matter systems, but also, somewhat surprisingly, in the context of
the holographic principle from quantum gravity (see e.g. [43]), is that of Tensor Networks
(TN), where one represents a many-body quantum state as a high-dimensional tensor
which is decomposed into inner products between several lower dimensional tensors. These
inner products induce correlations between the subsystems involved and their structure
can easily be represented on a graph, giving an intuitive way to grasp the approximate
correlation structure of the state.

This section is an introduction on the subject and to a large degree a summary of [38].

5.1 An introduction

A tensor network is a graphical representation of a multilinear tensor 7', which for our
purposes is best viewed as an element in some finite-dimensional Hilbert space H. The
tensor is represented on an open multigraph G = (V| E) by assigning to each edge e € F
a finite-dimensional Hilbert space H¢ and to each vertex v € V' a tensor

T, € Ho= Q) H". (5.1)

ecdv

Note that the number of indices, or modes of T;, becomes equal to the degree |dv| of v.
Also, for convenience we will call the total set of tensors in the TN

T=U 7. (5.2)

veV

The overall tensor T is then arrived at by for each doubly connected edge {u,v} € E
taking the inner product between the corresponding modes in 7, and 7). This results in
T being an element of

H= ) H", (5.3)

e€0F

where OF is the set of dangling edges in G.
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5. Tensor networks

The direction of the edges are sometimes (but not always) given special meaning. One
such scheme which we will make some use of is to divide the edges of a vertex into two
set; dv = dviy U dvgyt, and view the corresponding tensor as a linear map

_ e
Hin = ®e€dvin H

_ e
Hout = ®e€dvout H

The edges in dvy, are then drawn pointing downward and those in dve, pointing upward.
We will often use upper and lower indices of tensors correspondingly, meaning that the
tensor Til""’imjhn_,jn, with m = | dveyt| and n = | dwj,|, may be drawn as

T, € hOm(Hin, Hout)a { (5'4)

11 2 m

T seim R
J1s--5]n

J1

j2 ]n

Note that by this prescription, the dual tensor T te hom(Hout, Hin) is to be vertically
flipped compared to T. As there is no conceptual difference between edges viewed as
inputs and edges viewed as outputs, this distinction is not always needed and we will
hence allow ourselves to raise and lower indices and change direction of edges freely. It
will often be convenient to draw edges horizontally to save space.

A very simple, yet instructive, example of a non-trivial TN is the matrix product

i
= Tikvkj, (5.6)

J

where we have used the Einstein summation convention for the inner product between T
and V¥ j- Two other examples which should be considered are the identity map and the

id = |, and UV = @ @ (5.7)

5.1.1 Merging edges

outer product,

Since G is a multigraph we may sometimes end up with multiple edges between the same
set of vertices, i.e. we may have part of the TN on the form

i1 k1 J1

i2 LTI J2

: @.@ D= T VIR (5.8)
im kr Jn
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5. Tensor networks

So long as the dimensionality of the modes are allowed to change, any TN on this form
can always be reduced to an equivalent TN with only one edge joining the two tensors;

i1 Ky J1 i1 J1
19 ‘h J2 12 '
BOSBOENEE vy e (5.9)

where T"wim o = Titstmy 0 and K = @(ky, ... ,k,) with ¢ being any bijective map
between [di] X [d2] % ... x [d;] and [[]; d;]. Hence, the dimension of the merged subspace
is the product of the dimensions of the spaces being merged.

Evidently, the same procedure may be applied to the dangling edges from a vertex, so
that any TN has an equivalent description as a simple open graph. The TN of eq (5.9)

may for example be represented equally well as

I , 510)

where indices I and J are mapped from {i;};*, and {j;}}"; in a identical manner to that
of K. In multilinear algebra, this operation of taking a multi-mode tensor T to a matrix
T" is known as a matricization, or flattening of T

If we consider the adjoint of a matrix to be equivalent to the matrix itself, the number
M of inequivalent matricizations of an n-mode tensor is equal to the number of ways to
form two non-empty partitions out of a set of n elements, i.e. M =271 — 1.

We will be interested in the ranks of these matrices, which for a given n-mode tensor
form an M-tuple of integers (71,72, ...,7y). Failing to find a standard term, we will refer
to this M-tuple as the multi-rank of a tensor, as it is a slight expansion on the similar
multilinear rank.

5.1.2 Taking derivatives

Since a TN is linear in all its component tensors, taking partial derivatives with respect
to the tensors becomes quite straightforward. Given a TN where the tensor T occurs only
once, we may write its value as

U =Ty, (5.11)

where W is the rest of the network, often referred to as the environment of T', and the
multiplication is inner products taken over all modes of T'. The partial derivative hence

becomes simply
ov

o7 = U (5.12)

As an illustrative example consider

U= , (5.13)

where the smaller dots are arbitrary tensors. The derivative of ¥ with respect to T is then
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Note especially that the dangling edge of T' becomes an identity operator in the corre-
sponding mode of Wrp.
If T occurs n > 1 times in the TN, the situation becomes less trivial. In this case we
may express U as
U =T Upgn. (5.15)

Since the environments of the T’s at different sites are in general different, we introduce a
labelling of these, denoting the T at site ¢ = 1,...,n with 7;. Hence,

U= (é) T) Urpsn. (5.16)

Leibniz’ rule then gives the sought derivative as

ow n n
67T = Z ®T‘J \IIT®" = Z‘IJTN (517)

i=1 \ j#i i=1

where V7, = (®j# T]) Wren is the environment of T;.

5.2 Entanglement in tensor networks

We will now take a look at how we may estimate the entanglement entropy of a TN state.
To compute the exact Rényi entropies S, with a > 0, we would of course need to know
the full set of tensors 7, in which case the calculation is rather straight forward and not
that different from the generic case. What is interesting, however, is that it suffices to
know the dimensionalities of the modes of each tensor T;, € T to be able to give an upper
bound on Sp(A) and hence S, (A) for any region A C 9F.

We will also see that, for networks where all tensor mode dimensions are powers of the
same integer, this limit is also realized for all configurations of 7 except a set with Lebesgue
measure zero. Both of these results goes under the name of Quantum max flow/min cut
and are shown in [25], whose presentation we will summarise in this section.

5.2.1 Quantum max flow/min cut

Consider an open multigraph G = (Vie, E), and partition the edge points € into two
disjoint sets S, T', which we will refer to respectively as the sources and sinks of GG. For
any u € ¢, denote the edge connected to u as e(u), and, for each edge e € F, introduce
a Hilbert space H® with dimension c.. Anticipating that c. will play a similar role to the
capacity (or weights) in the classical max flow/min cut theorem, we introduce the quantum
capacity as a function ¢ : E — Z, such that c(e) = c.

From this setup, we may instantiate a TN by any assignment v — T3, € Hy, = @ .cq, HE-
We denote the set of tensors from one such assignment by 7 € Z = | J,cy H». Commonly,
however, some or all the tensors will have additional constraints. In these cases we will
instead write 7 € J C T.

In the context of our flow network, we may interpret the resulting TN from a particular
choice of T as a linear map 3(7) from source to sink: Let

He = ® fHe(u)7
u€esS

HT = ® He(u)' (518)
ueT
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5. Tensor networks

Then 3(T) € hom(Hg, Hr).
It will also be useful to more generally define, for any set of edges A C E and any set
of vertices B C V,
HA = ® 7‘[6,
ecA

HB = ®Hv

veEB

(5.19)

Definition 5.1. The quantum max flow for a graph G with sources S, sinks T and
quantum capacity c as above is

MF(G,c¢; = k . 5.20

QMF(G.c; 7) = ma rank 5(7) (5.20)

We will further take QMF(G,c) to mean QMF(G,c;Z), from which it follows trivially that
QMF(G,¢;.7) < QMF(G, o).

Given an edge cut set C disconnecting S from 7', we further define the quantum capacity

of C as
QC(C,c) = [] e (5.21)
ecC
leading to the following definition:

Definition 5.2. The quantum min cut for a graph G with sources S, sinks T" and quantum

capacity c as above is
QMC(G,e) = réleucl QC(Cyc), (5.22)

where C is the set of edge cuts separating S from 7.

As a quick aside, we may note that if we introduce a weight function w(e) = logc(e),
the weight of a cut C is equal to the logarithm of the quantum cut

|C| =10g QC(C), (5.23)

also giving
MC(G) = log QMC(G). (5.24)

Lemma 5.1. Let C be an edge cut in G, separating S from 7', and define He = Q.o H®.
Then

B(T) = Ba2fh, (5.25)
where 1 € hom(Hg, He) and B2 € hom(He, Hr).

Proof. Form a partition (S,T) of V =V Ue such that S C S and T C T, and C is set of
edges connecting S with T. Replace each edge (u,v) € C, where u € S and v € T, with
two half-edges (u,e,) and (v,¢]). Denoting the sets of thus introduced edge points as U
and U’, we arrive at two separated subgraphs G, G such that S is contained within G4
and T within Gs.

Evidently, each G; forms a TN in its own right, G; with sources S and sinks U and
Go with sources U’ and sinks T. Their linear maps become 1(71) € hom(Hg, H¢c) and
B2(T2) € hom(Hc,Hr), where T; is the restriction of 7 to G; and we have used that
He =Hy = Hy-

The map S(7) of G is then simply the composition of 51(71) and 52(7T2), i.e. B(T) =
B281, proving the lemma. O
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Corollary 5.1. QMF(G,c) < QMC(G,c)

Proof. This follows immediately from the previous lemma. We can write § = (25, with
B; defined as above, for any 7 and cut C. Choose the decomposition corresponding to the
minimal cut Cpin, w.r.t. ¢. Then

QMF(G,c) = max rank 5 = max rank(f201) < max rank 81 < dimH¢, = QMC(G,c).
1

O

While the above result is well known, the lower bound on QMF is less studied. The
following theorem shows that QMC = QMF for special capacity functions.

Theorem 5.1. Quantum max-flow /min-cut theorem
If there is a positive integer d € Z such that log;(c.) € Z4 for all e € E, then

QMC(G, ¢) = QMF(G, ¢) (5.26)

Proof. This can be proven by constructing an explicit instantiation of 7 which fulfils
rank 3(7T) = QMC(G,c), since the previous corollary shows QMF < QMC. For details,
see [25]. O

This actually gives a lower bound on QMF for any TN, since we can choose T in such
a way that each c(e) is effectively reduced to be d taken to some integer power, for some
deZy.

Corollary 5.2. If there is a positive integer d € Z such that log,(c.) > m. € Z for all
e € E, then
QMF(G,c) > QMC(G, ) (5.27)

where ¢/ (e) = d™e.

Proof. Taking ¢ — ¢ demands us to make a corresponding transformation H¢ — H'¢ of
the Hilbert spaces, since c¢(e) = dim H® and ¢(e) = dim H'®. Choose H'® C H€, which is
possible due to that ¢/(e) < ¢(e) Ve.

Each tensor of the original TN is then an element T3, € H, = @.cq, H®, while the
tensors of the reduced TN are T}, € M) = ®.cq, H'©. Hence, H) C H, Vv € V, from
which it follows directly that QMF(G,c) > QMF(G,c'), and by theorem 5.1, QMF(G,¢) =
QMC(G,c), which finishes the proof. O

It is also possible to show that QMF = QMC for a slightly different special case of TN’s:

Proposition 5.1. Let G, ¢ be as above and introduce a weight function w(e) = log, c(e)
for some d > 1. Consider the classical max flow MF(G,w). If this flow is at each edge
log,; of some integer and there is no closed loop in G in which all edges have non-zero flow,
then QMF(G, ¢) = QMC(G,c).

Proof. See [25] O

While the above results are interesting in their own right, their usefulness is quite limited,
due to the fact that QMF is stated as a maximisation over 7, but the more common case is
to have a fixed 7. However, the following proposition asserts that the maximum quantum
flow is actually reached for almost all choices of T .
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Proposition 5.2. The set K of all tensors 7 € Z such that rank 5(7) = QMF(G,c) is an
open, dense subset of Z.

Proof. Let M = QMF(G,¢). We note that rank 5(7) < M implies the vanishing of all
M x M minors to #. The minors are polynomials, meaning that Kt = {T;rank (T) < M}
is a proper affine variety. This tells us[25, 44| that K is an open, dense subset of Z, which
is the statement of the proposition. O

5.2.2 Quantum max flow/min cut with restricted tensors

It is a common case that one wishes to consider tensor networks where the tensors are
chosen from a smaller set than Z. For this reason, we make some minor extensions to the
ideas of Cui et al[25] in this section, beginning with a slight generalization of the preceding
proposition.

Fix a basis {ef};c, for each edge space H® with e € E. This implies a basis {e}} for
each vertex space H,, v € V, in which we may expand each tensor T, according to

T,=)Y Tiel, T,cF (5.28)
%

where IF' is the field of the Hilbert space. Introduce an arbitrary ordering of these compo-
nents according to t,, 5y = T, % where ¢(v,) is an arbitrary bijection mapping vertex-index
pairs onto [N] with N being the number of such pairs. We then have ¢t € FV,

Fix a subset of the components Té, that is, partition ¢ into ¢t = (tfee, thixed) Such that
tiree € F™ and tgyxeq = a for some constant o € FN—™,

Now, let J C 7 be the space in which 7 now takes values, i.e. let
T ={T € Tittree € F" thixea = a} X F". (5.29)

Proposition 5.3. The set K of all tensors 7 € J such that rank 5(7) = QMF(G,¢; J)
is an open, dense subset of 7.

Proof. The proof is completely analogous to that of prop. 5.2, since all minors of 3 are
polynomials in the components of tee. O

A commonly occurring restriction is that one or more of the tensors are diagonal. If
these are adjacent to minimal cuts it will reduce the quantum max flow of the TN.

Proposition 5.4. Let J be a subset J C Z such that T, is restricted to be a diagonal
tensor for some vertex v € V. For simplicity we demand in addition that all bond di-
mensions ¢, = dim H, for e € dv are equal to d. Consider the cut set C' of an arbitrary
quantum minimal cut QMC(G, ¢) and define m = max{|C' Ndv| — 1, 0}. Then

QMF(G,¢; J) < d~™ QMC(G, c). (5.30)

Proof. We begin by noting that for m = 0, the statement is identical to the limit we have
already shown for QMF (G, ¢) with unrestricted tensors.

Consider instead the case m > 1, and once again note that the cut set defines an
intermittent Hilbert space Ho = @Q.cc He, so that the map (7)) hence may be partitioned
into 8 = fBrfBs, with Bg € hom(Hg,Hc) and Sr € hom(He, Hr).

We may without loss of generality assume T, to be a part of Sp, which we may then
partition according to Sy = BBy, with 8, = T, ® id(He\qw) € hom(He, Hevaw udo\c)-
This gives 5(7) = BrSufs, and hence

rank 3(7) < rank 3, = dim H e\ g, rank T}, = d~™"1 QMC(G ) rank Ty, (5.31)
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where we by rank T}, mean the matrix rank of the flattening of T, implied by 3,. However, it
is a simple result from multilinear algebra that the multi-rank of a diagonal d"*-dimensional

tensor is (r,r, ..., r), where r < d is the number of non-zero elements of the diagonal vector.
We hence have rank T}, < d, giving
rank S(7) < d™" QMC(G, ¢). (5.32)

This holds for any assignment of tensors 7 € J, which is precisely what is required by
the statement of the proposition. O

Proposition 5.5. Let J be a subset J C T such that T, for i = 1,...,n are restricted to
be diagonal tensors for some non-adjacent vertices v; € V. We further demand that each
tensor 7T, have all bond dimensions ¢, for e € dv; equal to d;.

Consider the cut set C' of an arbitrary quantum minimal cut QMC(G,c) and define
m; = max{|C Ndv;| — 1, 0}. Then

QMF(G,¢;J) < [ d; ™ QMC(G, c). (5.33)
i=1
Proof. The proof is analogous to the preceding proposition, but with 3, replaced by 8,1 =

One thing to be noted about the latter proposition is that the demand of the vertices to
be non-adjacent is essential to ensure that 8 may indeed be written on the form S7+ 8,185,
with f(,,} as indicated. The non-adjacency demand should however never be any problem
in a practical situation, since the contraction of two adjacent diagonal tensors is itself a
diagonal tensor.

The above two propositions points us toward a modified notion of quantum capacity for
the cases where some tensors are restricted to be diagonal; especially the cumbersomeness
of having to restrict to non-adjacent diagonal tensors give us a clue that the more natural
notion of a cut is for this problem rather the combined cut discussed in section 4.4. We
will now proceed to introduce such a notion for TNs with diagonal tensors.

Consider now a TN on the network G = (V, E), which is restricted such that all the
tensors on the vertices U C V are diagonal and denote the restriction of Z that this implies
with J. Further let dU be the set of edges connected to any vertex in U and with 0C' the
set of vertices connected to any edge in the set of edges C C E.

The capacity function is now taken to be ¢: VU E — Z, U oo, with ¢(e) = dim H® for
all e € E, as usual. For vertices v € V' on the other hand, we define

{rankTv ifvel,

00 otherwise.

c(v) = (5.34)

Note that, for all v € U, ¢(v) = rank T}, < mingeq, c¢(€), by virtue of T, being diagonal.
We may now proceed to introduce our modified definitions of the quantum cuts.

Definition 5.3. Given a combined cut set C' = Cy U Cg, with Cy € V and Cg C F,
disconnecting S from 7', we define the restricted quantum capacity

QC(C,qU) = H c(x). (5.35)

zeC

We further define the restricted quantum minimal cut to be
QMC(G,¢;U) = 151612 QC(C,qU), (5.36)

where C is the set of all combined cut sets separating S from 7.
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This allows us to introduce this slightly more general version of prop. 5.5:
Proposition 5.6. QMF(G,¢; J) < QMC(G, ¢; U).
Proof. Similar to that of prop. 5.5. O

In fact, it turns out that with the above notion of quantum min cut, the quantum max
flow/min cut theorem holds also for our restricted TN case.

Theorem 5.2. (Restricted quantum max flow/min cut theorem)
If no two vertices u, v € U are adjacent and there is a positive integer d such that log, c(z) €
Z, for all x € EUU, then

QMF (G, ¢; J) = QMC(G,¢; U). (5.37)

Proof. Since we already know QMF(G, ¢; J) < QMC(G, ¢;U), it is sufficient to construct
an explicit map B(7) such that rank 5(7) = QMC(G,c;U) and T € J. To keep the con-
struction relatively sane we will restrict to the case of all diagonal tensors being Kronecker
deltas; that is, denoting the rank n Kronecker delta by

o, = Diag{1,1,...,1}, (5.38)
——

n elements

leaving the number of modes implicit, we set T}, = d.,) Vv € U. The generalization to
arbitrary diagonal tensors is conceptually no different.

We first note that we may without loss of generality truncate the Hilbert spaces of each
diagonal tensor to have the same dimension as the rank of the tensor; i.e. it suffices to
consider the case where for each v € U, e € dv we have c(e) = ¢(v) = rank T,,.

The next step is then to construct an equivalent TN on a graph G' = (V', E’) where
all edges have equal quantum capacity. If edge e = (u,v) has ¢, = d™ this is achieved
by replacing e with m parallel edges {ej,...,en} between u and v each with quantum
capacity d. Note that in particular, this turns the Kronecker delta tensor dgm into (d4)®™,
so that a vertex u € U with tensor d4m maps into m vertices {u;}7~; in U’, each fulfilling
du; = du and having the tensor 4.

Denoting the set of vertices with diagonal tensors in G’ with U’, we thus arrive at the
following modified capacity function;

d ifzeE Ul
¢ (x) z{ ne (5.39)

00 otherwise.
We will also for the sake of clarity introduce the unweighted capacity function

1 if E'uU’
d'(x) = { hre (5.40)

00 otherwise.

Since by construction QMC(G',d; U") = QMC(G, ¢; U), the unweighted min cut of the
equal-weight TN becomes MC(G’, ¢") = log; QMC(G, ¢; U). By theorem 4.6, we thus have
exactly p = MC(G', ¢) edge-disjoint paths from S to T such that the maximum number
of paths through v € V' is ¢’(v). Make a choice of p such paths P and assign the tensors
T with v € V' \ U in the following manner:
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Let P, be the set of length 2 path segments (e1, e2) in the paths P such that ej, e € dv,
and define for e € dv

= (1,0,...,0 ifenU =0
mez{xo (7 ) ) ) e (541)

x; = (1,1,...,1) otherwise.

Then T) is assigned the value

T;:( X 5d(Hel,H€2)) ( (0 m) (5.42)
(

e1,e2)EP, ecdv\P

This construction can then be seen to put 8 on the form

B = o (8a)%P (x0)®" # 0, (5.43)

where o € Z and n is such that the dimensionality of 5 agrees with the capacity function.
From this it is trivial to read out rank f = dP = QMC(G,c;U). Since any 8 which is
realizable on G’ with diagonal tensors on U’, is also realizable on G with diagonal tensors
on U, this proves the theorem. ]

Once we have shown this, it is a trivial matter to show that the analogous statement to
corollary 5.2 also holds.

Corollary 5.3. If there is a positive integer d € Z such that log,(c(x)) > my € Z4 for
allz € EUU, then
QMF(G,c; J) > QMC(G, d;U) (5.44)

where ¢ (z) = d™=.

Proof. Identical to that of corollary 5.2. O

5.2.3 Quantum max flow and entanglement entropy

A large part of our interest in studying quantum max flow/min cut comes from the fact
that we can use it as a simple short cut to estimating the quantum entropy of a given TN
state.

First consider a mixed state described by the density matrix p € end(H), for some
arbitrary Hilbert space H. Since p is a linear map, it is always expressible as a TN on
some graph G, with capacity function ¢ and tensors 7. It is easy to see that in this
description, 3(7) = p, from which it follows that the zeroth Rényi entropy is

So(p) = logrank p = logrank 5(7) < log QMF(G, ¢), (5.45)
and, since Sy is an upper bond on S, for o > 0, this gives
Sa(p) < log QMF(G, ). (5.46)

We might instead consider describing the pure state |¢)) € H 4 ®Hp by a tensor network
G,c,T. Letting A correspond to the sources and B to the sinks, this TN describes a map
B(T) € hom(H a,Hp). The density matrix is p = |¢) (¢| and the reduced density matrix
for system A may then be expressed as

pa=trpp=p4, (5.47)
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where 37 € hom(Hp,Ha) is the adjoint of 3.
Calculating the zeroth Rényi entropy we once again arrive at

So(A) = logrank p = logrank 873 < logrank 5 < log QMF(G,¢), (5.48)
and hence

Sa(A) <log QMF(G,c). (5.49)

5.3 Matrix product states

The simplest form of standard many-body states representable in TN form that is found
in the literature is that of matrix product states (MPS), where the state of an n-particle
system is decomposed into (mostly) 3-way tensors. An MPS description can be constructed

of a generic state as
) = = = ... = (5.50)

' o i 02 in
where the A®) are found through successively performing SVDs. For k € [n — 1],

1 . .
1 192 n

dk dk
R(k)dik,“.,in — Z )\ZL(k)JiklR(kJrl)JikJrl7~~~,l'n — Z A(k)ik]lR(k+1)7lik+1,,..(in; (551)
=1 =1

where L and R are the left and right unitaries, A; the singular values and dj, the rank of the
SVD, R =1 and dop = d, = 1. The canonical definition of MPS however allows also
do = d,, > 1, which is more natural in the common case of periodic boundary conditions,
and defines the state by tracing out the corresponding index,

) = Ztr [Az(ll)Ag) ' Az(:)] li1is ... i) = ({A(l) H A }» . «{ Al p (5.52)
{in} ‘ ‘ ‘
21 12 tn
Note that this construction is still capable of representing any possible state in the
original Hilbert space, meaning that we may still have a number of parameters that is
exponential in n. However, as shown by [45], by restricting the ranks of the SVDs the
parameter count can be reduced to polynomial in n while still forming good approximations
to ground states in 1-D systems with local interactions.

5.3.1 Gauge symmetry

The MPS description as presented above does not uniquely determine a quantum state.
In particular, the state |¢) in eq. (5.52) has a gauge invariance on the virtual bonds which
most generally may be written

AE” N A;(j) — MO A§j> MG+D-1 (5.53)

where M) is any matrix with a left inverse M (@)—1,
It is often useful to introduce a partial gauge fixing to reduce the degrees of freedom
available to a numerical search. For this purpose, a number of canonical forms have been
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introduced, perhaps the most common of which is the left/right canonical or isometric
form. In left canonical form, with the right canonical defined similarly, each tensor A;7
is restricted to

. . A
A“jkAﬂl =id*, or simply h. = [ (5.54)

This is easily seen to reduce the gauge freedom to M) ¢ U(d;) where d; is the dimension
of the left virtual bond of AW,

5.3.2 Entanglement

For locally interacting spin systems in two dimensions or more, the MPS construction
with low bond dimensions generally stops being efficient. This is easily seen to be the
case by considering the entropy S(A) of some connected region A of the system. For
physical states this tends to scale as the area of the boundary of A, i.e. in D dimensions,
S(A) o< LP~1, where L is the length scale of A. On the other hand, for an MPS with bond
dimensions d; < d for all ¢, the quantum min cut/max flow theorem immediately gives
S(A) < 2logd, suggesting that the MPS description can only be accurate for d o eLD?l,
which is problematic for all D > 1.
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Numerical renormalization group
methods in quantum mechanics

The Renormalization group (RG) is a set of methods from theoretical physics dealing with
transformations between different length and/or energy scales. These transformations are
typically defined such that the theories become self-similar at different scales, but param-
eters of the theory are allowed to vary. This self-similarity often implies that information
is lost as as the length scale is increased, rendering the transformations non-invertible. Of
particular interest is the fixed points of the RG transformations, where the theory becomes
scale invariant.

While RG ideas are omnipresent throughout theoretical physics, we will in this thesis
mainly concern ourselves with the subset dealing with numerical simulations of quantum
many-body systems on lattices, most notably the Density Matrix Renormalization group
by White [14, 15] and the Entanglement Renormalization procedure by Vidal [16], which
is perhaps best recognized by the name of the related quantum state ansatz, MERA.

6.1 Numerical real-space renormalization group

A simple view of real-space RG which we will now present is done by Vidal [16], although
the basic ideas date back to Wilson [46] and White [14]. Consider a quantum mechanical
system on a D-dimensional lattice £, which is described by a state [¢) in a Hilbert space

He = Q) Hs, (6.1)

seL

where H, is the finite-dimensional Hilbert space of site s € L. It will also be useful to
define

HA = ® HS (62)
SEA
for any set of sites A C L.

An elementary real-space RG transformation is then a transformation from the lattice £
to a smaller effective lattice £, in which each site s’ € L’ corresponds to a coarse-grained
version of a block B C L of neighbouring sites in £. This means that for a site s’ € L',
the corresponding Hilbert space is chosen as

H., =S C Hp, (6.3)

where the map between H., and Hp as well as the subspace Sp is induced by means of
an isometry

w:Hy — Hp. (6.4)

37
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Note that this isometry implies wiw = id but that ww’ # id unless w is also unitary,
which would imply Sgp = Hp.

Since an isometry between Hilbert spaces is a linear map, we may express w as a tensor,
which for three-site blocks, B = {s1,s2,s3}, may be expressed in TN notation as

w = , where whw = id, (6.5)

51 82 53

with obvious generalizations to different block sizes.

The question that remains is now how to choose w and in particular Sp in such a way
as to minimize the dimension m of H/, while keeping the relevant properties of |¢) in the
renormalized state |¢') € H/n,.

As observed by [14], this is most clearly phrased in terms of the reduced density matrix
of the block B,

pB = trpge ) (Y], (6.6)

in terms of which the renormalization step becomes

pB — py = w'ppw = (6.7)

We may then phrase the optimal choice of w as the one that minimizes m while projecting
out as little as possible of the probability density of pp. In other words, for a tolerance of
€, we choose the w which minimizes m while fulfilling

trpp —trpy <e (6.8)
This condition immediately leads to
Sp = span{[p1),[p2) ;- - [Pm)}, (6.9)
where |p;) is the eigenvector corresponding to the ith largest eigenvalue p; of pp and m is
chosen to be the smallest integer for which (6.8) holds.
6.2 Density matrix renormalization group

The density matrix renormalization group (DMRG) is an algorithm originally introduced
by White [14, 15] in the context of real-space RG, but in modern literature more often
interpreted as a variational approach for numerical optimization of many-particle quantum
states. It is arguably one of the most successful numerical methods within the field of
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condensed matter, and have been applied with good results for a large range of problems,
especially in the context of strongly correlated systems on 1D lattices. We will make a
brief introduction of the method, following [47].

As in the previous section, we consider a system on a 1-dimensional lattice £, with
quantum mechanical state space Hy = @, Hs. For concreteness we specialize to the
problem of finding the ground state of some local Hamiltonian H.

6.2.1 Infinite lattice DMRG

The infinite lattice DMRG starts by considering the system on a lattice of length small
enough that the ground state may be calculated exactly. Partition this smaller lattice into
a left block A and a right block B where A and B is of equal size, such that £L = A B,
where we by A B simply mean the concatenation of A with B. Now enlarge the lattice
with two sites between the blocks, to

L' =AeeB. (6.10)
In this slightly larger lattice we may write an arbitrary state as

) = Z Vasa,spb @ al8)al8)510) 5 (6.11)

a,54,5B,b

where |a) 4, forms a basis of of A, |b); forms one over B, and |s) 4, and |s) 5 are bases for
the left and right newly introduced site respectively.

Given that we chose our initial lattice sufficiently small, we may now find the ground
state of our Hamiltonian on £, by finding the [¢)) that minimizes

= W) (6.12)

(¥[)
Having done this, we now wish to increase the size of the lattice. To allow for that, however,
we need to make sure the Hilbert space dimension of the problem stays contractible.
DMRG deals with this by forming new blocks Ae and eB which are coarse-grained to A’
and B’ precisely as in section 6.1, where the dimension of the thus coarse-grained Hilbert
space is selected either by some limit € on the truncation error, or simply truncated to
some maximum m.

The thus found isometries may then be applied also to the Hamiltonian, giving a coarse-
grained approximation H' = wLwTBH wawp. This completes one step of the algorithm,
which now can be rerun, introducing two new sites between A’ and B’, with corresponding
terms in the Hamiltonian. This process is illustrated in figure 6.1a and can of course be
repeated indefinitely, until a desired lattice size L is reached.

6.2.2 Finite lattice DMRG

While there are some cases where the solution that is arrived at by the infinite lattice
DMRG is sufficient, it does make the quite bold assumption that the ground states of
smaller lattices will be more or less identical to those of larger lattices. To alleviate this
assumption, one can run a few iterations of a variant on the above algorithm, known as
finite lattice DMRG, where the lattice size is kept constant.

Just as before, the lattice is partitioned into A e @B, the ground state |¢)) of the approx-
imated Hamiltonian is found, and Ae is coarse-grained to A’. The other block, however,
then has to shrink by one site in order to keep the lattice size for the next iteration. This
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(a) Infinite lattice (b) Finite lattice
[A]® @3] [A @ @ B
[ A/l® @B ] [A 1@ @ B]
l Al® @B l LA /® @_B]
| e o[k @ oo Bl
l Al® @B l LA L X ] B]
l Al® @B | [A L X ] B]
: (A 1@ @] B]
[4 L X J B]
[A L X J B final state

Figure 6.1: Illustration of the blocking procedure of the lattice in (a) infinite and (b)
finite DMRG. Each line is to be interpreted as a step in the algorithm, which runs from
top to bottom.

is done by taking B’ to be the most recently calculated right-block of the desired size. The
algorithm can now be repeated, until B is reduced to having zero sites, after which one
switches to instead having B grow at the expense of A. Running the algorithm from small
A to large A and then back to small is known as a sweep, and one typically only have to
complete a few of them to get convergence. This procedure is illustrated in figure 6.1b.

6.2.3 DMRG and MPS

As originally found by [48, 49], both the infinite and finite DMRG may be expressed as
variational algorithms over MPS states. To see this, denote the effective basis for block A
with length [ as |a;), and for the site next to it by |s;). Let their respective Hilbert spaces
be H4, and H,. As noted before, when growing a block from length [ — 1 to I, DMRG
finds an isometry wl that is then used to map Ha, , ® Hs, into Hy, as

‘al> = Z w[l]azaFl’s[ |al—1> |Sl>' (6'13)

a;—1,81
Expanding this recursively leads immediately to the (partial) MPS
- a
lag) = wwl . wlle|s)) [s0) .. ]sp) = : , (6.14)
{si} S1  S9 Sy

and the isometry conditions on wl immediately gives that this MPS is on left canonical
form. Performing the same process for block B gives a corresponding MPS on right
canonical form, so that the full state on A e ¢ B may be described as

1) =99 0% 9 (6.15)

where

) = G—~ (6.16)

is the state of the reduced Hilbert space, i.e. the same as that in equation (6.11). The
optimization is then at each stage performed over |¢). For the example problem of finding
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the ground state of H which we considered above, the minimization to be performed is
once again

CWIE _(u|H)
AT Ty e gy (6.17)
where
(V[H|W) = = = (Y|H'|Y) (6.18)
and
(wlw) =

OGPO=0Eh ool D O=0 4 AN
:...:@zww,

where we have used that the MPS tensors of block A (B) are in left (right) canonical form.

Again, once the optimal |¢) is found, the Hilbert space is truncated to the m biggest
eigenvalues of p4 and pp respectively. Since |¢) is a pure state, this is equivalent to
truncating to the m singular values with highest absolute value of the SVD decomposition
of |¢) into Ae and eB, i.e. one takes

T~ w (6.20)

where the diamond is a diagonal matrix containing the non-truncated singular values and
the left and right dots are our sought isometries, i.e. MPS tensors on left and right
canonical form respectively.

For the infinite system DMRG, both isometries are kept and two new sites are introduced
between them in the lattice, after which the next step of the algorithm is run.

For the finite system, however, either the left or the right isometry is kept depending on
the direction of the sweep. If we are sweeping to the left, the right one is kept, while the
left now lives within the Hilbert space over which we are to optimize, and it may then be
used as part of an initial condition for this search. To be specific, a good ansatz for the

next |¢)) would then be to take
¥) = % % - (6.21)

where the diamond is the singular values above and the leftmost dot is the rightmost MPS
tensor of the A block in the previous step.

6.3 Entanglement renormalization

Although DMRG has been very successful for the solution of 1D problems, it does have
some significant limitations. The first stems from the fact that MPS are rather inefficient
at representing highly entangled states — as noted in a previous section the representational
power of MPS is insufficient for efficient simulation of area-law entangled systems in 2D
or more, as well as of critical systems in 1D. Another observation is that some aspects of
DMRG fits poorly into the conceptual picture of renormalization. Specifically, it does not
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have scale invariant systems as fixed points. Instead, running DMRG on these systems
typically causes the state space to increase with each iteration until eventually running
out of memory. This was noted by Vidal, causing him to propose the FEntanglement
Renormalization RG procedure[16].

A significant point that one may notice about the procedure of section 6.1 is that the
minimal choice of m is highly dependent on the amount of entanglement between B and
Bb. A simple way to see this is to note that for € = 0, m = rank pp, which is simply the
Schmidt number of pg. For non-zero e, this is of course not an exact relation, but the
connection with entanglement entropy remains.

Based on this observation, Entanglement Renormalization is a method of reducing the
dimensionality of the renormalized Hilbert space while preserving the locality of operators
by performing unitary operations between boundary sites in B and adjacent sites in B
S0 as to minimize short-range entanglement prior to coarse graining.

To formalize the procedure it is simplest to restrict ourselves to the case of three-site
blocks B = {s1,82,53} on a 1-D lattice, noting that the generalization to larger block sizes
will be conceptually no different. Let 71,73 € B be the nearest neighbours of s; and s3
respectively and define A = BU {r1,r2}. We can then introduce two disentanglers u; and
uz as unitary operators on H,, ® H,, and H,, ® Hs, respectively, chosen such that the
entanglement of

PB = trry g [(ur @ ug) T pa(ur @ ug)] (6.22)

is smaller than or equal to that of pg. Coarse graining with an isometry w as in the
previous section then gives a truncated Hilbert space Hz with dimension m < m, which
is of course desirable. We can express the full RG transformation of B as

S

. /i ; (6.23)

151828373

and performing the procedure recursively on the entire lattice leads to a transform on the
form

: (6.24)

- ~

AL IR0

where the individual tensors need not be identical.

This form of TN (and generalizations to higher dimensions) can also be utilized as an
ansatz for the quantum many-body state itself, and then goes under the name of Multiscale
Entanglement Renormalization Ansatz (MERA) [50].

~
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Machine learning

Machine learning may in general terms be defined as the study of algorithms which learn
from data. This definition is of course quite vague, meaning that, to make any progress
at all we will need to introduce several assumptions on the nature of the data and of
the task, as well as a more stringent definition of what is meant by “learning”. One
formalisation of this, which we will use, is known as Statistical learning theory. A more
thorough presentation of the subject can be found in e.g. [51-53].

We will in this chapter introduce a multitude of different machine learning models,
focusing mainly on representational aspects, while largely ignoring the equally (if not
more) important issue of training. A good place to start if one desires a more covering
review of (relatively) current machine learning, and deep learning in particular is the book
by Goodfellow et al [37], or the somewhat more brief review article by Mehta et al [54].

7.1 Statistical learning theory

We may consider the problem of learning as the task of finding some optimal function
f: X — Y based on empirical data D. The starting point of statistical learning theory is
to let this data consist of samples (z1, 22, ...,2n5) with z; € Z D X, and to assume that
the z; are i.i.d. according to some distribution P(z) € P(Z), where P(Z) is the set of
probability distributions over Z. Typically, the optimal f is considered to be that which
minimizes some risk functional R|[f], often defined as some expected value of the error
made by the function for particular samples.

Machine learning problems where the algorithm is fed pre-existing datasets may be
broadly categorized into two classes, supervised and unsupervised learning. There is an-
other class of problems grouped under the term reinforcement learning, where there is no
pre-existing dataset and the algorithm thus has to learn by taking individual samples. We
will only consider supervised and unsupervised learning, however.

7.1.1 Supervised learning

In supervised learning, the dataset is labelled, meaning that Z = X x ), and the function
to learn is often taken as
f: X =Y. (7.1)

The z; € X are generally referred to as patterns or inputs, while y; € ) are labels or
outputs. The risk functional is then generally expressed as

Rlf = [ d(f(@).p)dPlay) (72)

where d : ) x Y — R is some (quasi-)distance measure on ). Note that this implies that
we may by appropriately choosing d( -, - ) arrive at an interpretation of the ideal f(z) as
the mode or mean of P(y|z), depending on whether ) is discrete.
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Alternatively, we may want to find something like an estimate of the conditional distri-
bution P(y|z), in which case we let f : X — P()) and set the risk functional to e.g.

RlfI = [ d(f(@),P(- 2)) dP(@) (73)

where P(x) € P(X) is the marginal distribution over x and d : P()) x P(Y) — R.
Common examples of supervised learning include image classification, speech recognition
and translation.

7.1.2 Unsupervised learning

In unsupervised learning, there is no division of the dataset into inputs and labels. Rather
the input space X is taken as X = Z, and the output space Y may be defined arbitrarily.

Generative models

The unsupervised learning problem which is most easily framed within the language of
statistical learning is that of generative modelling where we essentially try to find an
approximation Q(x) of the actual distribution P(z). In this case the risk is commonly
defined as the Kullback-Liebler divergence between P and @),

P(z
Qz

Other unsupervised problems include principal component analysis (PCA) and cluster-
mng.

RIQI= [1og ) dP(a) = DPIQ) (7.4)

Principal component analysis

Principal component analysis (PCA) is one of the most common methods of dimensional
reduction and works by projecting data of high dimension onto the directions of largest
variability, the idea being that these directions should also carry most of the relevant
information.

Following the presentation of [53] we begin by considering a dataset D = (z1,...,2N)
where x; € ‘HP for some Hilbert space H. We wish to make a dimensional reduction of D
by constructing a rank-q linear model

w e HP
FA) =pu+ WA, W e U(HI, HP) (7.5)
e H

approximating the data.
Taking the distance function to be the Ly norm of the error we get the empirical risk

1 N
Rnlfl=35 Do llwi — = W% (7.6)
=1

One can show that this together with the condition ) ; W \; = 0 leads to optimal choices
of u and A; as

(7.7)
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It remains to find W. For convenience, assume Z = 0. Then
Ry[f] =Y ala; — 2alwwia; + eflwwiwwia,
i

=tr XTX = 2tr XTWWIX + er XTWWIWWwix (7.8)
=tr XX — tr XXTWwTi
=t UDU' — tr UDUTWWT,

where we have introduced the design matrix X = (x1,...,zy) and made an eigendecom-
position of the covariance matriz p = XX into UDUT, where the diagonal matrix D is
ordered such that the largest eigenvalues appear first, i.e. |Dyi| > |Daa| > .. ..

Let U and D be the truncation of U and D containing the first ¢ eigenvectors and
eigenvalues respectively. Then choosing W = U gives

Ry[f]=trD —tr D, (7.9)

which is clearly the optimal choice.

The components of 5\, found by the projection 5\, = Ut (x;—) are known as the principal
components of x;. With a properly chosen rank ¢, these contain most of the variability
of the original dataset and may hence be used as a lower-dimensional substitute for z; as
input to e.g. a supervised learning model.

7.2 Artificial neural networks

Artificial neural networks (ANNs) is a class of machine learning models loosely based on
the functionality of biological brains, which have played a large part in the recent surge
of interest in ML. There are many different types of ANNs, but common to most is that
they represent some parametric function in a distributed manner by modelling interactions
between a set of neurons, some of which receive input while others produce output.

We will in this thesis consider ANNs which can be described in two main model frame-
works — feedforward neural networks (FNNs) which we will introduce presently and Boltz-
mann machines which are special cases of the Markov random fields to be discussed later
in this chapter.

7.2.1 Feedforward neural networks

The simplest, and by far the most popular, type of ANNs are feedforward neural networks.
These networks are built upon neurons each of which represent a scalar function a(x) of
some input vector z, in which each component is either taken as an external input, or as
the output value from another neuron.

The input-output structure of the network may be represented as an open acyclic,
directed graph G = (V,E) where each vertex v € V correspond to a neuron and each edge
(u,v) € E tells us that the output a,, of u is an input to v. An open incoming edge is taken
as an input to the network, while an open outgoing edge is an output, so that the network
as a whole describes some vector-valued function f(z). Figure 7.1a shows a single neuron
represented in this manner, while a full network may be displayed as in figure 7.1b.

The probably most common form of the neuron function a(z) is the McCullogh-Pitts
neuron|l| and was introduced already in 1949. It is on the form

a(z) =0 (w-x+0b) (7.10)
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(a) Artificial Neuron (b) FNN (c) Layered FNN
o) 71 2
fi(x) fi(z)
9 x2
fa(x) fa(x)
ry w2 w3z T3 x3
f3() f3(x)
T4 X4

Figure 7.1: Graphical representations of feedforward neural networks. The graph of a
single neuron with three inputs is shown in (a), an example of an arbitrary FNN is shown
in (b) and (c) shows a layered FNN.

where the weights w and the bias b are to be determined by the learning algorithm,
while the activation function o : R — R is usually taken to be some fixed monotonically
increasing function.

A common special case of FNNs is that of figure 7.1c when the neurons are organized in
successive layers, such that only the first layer receives external input, each following layer
takes the neurons from the directly preceding layer as input and the final layer is treated
as the output of the network. This gives a splitting of the f(x) thus described as

fla)y=fWo Do o fW(), (7.11)
where
f(l) (x) = @agl)(w), (7.12)
with az(-l) () being the output of neuron i in layer [.

For McCulloch-Pitts neurons, this gives the functional form of f® (x) as

J

f(l)z(x) =0 (Z Wijx; + bz) . (7.13)

7.3 Convolutional neural networks

One of the main lessons of theoretical physics is the power of symmetry in understanding
and finding efficient descriptions systems. Intuitively, this should carry over to the context
of machine learning as well: If the input data for a given machine learning task is known
on beforehand to possess some kind of symmetry, it is reasonable to assume that the
complexity of the task can be greatly reduced if one is able to hard code this symmetry
directly into the algorithm.

For the arguably very common tasks of image- and sound recognition, one such sym-
metry is translational invariance. One particular class of layered FNNs that have been
developed for tasks with translational symmetry is convolutional neural networks (CNNs),
which have given rise to some of the greatest successes in ML to date.
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7.3.1 Convolutions

A convolution is in its most general form an operation between functions of a real parameter
defined as

(f+9)a) = [ dr f(r)ga— 7). (7.14)

If g(x) is a probability distribution, one can think of (f % ¢g)(x) as a moving weighted
average of f(z). One usually refers to f as the input and g as a kernel [37].
Of more use in a machine learning setting is the discrete convolution which, similarly,

is defined as
o0

(@xb)n= > amby—m. (7.15)

m=—00

Generalising to functions from NV to R we write

(@xb)n= Y ambn-m, (7.16)

meNN

and note that in all the above cases, a *b = b x a.

Translational symmetry

Let T be a translation function, defined as T'(a,) = an+¢. Then it is easy to see that
(T(a) #b)n = T(an-m)bm =D antt—mbm = T((a b)), (7.17)
m m
i.e. the action of a translation commutes with the action of a convolution.

7.3.2 The structure of a CNN

A CNN is generally composed of a sequence of layers of different types; starting from an
input layer, it alternates between convolutional and feature map layers, interrupted by a
pooling layer every few iterations and often finishing with one or more layers of a fully
connected FNN [55]. Below we will provide a brief explanation of the layer types, taking
x as the input and f(x) as the output of each layer.

The input to a layer in a CNN is best described as living on a D-dimensional lattice
L. To be specific, it is given by at each site s € L specifying C scalar values, all in all
giving a vector z¢ € RE*Mix-xMb “where M; is the size of the lattice dimension i. We
will refer to C' as the number of channels of the layer. For the case of RGB images, a
standard choice is to take a lattice with D = 2 where each site is a pixel, and C' = 3 with
each channel corresponding to the amount of red, green or blue in each pixel.

Convolutional layer

The convolutional layer is the work horse of CNNs and is generally defined as a convolution

in the lattice dimensions and an arbitrary affine transformation in the channel dimension,

i.e.

fC,s(x) - Z(WCIC * xc)s + bC/ = ZWC,c,m T—m + bC,a (718)
c c,m

where b is a bias term and w is referred to as the kernel of the convolution, usually taken

to be non-zero only for a small hypercube of length K = 1,3,5,7,... in £ centred around
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m = 0. Note also that the number of channels in f(z) is in general different than that in
x.

Two subtleties which we should mention before moving on is that to prevent unintended
reduction of the lattice size, the input is sometimes padded with zeros before calculating
f(z), and that f(x) is not always calculated for every s, but rather for every Sth site
in each direction. The number S € N is called stride and the function calculated by
a convolutional layer with stride S and kernel size K may (after some reindexing) be
expressed as

K
fc 3(37) = Z Z we e;mTS(s—1)+m (719)

¢ {m;}=1

Feature map layer

The feature map layers are generally taken as an element-wise application of a non-linear
activation function o : R — IR, i.e. as functions of the form

f(z) = @ o(x;). (7.20)

7

The activation function is often chosen from the same family of functions as that of the
McCulloch-Pitts neuron.

Pooling layer

The pooling layers perform operations to reduce the lattice size in a manner not dissimilar
to the course-graining of physical systems in RG methods. Often this is done by parti-
tioning £ into hypercubic blocks B and constructing a new lattice £ where each site s’
corresponds to a block B C L. To put it concretely, the inputs for each block are passed
through a function ¢ : RIZl — R as

fes(z) =9 (@ xcs> . (7.21)

seB

Common choices of g(x) include max pooling where g(x) = max; z;, and average pooling
where g(x) = ﬁ > @i [4]. We will also be interested in product pooling, where g(x) =

7.4 Structured probabilistic models

As with the high-dimensional tensors of the tensor networks, it is often helpful for the
intuition to represent probability distributions graphically. Models that are represented
in this manner are often called structured probabilistic models [37], and among these are
the Bayesian Networks and Markov Random Fields.

7.4.1 Bayesian networks

The first of the graphical models which we will discuss is the directed graphical model
or Bayesian network, which represents a probability distribution by factorizing it into
conditionals. We can motivate it as follows:
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(a) Bayesian Network (b) Markov Random Field

® S
@) o0
© ®

Figure 7.2: Shown in (a) is a Bayesian Network representing the probability distribution
p(z,y,z,w) = p(z)p(y|x)p(z|z,y)p(w|z). In (b) is a Markov random field representing the

probability distribution p(z,y,z,w) = %e*El (@,y,2)—Ea(zw)

Consider a distribution p(x) over random variables X = {X;,Xo,...,Xn}. The chain
rule of conditional probabilities gives a factorization of this as

N

p(x) = p(z1) Hp(a:i|x1, ey Ti1). (7.22)
=2

To simplify the description of p(x) it is desirable to minimize the number of variables to

the right of the conditionals, leading us to the following definition:

Definition 7.1. (Markovian parents)
A set PA; C {Xy,...,X;_1} is called Markovian parents of X if

p(xilz1, ..., zim1) = p(wi|pa;) (7.23)

holds for PA;, but not for any proper subset of PA;. The lower case x; and pa; are here
particular instantiations of the X; and PA;.

If we find the Markovian parents of each of the random variables in X we may represent
the full distribution as

p() = [ plailpas). (724)

This description is then easily represented by a directed acyclic graph G = (V, £) by letting
the vertices be V = X and letting the parent nodes of node X; be PA;; ie. (X;,X;) € &
iff X; € PA;. A probability distribution represented in this manner is called a directed
graphical model, and a concrete example is given in figure 7.2a.

7.4.2 Markov random field

Let G = (V,E) be an undirected graph, associate with each vertex v € V a random
variable X, and define N(v) as the set of vertices adjacent to v. Let z, be a particular
configuration of X, and, similarly, x4 be a configuration of all X, such that v € A C V.
Let p(z), where z = zy be the distribution over all random variables of the graph. Then
p(x) is said to be a Markov random field[56] if for all v € V|

p(@olzv (0}) = P(To|TN () (7.25)

that is, if all =, are only dependent on their neighbours.
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As shown in e.g. [56], a Markov random field can always be expressed in the form of a
nearest neighbour Gibbs distribution

pla) = —e "), (7.26)

where Z = ), e E@) ig g normalizing factor known as a partition function and the
potential F(z) may be expanded as a sum of clique potentials E¢(x¢) on the form

E(z) =Y Ec(zc), (7.27)
CceC

with C being the set of cliques in G. Conversely, any nearest neighbour Gibbs distribution
is a Markov random field on the same graph.

An example of a Markov random field with nearest neighbour Gibbs distribution is
shown in figure 7.2b.

7.5 Boltzmann machines

A Boltzmann machine is a model for unsupervised learning of a true probability distribu-
tion pgata(v) over a binary vector v € {0,1}", called the wvisible variables of the model.
The probability distribution of the model p(v) is represented as a marginal distribution
of a Markov random field p(s), where s = (v, h) and h € {0,1}" is a set of hidden variables
which are introduced to give p(s) higher representational power, and where the Gibbs
potential is on the form
E(s)=—(Ws,s) — (s,a). (7.28)

Here a € R™™ and W = W7 is a linear map from R"™ to itself which is zero on
the diagonal. The desired distribution over v is then arrived at by summing over all
configurations of the hidden variables, i.e.

p(v) = _p(s). (7.29)
h

The graph representation of p(s) is easily seen to be G = (V, E) such that V = s and
(si,s5) € E iff W;; # 0, since this gives non-zero terms in (7.28) only for cliques in G. As
an example, the Boltzmann machine corresponding to figure 7.2b has W, W,., W,. and
W .. (and their transposes) as the only non-zero weights and if we consider x and y to be
the visible variables, the corresponding distribution is of course

p(x’ y> _ Z l€*E1 (2,y,2)— B2 (z,w) _ Z leZWIy:(:y+2WIsz+2WyZyz+2szzw+<s,a). (730)

Z,Ww zZ,Ww

The objective is then to find the weights W and biases a which minimizes the differ-
ence between the model distribution p(v) and the actual distribution pgata(v), e.g. by
minimizing the KL divergence D( pgata || p). Doing this for a general Boltzmann machine
quickly becomes a very difficult task as one tries to increase the number of variables; the
probability space grows exponentially in the number of variables and sampling from the
resulting distributions is a research field in its own right. Because of this, one generally
constrains the connectivity of the network in some manner when doing ML with Boltz-
mann Machines. Some of the most common methods of doing so will be discussed in the
upcoming sections.
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Figure 7.3: Panels (a), (b) and (c) shows graphical representations of a small dense
restricted Boltzmann machine, deep belief network and deep Boltzmann machine respec-
tively. The RBM and DBM are represented as Markov random fields, while the DBN is
represented as a Markov random field in the two uppermost layers but a Bayesian network
in all lower layers.

7.5.1 Restricted Boltzmann machines

A Restricted Boltzmann machine (RBM) is a Boltzmann Machine with a set of visible
units v, and hidden units h where there is no intralayer connections in the corresponding
graph, i.e. the graph is on the form of figure 7.3a. This immediately gives that the
conditional probabilities follow

p(vlh) = Hp(vz'\h% and  p(hlv) = Hp(hi!v), (7.31)

and that the Gibbs energy may be written
E(U, h) == (an h> - <Ua a’> - <ba h> ) (732)

where W is a linear map from R"™ to R™, a € R™ and b € R™.

The benefit of restricting the connectivity in this manner is that it renders both the
v; independent given h and the h; independent given v, which allows for highly efficient
block Gibbs Sampling.

We can also simplify the conditional distributions p(v;|h), using that v; € {0,1}, and

>, P(V'|h) = 1, giving

1
14+e Do heWii—a;

p(vi = 1|h) = =0 () hWii + ai), (7.33)

k

where o(z) = (1 + e_x)_l is known as the sigmoid function, which incidentally is also one
of the most common choices of nonlinearity in FNNs. By symmetry for p(h; = 1|v) we get

p(hi = 1‘?}) = O'( Z Wirvr + bz) (734)
k

7.5.2 Deep belief networks

Deep belief networks (DBN) are one of several methods of extending RBMs to deep ar-
chitectures. It was one of the first non-convolutional deep networks to be successfully
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trained[8], but has since largely fallen out of favour[37]. They are nevertheless conceptu-
ally very interesting, particularly in that the weights learned by a DBN have been shown
to be very suitable as initial conditions for FNNs employed for classification[57].

A DBN with [ hidden layers is in its simplest form a generative model which represents
a probability distribution over the visible variables v; € {0,1} and hidden variables h()i €
{0,1} where j = 1, ...l is the index of the layer. The probability distribution is represented
as a mixture between a directed and an undirected model, with

(h(l ) . e RO pDOY 4 (p=1) pU=1)y L (Wp (D) p=1))
p(h(J = 1|pUH) = (b(k (W(’fﬂ)h(kﬂ))i) ’ j=1,...01-2 (7.35)
pm_uwn:( (men)

where o(z) = (1 +e7%)~! is the sigmoid function. An example of a small DBN with [ = 1
is shown in figure 7.3b. Drawing a sample from a DBN is done by first drawing a sample
from the RBM defined by the top two layers, after which one can use ancestral sampling
to draw a sample for the rest of the variables.

The training of a DBN is typically done greedily by stacking RBMs; one starts by
training the RBM with variables v, A(!) and parameters a, W(®) b)) to minimize the KL
divergence D (patal|p")) where p(!) (v) is the marginal distribution over v modelled by the
RBM. Once this training is done, one proceeds to the next layer by essentially defining a
“true” distribution over h(!) as

p((ila)ta 1 Zp |U pdata( ) (736)

where p(M) (h(V|v) is the conditional distribution defined by the RBM. The following layer
is then trained as an RBM with variables A1), h(2) and parameters b1, W@ p(2) this time
minimizing the KL divergence D(pé?taﬂp@)(h(l))) where p(®) is the marginal distribution
over h(1) defined by the second RBM.

This process of stacking RBMs can be repeated indefinitely and is motivated by that each
step decreases the lower bound on D(pgata||p) where p(v) here is the marginal distribution
over v of the full model.

7.5.3 Deep Boltzmann machines

Another extension of the RBM is the deep Boltzmann machine (DBM) [58], which is a
Boltzmann machine where the hidden variables are partitioned into [ layers, JAON S 1OX
and the corresponding graph is restricted to only contain edges between neighbouring lay-
ers as shown for [ = 2 in figure 7.3c. Defining h(®) = v for convenience this puts the Gibbs

energy on the form of

l
B({ = =3 ((WEDRD, R 4 (p0p(0)) (7.37)
1=0

This construction renders odd layers conditionally independent of even layers, which
allows for efficient block Gibbs sampling in much the same way as for RBMs.

7.6 Kernel learning

Kernel learning is an area of ML with roots in statistical learning theory, which may in
many cases be thought of as a method of increasing the expressive power of linear models
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Figure 7.4: A map ®(z) taking the input patterns z; € X (left panel) with y; = 1 (filled
circles) or —1 (open circles) to an inner product space H (right panel) where the classes
are linearly separable.!

by first non-linearly mapping the data into a higher-dimensional inner product space H,
called a feature space, although the actual computations can often be carried out without
reference to this space owing to a neat construct called the kernel trick (hence the name
“kernel learning”). The theory of kernel learning is surprisingly elegant and diverse, and a
good review, from which much of the following material is picked, can be found in [59].

Although many algorithms making use of inner product spaces, such as PCA, can be
easily put into a kernel learning context, it is natural to give an introduction to the field
by first considering its most famous algorithm — the Support Vector Machine (SVM).

7.6.1 Support vector machines

We start from the supervised learning problem of constructing a classifier between two
categories. Consider a finite set of empirical labelled data D = {(z;,y;); i = 1,...,m},
with samples z; € X and labels y; € {—1,1}, which are iid and drawn from a distribution
P(z,y) and where X is an arbitrary set.

Our goal is to based on our empirical data find a function

frx o {-11} (7.38)

which minimizes the risk
1
Rl =5 [1/@) =yl dPay), (7.39)

here using the L1 norm as distance function.

The kernel learning approach to solving this problem is to introduce a so-called feature
map ® : X — H to some inner product feature space H, the idea being that for a
sufficiently high dimension of H and appropriately chosen ®, there will tend to exist a
hyperplane in ‘H separating the classes, in which case the problem is said to be linearly
separable (see fig. 7.4).

Such a hyperplane P may be parametrized as

Pyp={xeH:(w,x)+b=0}, (7.40)

Image adapted from https://commons.wikimedia.org/wiki/File:Kernel_Machine.svg
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where w € H is its normal and b € R is its distance to the origin, and we may construct
a corresponding decision function as

f(z) = sen <<w, ®(2)) + b). (7.41)

It turns out that there exists a unique optimal separating hyperplane, which maximizes
the distance to the closest data points, meaning that the corresponding w and b are
determined by

argmax min |x — x4, (7.42)
w,b XEPWJ)
i€{1,...,m}
where x; = ®(z;) are the feature vectors for the training data z; and ||x|| = /(x,x).

Selecting the optimal hyperplane is expected to be beneficial to generalization, since we
expect new samples to likely be mapped to points close to existing samples in the same
class.

An essentially equivalent way of expressing the optimal hyperplane is as the pair w, b
which minimizes

1
S WP, (7.43)
subject to the constraints
yi((w,x;) +0) >1 Vie{l,..m} (7.44)

Employing the Lagrangian multiplier method this can be expressed as finding the saddle
point of the Lagrangian

L(w,b,\) = \w||2 Z)\ yi (W, x;) + yib — 1), (7.45)
=1

which is a minimum in variables w and b but a maximum in the nonnegative Lagrangian
multipliers A\;. At the saddle point, the partial derivatives with respect to b and w vanish,
giving in order

- = Z)\iyi, (7.46)
i=1
8L U t
0= Z AiYiX; — W = Z NiYiX; . (7.47)

For those (z;,y;) where (7.44) is not an equality, one can show? that the corresponding
Ai is necessarily zero, so that

Xi(yi (Wxi) +yib—1) =0 Vi (7.48)

This tells us that the optimal w is a linear combination of the feature space represen-
tations x; of the training samples with non-zero \;. These x; are called support vectors,
and correspond to the points that intersect the dashed lines in fig. 7.4. The non-zero \;
can now be determined by solving the dual optimization problem of maximizing

1
Zi: i — 5 ZZ: Aidjyiys (Xi, Xj) 5 Xi>0 (7.49)

2This is known from optimization theory as the Karush-Kuhn-Tucker complementarity conditions
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which is arrived at by substitution of (7.46) and (7.47) into the original Lagrangian. After
the \; are found, b is easily determined from (7.48), and our objective function can be put
on the form
m
f(x) =sgn (Z iy (X, %) + b) ) (7.50)
i=1
There is an issue with this construction, however, in that the feature space for real
world applications often needs to be of sufficiently high dimension to make it impractical
to represent directly on a computer (although tensor network methods might be able to
increase the dimensions which are directly tractable significantly, as we will see in the next
chapter). Fortunately, this can be helped by means of the kernel trick, where one simply
substitutes the inner products with the corresponding kernel functions

k(x,2') = (®(x), ®(2)). (7.51)

One should note that this is possible due to the fact that we were able to express w
entirely in terms of inner products between feature vectors of known input patterns. This
substitution gives

f(x) =sgn (Z ANiyik(x, i) + b) ; (7.52)

with the \; determined as those that maximize
1
Z)\i - 5 Z)\i)\jyiyjk(:ri,xj), (7.53)
i 4,J

under the constraints that all \; > 0 and ), \jy; = 0.

This model, which can be elaborated on to e.g. find optimal hyperplanes for problems
which are not quite linearly separable (which is perhaps a bit more realistic), or include
more categories into the classification, is what is known as an SVM. The method of map-
ping input patterns into high-dimensional inner product spaces and using the kernel trick
to make computations contractible is, however, much more general and forms the core of
the subject of kernel learning.
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Tensor network learning

Having gone through the theoretical foundations, we are now ready to start looking at
the main subject of the thesis, which is to study the applications of quantum many-body
theory to machine learning. We will go through a number of different approaches to this,
but common to all of them is that the training data is mapped to vectors in tensor product
Hilbert spaces, allowing the use of numerical and theoretical tools from QM to construct
and understand ML models.

Nearly all [17-22, 24, 60-62] of these may be expressed as linear maps acting on said
Hilbert spaces, making tensor networks an ubiquitous tool in the context. This in turn
warrants the use of Tensor Network Learning (TNL) as a term for the subject, for lack of
a better name.

8.1 Tensor product Hilbert spaces in machine learning

Consider the case of wanting to learn some function f(x) when the input x has a tuple
structure, i.e. when £ € XM, or equivalently & = (z1,...,x37) with 2; € X. As simple
examples we may consider x to be a time series of temperature readings, where each x; is
a temperature so that X = R, or it might be an RGB-image where each x; represents the
intensities of red, green and blue in a pixel in which case we could have X = [0, 1]3.

8.1.1 Square-integrable functions

To make progress, we will inevitably need to restrict the class of functions we are interested
in, and a good place to start is to restrict X to being a measurable space and consider
square-integrable functions from X to some Hilbert space Hout, i.e. f € L2(XM; Hout).

If L?(X) is separable, it is a standard result that L2(XM) = L2(X)®M . Hence, if {¢;};
is a basis for L%(X), the set of all products {Hjj\/il ®i; } i,y forms a basis for H = L2(xM)
and we may write an arbitrary element in H as

g(:c) = Z nl,i2,~~-,ikf¢il (ZE1)¢1’2 ($2) o Digg ($M) =T (I)(m)’ (8'1)
{ix}

where

P(x) = ®gb(ml) (8.2)
We may hence write our sought function f as
fl®) =W ®(x), (8.3)

where W € hom(#H, Hout ), and we may rephrase our learning problem as the problem of
finding the optimal W.
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Of course, to perform actual ML, we will in practice need to represent W on a computer.
The extent to which this is possible will of course depend on the choice of X, and it is
hence interesting to consider two special cases.

The simplest of these is the case where X is a finite set, i.e. X = {x1,...,z,}. It is
easily seen that a basis over L?(X) is given by ¢;(x) = 0, », with d,, , being the Kronecker
delta. This tells us that dim L?(X) = |X|, and hence dim H = |X|M, which is feasible to
handle numerically provided |X| and M are sufficiently small.

The other case we will consider is when the dimension of L?(X) is countably infinite, as
is the case when e.g. X is R, C or an interval in IR. In this case, the dimension of H is of
course also countably infinite, making the full representation of arbitrary W impossible.
However we can still hope to capture a reasonably large class of functions by choosing an
appropriate basis {¢;} for L?(X) and truncating it at i = d for some d < co. Repeating
the analysis above, this leads to a total dimension of d™ for the resulting tensor product
Hilbert space.

8.1.2 Local feature maps

Another way of arriving at the above construction is to position ourselves in a kernel
learning context, in which case the starting point is to construct a feature map

& XMy (8.4)

where H is some inner product space.
The most common choice for data with tuple-structure is to construct the feature space
map as the Mth-fold direct sum of local feature maps

61X = Hy, (8.5)

where H, is some arbitrary inner product space. This gives the full feature map as
®(x) = P o(z), (8.6)
i

and hence Hg = Hé\f

There is another equally simple choice, however, which also preserves the tuple structure
but has the potential of creating a much more rich family of features. That is to instead
take the feature space map as the Mth-fold tensor product of the local feature maps, i.e.
let

B (@) = @ o(r0) (5.7)
giving H = H;‘?M.

8.1.3 Connecting to tensor networks

Employing tensor product Hilbert spaces in ML is interesting for a number of reasons.
First, the components of a vector in H are given by products of components of vectors in
‘Hy, making it possible to have linear models which can respond very richly to correlations
in the data. Since linear algebra is well understood, models developed in this manner
have a good hope of being possible to fully understand, in contrast to the arguably more
mysterious deep neural networks.

Second, the tensor product structure of H puts ®(x) on an identical form to the wave
function of an M-body quantum mechanical product state. It is therefore natural to
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start searching the toolbox of quantum theory for methods to help us move forward. In
particular, it is interesting to see if there are tools that can make computations tractable
directly in feature space when dim # is finite.

For the case of models which are linear in feature space,

flx) =W &(x), (8.8)

where W € hom(H, Hout) is a linear map to some inner product space Hoyt, a particularly
appealing idea is to try and make use of some of the tensor network algorithms discussed
in chapter 5.

In TN notation, we may express our local feature map as simply

o) = & (59)

and hence the full feature map can be written

2= & & 7 & (8.10)

where the ith node from the left represents ¢(z;). Without imposing further structure on
W we may thus write

f(z) = : (8.11)

However, if dim Hy = d and dim Hout = dous, we would need dim hom(H, Hout) = dM dg
scalar values to represent an arbitrary map W. To see that this is drastically unfeasible
for most real-world tasks, consider the case of the MNIST dataset, where the input data
is 28 x 28 pixel grayscale images of handwritten digits and the ML task is to, given such
an image, determine which digit is written in it. A natural choice is to let each x; be the
intensity of a given pixel, choose ¢(z) to be a nonlinear map e.g. of dimension d = 2 and
take doyy = 10 so that f;(x), i = 0,1,...,9 can be roughly interpreted as the unnormalized
probability that « is an image of the digit 4. This leads to dim W = 10x2M = 10x228x28 ~
10240, which is clearly beyond reach for representation on a computer.

Rather, we need to impose some additional structure on W, just as we did for the TN
algorithms in chapter 5. In fact, as we will see below it turns out that both DMRG and
Entanglement Renormalization are relatively easily adapted to an ML context.

8.2 Variational tensor network learning

One method of restricting the W in the linear model
f(x) =Wx, (8.12)

is to demand it to have the form of a TN of some particular architecture (e.g. MPS, TTN
or MERA), initialize each tensor in the TN randomly and then perform some variational
procedure to optimize the individual tensors.

Consider now the problem of learning f(x) as above based on training samples {x;}¥
and some empirical risk function R(f(x1), f(x2),...), which we will with a bit of nota-
tional abuse refer to as R[f]. To introduce some common language before we move on to
particular algorithms we also let G = (V, E) be the graph structure that we impose on W,
define E to be the set of doubly connected edges, and denote the tensor of vertex v € V
by T,.

63



8. Tensor network learning

8.2.1 Gradient descent

The simplest learning procedure to consider is that of gradient descent, where each tensor
T, is updated in turn according to

T, — Ty + AT, (8.13)
here OR|[f] OR[f] Of(x;) OR|[f]
. . X; B .
Al =-=n or, nzi of(x;) 0T, nzi af(x;) To i (8.14)

with Wr, = 0W/0T, being the environment of tensor T, and 1 > 0 the step length. Given
that OR[f]/0f(x;) is sufficiently simple, this should be a relatively contractible compu-
tation, and it would be interesting to see what could be achieved by applying gradient
descent, or any of its standard extensions to tensor network models.

8.2.2 (Generalized DMRG

One extension of gradient descent which is special to tensor networks is that which is
commonly used within DMRG, where the gradient descent is performed with respect to
blocks of tensors. Generalizing to arbitrary TNs gives the following algorithm:

Each step of the procedure begins by selecting an edge (u,v) € E. The goal of the step
is then to optimize the corresponding tensors T;, and T, which we do by first contracting
them along their shared edges, forming B = T, T,,. The second step is to perform gradient
descent as above with respect to B, i.e. let B — B + AB where

AB = _”Z gﬁf) WgxX;, (8.15)

where Wp is the environment of B.
Once an optimal B is found, we then retrieve updated tensors T}, T, by first performing
an SVD
B=U'DV ~U'DV, (8.16)

truncating it to the m eigenvalues with biggest absolute values and then letting
T'=0WD and T.=VDV, (8.17)

where D may be distributed arbitrarily between the tensors. The number of kept eigen-
values m may be kept fixed or be selected such that the truncation error is less than some
tolerance €. The second case is very interesting to consider, since m is the new bond
dimension between v and v, and allowing it to be dynamically updated essentially allows
the expressive power of f(x) to change dynamically in a controlled manner. This is a
quite rare feature among machine learning models and may be seen as one of the main
motivations for studying TNML.

8.2.3 Supervised learning with MPS

A concrete example of the DMRG algorithm being applied to classification was considered
by Stoudenmire & Schwab [17] and proceeds as follows. Consider the task of learning to
classify samples x € H = @; H; into d classes based on training data D = {(xs,90) 1Y,
where y; is the class of sample i. We take y; € R? to be encoded as a one-hot vector,
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meaning that y;! = 511.1, where [; € 1,2,...,d, and define our classifier as the f(x) of eq.
(8.12), with Hous = R?, and W restricted to an extension of an MPS of the form

Wi ~ W@@ : (8.18)

81 S2 83 S84 Sp

We can then perform the block-wise gradient descent of DMRG as discussed above, with
the empirical risk function e.g. chosen to be the quadratic cost

RIL = 5 YO(F6e0) — i) (819)

i
giving the gradient descent update as

OR
AB = —T]aéf] = T]Z(yz — f(Xi))WBXi. (820)
i
Stoudenmire & Schwab applied this algorithm to the MNIST data set, consisting of
60000 labelled 28 x 28 pixel (although they down-sample to 14 x 14) grey-scale images of
handwritten digits, using the local feature map ®(x) = @, ¢(z;), where z; € [0,1] is the

darkness of pixel ¢ and

U

cos (§x)
= . 21
o() (sin (g@) (8.21)
They run the algorithm with a cap on the MPS bond dimensions to less than m achieving
test error rates down to less than 1% for m = 120. This is a great proof of concept for
the method, but to get an appreciation of its performance compared to state-of-the-art
methods, it would be very interesting to apply it to more difficult datasets.

8.3 Convolutional arithmetic circuits

Convolutional Arithmetic Circuits (CACs) are a special and somewhat unusual class of
FNNs bearing significant resemblance to convolutional networks and introduced by Cohen
et al [63]. The model has the notable feature of only needing the mathematical operations
of products and sums in all but the first layer — hence the name Arithmetic Circuit. It is
also quite suitable for theoretical analysis, as they show e.g. by tying it to the hierarchical
Tucker decompositions to explain the depth efficiency of the model.

We are, however, for this thesis more interested in the connection made to tensor net-
works by Levine et al [24, 64], and the following analysis on quantum entropy as a measure
of which correlations can be modelled by the network.

Although the definition of what constitutes a CAC seems to have evolved and diverged
somewhat over time, they can (as far as we are able to tell) most often be seen as special
cases of networks on the following form, presented in [64].

A CAC calculates a function

h: HfX — fHout (8.22)

where H;, and Hoyt are Hilbert spaces of finite dimension, as a sequence of layers;
hz)=flofrlo. o flo fO2). (8.23)
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The first layer which takes x € ’Hfr\i as input, is a local feature map
b Mo M, (5.24)

where H is a finite-dimensional Hilbert space with dim#H = d. This ¢ acts on each
component x; € Hj, of x, giving the output of the layer as

fOz) = @gf)(:ﬂi). (8.25)

This initial layer is followed by a series of layers which may be thought of as mixtures
between convolutions and product pooling, and may be defined (omitting the layer index
for convenience) as

K
fcs(:r) = H Zwmcc’ 1’5(5_1)+mc/ (8.26)
m=1 ¢/
where S is the stride and K is the kernel size. Note also that if we take w to be independent
of m, the above is equivalent to a convolution with a kernel of length 1 and stride 1 followed
by a product pooling with window size K and stride S. The number of outputs from a
layer of this form is (assuming no padding is used)

N-K

Layers on this form are repeated until the lattice is reduced to a single site, after which
the final layer is taken as a linear function fl(x) = W’ . z. It is of interest to count the
number of outputs of a given layer under this scheme. Denoting the kernel size, stride and
number of outputs of layer [ with Kj, S; and N; respectively and defining Ny = N, the
equation (8.28) defines the difference equation

N1 — K, 4 1J'

S (8.28)

-]

The solution for the case K; = S;V [ becomes particularly simple, and assuming N is such
that no rounding is performed, we find

N,

=NTT —. (8.29)
K;=S;Vi Z:r[l K;
8.3.1 Tensor network formulation

One of the central findings of [24, 64] is that the convolutional layers f¢s(x) are equivalent
to a tensor contraction between the (K + 1)-mode tensor

we — E c C1 c2 CK — —
011’0127“.7011( = 5 C1,C2;5.y Cle Cllw2 C/2 - WK Cl]{ - @ @ @ - ) (8'30)
{ei}
/

J ]
€1 G CK

with 0, . ¢, being the Kronecker delta, and the K-fold tensor product

/ /

($5(5_1)+1 ®Tg(s—1)+2 Q... ® $5(S_1)+K)cl """ ‘K, (8.31)

66



8. Tensor network learning

®(z)

Figure 8.1: The tensor network representation of h(x) for a 1D convolutional arithmetic
circuit with four layers and S = K = 3. Here W', W2, W3 have the internal structure
shown in (8.30), while W* may be any matrix of appropriate dimensionality.

Since this is true for each layer, we may ask ourselves if it is possible to express the entire
h(z) as tensor contractions. That is, can we put h(z) on the form of a tensor network? In
general this is not possible, since with K > S, we will end up with f¢s(x) being dependent
on the same x4 for several values of s, leading to terms proportional to x?, in the following
layers, which is not possible to express with a TN acting on @, z .

However, restricting to K = S, no such terms appear and we get an overall function

h(z) =W - ®(z), (8.32)

where

®(z) = ® b(x;) (8.33)

and
w=wl.wi=t. (wl=2)®Ne—2. . (h)eh (8.34)

with each W' with I < L on the form of (8.30) and the final W as an ordinary matrix
with appropriate dimensionality.

As an example, the resulting TN for a four-layer CAC with K = S = 3 is shown in
figure 8.1. Note especially that the overall function (8.32) together with the feature map
(8.33) puts this special case of the CAC model firmly within the framework of TNL.

8.3.2 nCACs

A significant note to make when discussing CACs is that some of the theoretical results
from e.g. [24] only hold in their strongest form if one removes the translational symmetry
in the convolutional layers, i.e. if (8.35) is altered to

K
Fos@) = [T D wmster 551y 1m” - (8.35)

m=1 ¢

Note that the only difference is that we now allow different matrices wto act on each input
z;, in effect taking W' — W/ in figure 8.1. To avoid confusion, we will use the term nCAC
(for either near-convolutional arithmetic circuit or non-convolutional arithmetic circuit,
depending on the preferences of the reader) for this kind of relaxation of a CAC.
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8.4 Unsupervised coarse graining

A very interesting algorithm in this context is the one named unsupervised coarse graining,
which was proposed by Stoudenmire[18]. It essentially performs a kernel PCA in the
feature space by using an adaptation of the entanglement renormalization procedure by
Vidal[16] to approximately diagonalize the feature space covariance matrix.

8.4.1 The algorithm

Start by considering a set of training patterns x;, ¢ = 1,...,N, and denote their images in
feature space by x;, i.e. define

x;® = ®°(x;) = 6™ (2i,1)9” (wi2) - .. ¢°M (i) (8.36)

where x; ; is the jth component of x; and ®(x) = &, ¢(x;) is a local feature map. We
may represent this in TN notation as

S1 82 83 SM
S1 82 83 SM | | [

:(5(56"'6:( ‘ ) | (8.37)

7

noting that including ¢ as a tensor index removes the tensor product structure of the
vector.
The feature space covariance matrix is

LS ly® 8 & i

; 2660 " 0 cEmm——

and the goal of Kernel PCA is then to find the eigenspace decomposition

<o/

p

p=UTAU, (8.39)

where U is a unitary map on H and A = diag{A1,\2,...} with A\ > Ay > ... being the
eigenvalues of p. It is of course unfeasible to perform this computation exactly for almost
any realistic problem, but we may actually construct an algorithm which does this ap-
proximately by recursively finding a tree tensor network of isometries which approximates
U. This is done in an almost identical manner to that of section 6.1.

We start by associating the feature space ‘H with a lattice £ such that each site s € £
corresponds to one of the subspaces Hy C H. Denote the subspaces associated with site
s € L and set of sites A C £ as Hs and H 4 respectively. Now make a partition P of £
into disjoint blocks of neighbouring sites, and introduce a new lattice £’ in which each site
s’ corresponds to a block B € P.

Just as before, we then wish to find a map between B and s’ in terms of an isometry

w:Hy — Hp; whw = id, (8.40)

and just as before, since we are most interested in preserving the dominating eigenvalues,
the optimal choice is that which minimizes dim H, while keeping

trp — tr pg
TPTMPY (8.41)
trp
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where € > 0 is some selected tolerance and

ps = w!ppw; pB = trge p. (8.42)

To find this optimal w, we first perform an eigenvalue decomposition of the reduced co-
variance matrix pp,
pp = ulpul; ulu = id, (8.43)

where Ap = diag{A\p1,AB2,...} and Ap1 > Apg2 > ... are the eigenvalues of pp in
descending order.

We now see that a particularly simple choice is to let Hg be the image of an orthogonal
projection p € end(Hp), and set w = up’ where p’ is the restriction of p to Hy . This leads
to

ps = pTutulgulup’ = pTARp (8.44)

and hence
tr py = tr[pAg]. (8.45)

Knowing this, we may simply construct p so that it when acting on Ap projects out all but
the m biggest eigenvalues, with m chosen as the smallest integer such that the condition
(8.41) holds.

As an example, for the case of B = {s1, s2}, the reduced covariance matrix is

\ \ N A A \ \
p12:tr12cp:(‘ ‘ T J):Jifzijg $ 8 8 8:@, (8.46)

51 8

with eigenvalue decomposition

ul
p12 = A (8.47)
U
and the isometry transformation becomes
p/
w U
uT uT p/
P12 — P = A = A = A (848)
U U 't
w! i
p'f

Repeating the procedure for each block in £ we arrive at a coarse-grained description
on the lattice £’. Since the map is linear, it may be performed on the individual feature
vectors directly, resulting in a new set of feature vectors

(@) Ah Abo i o
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from which we can repeat the procedure of constructing reduced covariance matrices and
finding optimal isometries.

Doing this recursively, we will eventually map the entire feature space to a single site,
e.g. as

x =xW = . (8.50)

00000006

To see that this W has approximations of the eigenvectors of p as columns, consider first
the case of ¢ = 0. Then each w truncates only the null-space of the corresponding reduced
covariance matrix and hence we get an exact diagonalization

p=WAWT = . (8.51)

For € > 0, this relation is of course no longer exact, but it is reasonable to assume that it
gives a good approximation for sufficiently small e.

8.4.2 Projection error

To give an estimation of the total truncation error, we will now derive limits on tr[WWpW].
This is simplest if we make a slight modification of the algorithm above. To this end we
introduce an ordering of the blocks at each coarse-graining step, letting £L = B; U By U
...U B, and define the partially coarse-grained matrices

pi = (@ w;) p (® wk) , (8.52)
J<i k<i

where w; is the isometry acting on block B;. We can then let the learning procedure for
finding w; be exactly as above, but with p everywhere replaced by p;—1. Note that this
leads to po = p and p; = py, giving the condition (8.41) as

trp; > (1 —€)trpi—_q, (8.53)
immediately giving a limit of the trace of the coarse-grained covariance matrix p’ as

trp =trp, > (1 —¢)"trp. (8.54)
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Continuing this recursively, we see that the truncation error of the fully coarse-grained
system becomes as simple as

B tr[WTpW] <

E=1 1—(1—e)Nso = Nigoe + O(€?) (8.55)

trp

where Njgo is the total number of isometries. Inverting this, we see that to guarantee a
given total error £ we need to select

e<1—(1—&) N, (8.56)

Now consider the case of having feature vectors with M sites, where log, M € N for
some integer a. We can then construct a recursive coarse-graining scheme where each
block contains a sites, giving the number of isometries at level I as M/a!, and hence

log, M

Niso = Z

=1

M M1—qg &M pr—1
Lo - (8.57)

a a 1—a! a—1"

This truncation error estimation highlights the sensitivity in € which was empirically
found by [18]; since M is for an image at least on the order of 103, while a needs to be
chosen to a small integer, Njs, will often be on the same order of magnitude as M. By
(8.55) this gives a total truncation error which is very sensitive to the choice of e.
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9

Quantum entanglement in
machine learning

There has recently been much interest [24, 63-68] in comparing and evaluating different
representational structures for the functions used in ML. A particular concern is that of
expressivity, which loosely may be seen as evaluating the efficiency (typically per parame-
ter) of a given neural network in representing a wide class of functions. Although popular
as a research topic, there is as of now no consensus on how to quantify the expressivity of
a network, and it is also possible that different situations may call for different measures
of this quantity.

The properties to demand from such a measure are:

1. It should have a clear interpretation from the point of view of measure theory or
statistics, so as to allow informed reasoning on what to expect from a model with a
given expressivity.

2. It should be contractible, and ideally inferable directly from the structure of a model,
in order to be useful as a tool to instruct construction of new models.

If we consider generative models where the function to represent is simply the probability
distribution of the data itself, an obvious starting point is to simply consider which corre-
lations can be modelled between the input variables; e.g. given a partition of the variables
into X and Y, one might wish to give bounds on the mutual information I(X : Y).

Often, however, the probabilistic interpretation is lacking. We might instead wish to
consider the separation rank[63] between sets of variables. For a function f(X,Y) this is
given by the minimum number of terms r in the expansion

r

FXY) =D anhi(X)ei(Y), (9.1)

i=1

where a; € C and v; and ¢; may be chosen as (orthonormal) basis functions. Of course,
this assumes that such an expansion is possible at all, but this should be the case so long
as f is square-integrable.

Although the separation rank may be a little unclear interpretationally it is — as we
shall see — easily connected to the Schmidt number, or equivalently the zeroth quantum
Rényi entropy. If we further can express the function on the form of a nontrivial TN, as
with all the models considered in the previous chapter, the quantum max-flow/min-cut
theorem makes it a simple matter to infer upper, and in some cases also lower, limits on
the separation rank directly from the graph of the TN.
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9.1 Rényi entropy of TNL models

To make things a bit more formal, we start by considering the setting in section 8.1 of
having multivariate models f(z) which can be expressed on the form

fla) =W @(x), @) =0¢(x1) @d(x2) ® ... d(xn), (9.2)

either due to f being square-integrable or to some explicit local feature map. Here ¢ €
Hy, @€ H = ’HfN and W € hom(H, Hour) with Hy, H and Houe being (ideally finite-
dimensional) Hilbert spaces. For the sake of interpretability it is convenient to also demand
that {®;, i, iy}, forms an orthonormal basis over H.

As noted previously, f is now on a form which is similar to that of an unnormalized
quantum many-body wave function. Restricting to Hoyy = C or even Hoyt = R, the
situation is (more or less) identical and, encouraged by this similarity, we may form a
normalized density matrix for f through

wiw WieWw
tr[WiW]  tr[WT e W]

p (9:3)

Note that both of the above expressions are also available for dim Hqyt > 1, but they are
then inequivalent since we with WTW imply taking the inner product over Hous.

Naively continuing onward, we are now ready to consider the entanglement entropies of
p. First of all, when p oc W1 ® W as is always the case for dim Hous = 1, p is a pure state,
immediately giving S, (p) = 0.

To look at correlations we partition the inputs into two sets A and B = AL and define

Pu(z) = Qo) €Ha

1€A

@B(x) E®gb($z) GHB

i€B

(9.4)

so that ®(z) = P4(x) @ Pp(x) and H = Ha @ Hp.
Making a Schmidt decomposition of W with respect to the (A, B) partition gives

W =AU @ Up), (9.5)

where Aj; = Y54 )\kékij, with A\; being the singular values and r the rank of the de-
composition, and Uy and Up are unitary operators in hom(#H4, C") and hom(Hpg, C")
respectively. Noticing that this puts f(z) = W - ®(x) on the form of equation (9.1), this
shows that the Schmidt number r is the separation rank of f(z) w.r.t. (A, B).

Continuing toward the full quantum Rényi entropy, we introduce the reduced density
matrix

_ UNAAU

=trpp=-A474 9.6
pA=trep VR (9.6)

where A4 = diag{|\1|%,|\2]?,...}. This gives

1 tr AG 1 IR
1 A_ 1 i .
1—a BrA)® 1—a 2%, N0

Sa(pA) = (97)

g lostr(pd) =

It is also of interest to repeat the results that » = 1 gives S, (p4) = 0, that Sp(pa) = logr
and that S, (pa) = Sa(pB).

74



9. Quantum entanglement in machine learning

This is of course identical to what we found already in the chapter on quantum infor-
mation, although the \; can no longer be interpreted as probability amplitudes. Rather,
the interpretation of S, (p4) is simply as a measure of how far f(x) is from being separa-
ble with respect to the partition (A, B). Here the parameter « decides how the singular
values are weighted, with a = 0 disregarding the sizes of the singular values completely
and a > 1 emphasizing the larger on expense of the smaller.

In the case of f(x) being a probability distribution, or a probability amplitude (i.e.
p(z) = |f(z)|?), separability implies statistical independence and we may hence in these
cases think of S, (pa) as a measure of correlation between A and B. As noted by [69], there
is some (superficial) similarity between the reduced quantum Rényi entropy considered
here and the Shannon mutual information I(A; B), although it is unclear whether this
similarity amounts to anything more than both being measures of correlation.

9.2 Boltzmann machines

A straightforward application of quantum entropy for analysis of machine learning archi-
tectures is on Boltzmann machines, as considered by [70, 71]. For consistency with these
two articles we will consider the RBM to model a probability amplitude ¢ (v) over some
visible variables v; € {0,1}, i = 1,...,N, such that p(v) = [1)(v)|? and 3", p(v) = |[¢|> = 1.
This amplitude is then given by

1

)= Ze_E(”’h), E(z) = — (Wz,z) — (z,a), (9.8)
{hi}

where x = (v, h) and W is upper triangular such that W;; =0 if ¢ > j.

9.2.1 Mapping to tensor networks

Since v € {0,1}", we have that 1 € (C?)®V i.e. 1 is a vector in a tensor product Hilbert
space. This makes it natural to try and express ¥ on the form of a TN in order to find
limits on its entanglement entropy. In fact, this turns out to be possible by making slight
modifications on the graph of the BM [71]:

Keep all nodes in the network, but add a dangling edge to each visible node v; and let
the tensor corresponding to node x; be

A®) = Diag{1,e%}. (9.9)

For each non-zero W;; add a node on the edge connecting z; and x;, and let the corre-
sponding tensor be

@ — (L1
o= (! 4 o0

It may then be seen that i is exactly given by

%,J k

where inner products are taken according to the graph and we have left out the scalar
factor of 1/Z for convenience. For a simple example, see figure 9.1.

If we are interested in using the QMF / QMC theorems of section 5.2 for inferring limits
on entanglement from the TN, we may safely ignore the M) tensors, since they are

: (9.11)

U1, UN
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(a) Markov random graph (b) Tensor network

Vi vy V3 U4 Vs Vg W

V3 V4 Us Vg

Figure 9.1: The Boltzmann machine represented by the Markov random graph in (a)
models the same function as the tensor network in (b). The light grey dots represent
hidden units, the dark blue dots are visible units and the green diamonds are the matrices
M) Hidden and visible units h; and v; in the random graph are replaced by tensors

A;Z) and As,j ) respectively in the tensor network.

full-rank matrices for all W;; # 0 and hence does not affect the connectivity of the graph.
We are hence left with a TN on the same graph as the BM, but with dangling edges on
the visible nodes. Letting QMC;(A) and QMF,(A) denote the restricted quantum min
cut and quantum max flow implied by restricting the A tensors to being diagonal and
interpreting the graph as a flow network from A to AE, with AU AC being the set of inputs
to the network.

By the restricted quantum max flow/min cut theorem,

S (A) < log QMC,(A) = log 2MC ) = MC,(A4) log 2, (9.12)

where we take MC,(A) to be the unweighted combined edge-vertex min cut separating A
from AC.

9.2.2 Boltzmann machines as MPS

It is an interesting problem to try and construct the optimal MPS for a given Boltzmann
machine. A constructive approach to this problem is to start from the TN above and
perform contractions and merge edges in an appropriate order until the TN is on the
structure of an MPS.

We may as a first step contract all the M) arbitrarily, since this does not affect the
connectivity of the graph. Had we started from the BM in figure 9.1, this would leave us
with the TN

)= . (9.13)

V1 V2 V3 V4 V5 Vg
Next we find find successive min cuts C;, i = 1,...,N — 1 such that C; is the smallest cut
separating the visible units {v1,...,v;} from {v;y1,...,vn}. These cuts partition the TN

into N TNs which are then separately contracted into the multimode tensors A® . or in
our example

C3 Oy
A A2) 4B3) 4(4) ABG) A(6)

= OO=0—0—0-0 . (9.14)

U1 V2 U3 V4 Us Vg

VU1 V2 VU3 V4 U5 Vg
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A(l):rv A2) = o . AB) = gg 7
- (9.15)
A4 (5 A06) :38%, A(6) -

The tensor A®) now has one edge to v; but |C;_1| and |C;| edges to the neighbouring
tensors AU~ and AG+Y respectively. The last step is to merge all parallel edges in the TN.
Since the unmerged edges all correspond to an inner product over 2-dimensional Hilbert
spaces, merging all |C;| edges between tensors A® and AUHD gives an edge of dimension
2l%l. We are hence left with an MPS where the ith internal bond has dimension 2/l
Our example BM hence becomes

q/}:Q Q Q Q Q Q (9.16)

v V2 U3 V4 Us Vg

where

where the thin lines have dimension 2 and the thick lines dimension 4.

This contraction procedure creates an MPS which is smaller than or of equal size to
what can be reached with the similar procedure suggested for the special case of RBMs in
[71]. The same article do however derive a more intricate algorithm, which they claim to
find the optimal MPS for a given RBM and which does outperform the above procedure.

9.2.3 Area law of entanglement for local RBMs

Following [70] we will now show that the upper limit of entanglement entropy follows an
area law for local RBMs, which we will now define. Consider first an RBM on the form
above, where both the visible and the hidden units are placed on a d-dimensional lattice
L. Call these units v, € {0,1} and h, € {0,1} respectively, where r = (r1,...,rq) € L. A
local RBM of range R > 0 is then an RBM where the weights W), ;. are only non-zero for
|r — /| < R. We are interested in the entanglement S, (A) between the visible units of a
volume A C £ and the visible units in AL

We know from the previous sections that in the TN representation of a BM, S,(A) <
MC,(A)log 2, where MC,(A) is the unweighted combined min cut separating A from AL,
In an R-range RBM, only hidden units within a distance of R from the surface 0A of A
will have edges crossing the surface. Since removing a single node is equivalent to cutting
any number of edges connected to the node, the combined minimal cut is the same as the
number of vertices within this distance from 9A, giving immediately

MC(A) < 2RS(A), (9.17)
where S(A) is the area of JA. This then leads to
Sa(A) <2log2 RS(A), (9.18)
showing that the entanglement entropy of a subsystem in a local RBMs is indeed bounded
by its area. This bond is identical to what was found with a different method by [70].
9.2.4 Area law of entanglement for local DBMs

We define a local deep Boltzmann machine of range R to be a DBM built by stacking local
RBMs of range R on top of each other; that is, we place all units v, and hi, [=1,...,L
on a d-dimensional lattice £ and let Wi,r’ =0if |r —7'| > R.
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Now it turns out that, to disconnect A from AE, you need to remove from every odd
hidden layer, the same number of nodes as we found for the single-layer RBM. This gives
our upper bond for the quantum Rényi entropy in the local DBM as

Su(A) < 210g2 mRS(A), 9.19)

which, interestingly, is also an area law, confirming what was found with a different method
by the recent paper [72].

Note also that the entropy is linear both in L and R, while the number of parameters
scales like ~ L and ~ RP. Tt is hence cheaper to increase entanglement by adding layers
than by increasing range, giving an indication that DBMs possess depth efficiency.

9.2.5 Volume law of entanglement for long range BMs and RBMs

Clearly, if R is selected large enough that RS(A) > vol(A), the minimal combined cut is
going to be that which removes all vertices corresponding to visible variables in A, and we
will have instead

Sa(A) <log2 vol(A). (9.20)

Note that this limit is just the maximum possible entanglement for any system of binary
variables.

9.3 Convolutional arithmetic circuits

The introduction of quantum entropy as a measure of expressivity in ML was originally
proposed in the context of convolutional arithmetic circuits by Levine et al[24]. We will in
this section make a brief review of their results and generalize them somewhat using the
machinery developed in the sections on quantum max flow/min cut (see 5.2.2).

We will however, for convenience, change the notation compared to section 5.2 some-
what. For an nCAC 1 with graph G, quantum capacity function ¢, and with A as a
subset of the dangling edges of G (or equivalently, inputs to ¢), we will let QMC(A, 1) be
what we previously denoted by QMC(G, ¢) with G interpreted as a flow network from A
to AC. Similarly we will replace QMF (G, ¢) with QMF (A, ) and the restricted versions
QMC(G,c;U) and QMF(G,c; J) with QMC,(A,¢) and QMF,(A,%). Here U is the set
of vertices for which tensors are restricted to be diagonal while 7 (1)) is the allowed con-
figuration space for the tensors. For CACs and nCACs, it is evident that U is the set of
vertices with Kronecker delta tensors. Let Jy be the largest configuration space for which
U are Kronecker deltas. Then, for an nCAC we have J(v) = Jy, while for a CAC, J(¢)
is a proper subset of Ji;.

It should be noted that much of the results in this section are developed for nCACs!.
They are still somewhat relevant also for CACs since they may be viewed as being re-
strictions of nCACs. An upper limit on quantum entanglement derived for an nCAC will
hence hold also for a regular CAC, although the same can of course not be said about the
lower limit.

9.3.1 Depth efficiency

The use of quantum entropy considered by [24] is mainly to explain the depth efficiency of
nCACs by comparing two non-overlapping nCACs acting on N features where logs N € IN;

!Near-/non-convolutional arithmetic circuits, see section 8.3.2.
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a deep one with S = K = 2 and a shallow one with S = K = N. For convenience they
specialize to networks which give scalar outputs; i.e. such that f(x) = W®(z) € R (or
some other field).

The analysis of the shallow model is very simple; having S = K = N reduces the model
to having a single layer, with the TN representation of W being on the form

W = : (9.21)

Let ¢ be the number of channels after the first matrix product, or equivalently the quantum
capacity of the edges connected to the Kronecker delta. Since ¢, has all matricization ranks
equal to r, this gives the upper limit on any entanglement entropy in the shallow network
as S, <logr.

For the deep model Levine et al arrive at the following:

Lemma 9.1. Consider an nCAC 4P with kernel size and stride K = S = 2, such that
all bond dimensions are integer powers of p and consider a subset A of the inputs to the
network. Then Sp(A) = log QMC, (A4, 1) for all assignments of the tensors in ¢P, except
for a set with Lebesgue measure zero.

Proof. See [24]. O

This leads to the following statement for general bond dimensions.

Theorem 9.1. Consider an nCAC 1 with kernel size and stride K = § = 2, graph
G = (V, E) and bond dimensions ¢ : E — N and define 9P with p € N, to be an nCAC on
the same graph but with bond dimensions ¢,(e) = plog» ()] - Consider a subset A of the
inputs to the network. Then Sy(A) > log QMC(A,YP) for all assignments of the tensors
in v, except for a set with Lebesgue measure zero.

Proof. See [24]. O

It is clear that, with appropriately chosen region A, this can give much larger values for
So(A) in a deep nCAC than is possible with a shallow one. However, do note that the tree
structure of the graph also makes it possible to find arbitrarily large input regions which
may be disconnected from their complement by cutting a single bond.

By utilizing the toolbox on max flow/min cut developed in section 5.2.2 we may in fact
arrive at versions of the above statements which encompass all possible choices of S and
K with S = K.

Lemma 9.2. Consider an nCAC P with kernel size and stride K = S < N, such that
all bond dimensions are integer powers of p and consider a subset A of the inputs to the
network. Then Sy(A) = log QMC, (A, ) for all assignments of the tensors in ¥, except
for a set with Lebesgue measure zero.

Proof. Tt is an immediate consequence of theorem 5.2 that QMF,(A,yP) = QMC, (A, ¢P).
The statement of the theorem is then arrived at by employing proposition 5.3. O

Theorem 9.2. Consider an nCAC v with kernel size and stride K = S < N, graph
G = (V, E) and bond dimensions ¢ : E — N and define 9P with p € N, to be an nCAC on
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the same graph but with bond dimensions ¢,(e) = plog» ()] - Consider a subset A of the
inputs to the network. Then Sy(A4) > log QMC, (A, ¢P) for all assignments of the tensors
in v, except for a set with Lebesgue measure zero.

Proof. The set of tensors realizable by ¥P is clearly a subset of those realizable by 1), giving
QMF,(A,v) > QMF,(A,¢P). By the previous lemma, QMF,(A,¢¥P) = QMC, (A, P),
which leads us to QMF,(A, 1) > QMC, (A, ¢?). By proposition 5.3, Sp(A) = QMF,(A, )
almost everywhere, finishing the proof. O

It is clear that if A is a connected region in the input space, the minimal cut will consist
of at most S(A) vertices or edges at each level. Hence for the 1D non-overlapping nCAC
(as well as the CAC) with quantum capacity everywhere set to c(e) = r, we have

2logr

S (A) < logr?losx Al = 225 1901 4]. 9.22
Since depth increases as K decreases, this does indicate that deep networks are able to
model more intricate connections than shallow ones. To make this even more clear, we
note that the number of parameters in an nCAC with N = KX~! inputs and all quantum
capacities equal to r is

(KP4 KE2 4 4 1)r? = (KE = 1) = O(WH/EY =, OW). (9.23)
>
However, to reach the same S,(A) for |A| = N/K with the shallow model, the quantum
capacities of the N + 1 tensors would need to be
K2(L—-1)logg r N2logg

_2(0-2) _
r_p2L-2) _ = == (9.24)

r

for a total of "
N ogp T
(N+ D)= = O(N*losx 1) (9.25)
parameters.
For large N, this makes the deep model more parameter efficient (for certain choices of
A) when

r> K1, (9.26)

However, once again it should be noted that the tree structure of the model reduces the
minimal cut to one edge for arbitrarily sized special choices of A.
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Discussion

We have in this thesis sought to answer two separate, but interrelated questions: “To what
extent can algorithms from numerical quantum mechanics be employed for general machine
learning?” and “To what extent can quantum information theory be used to explain and
understand different models in ML?”.

In order to answer the first question, a literature review of current QM-inspired methods
in ML was conducted in chapter 8, with the central finding that most of the work being
done in this direction employ the tensor networks introduced in chapter 5. The second
question was discussed in chapter 9 where we follow e.g. [24, 69] in evaluating quantum
entanglement as a measure of expressiveness in a neural network. This analysis also lead
to the discovery of a slight generalization of the quantum max flow/min cut theorem by
Cui et al[25], which is introduced in section 5.2.

Since the subjects of tensor network learning, quantum max-flow /min-cut and entan-
glement as a measure of expressiveness, while relevant for each other, are quite separate,
we have divided this chapter into three sections correspondingly.

10.1 Numerical quantum mechanics for machine learning

The idea to employ techniques from numerical quantum mechanics originates to large de-
gree from the notion that the learning processes of deep neural networks are similar to a
renormalization group flow [13]. It is hence no surprise that the numerical renormalization
procedures from quantum many-body theory plays a large part in this endeavour. Par-
ticularly models which utilize tensor networks to create (multi-)linear functions in high
dimensional vector spaces have become very popular; in addition to the models discussed
in this thesis, several models have been proposed, for both supervised and unsupervised
learning, most often building on tree tensor networks[23, 60] or MPS[61].

There is actually a quite interesting and somewhat plausible difference in interpretation
between the models discussed in this thesis and those of standard DNN. In standard DNN’s
every few layers contain a non-linearity which may be thought of as analogues to the local
feature maps of TNL. Since weights are updated both before and after each feature map,
the feature maps themselves change as the network learns, with the interpretation that it
learns the relevant features of the data it is fed.

In contrast, the TNL algorithms are fed an impossibly large number of features and
tasked with creating a linear model based on these. Since the linear model by necessity
have a much smaller output dimension than input, its output will be a linear combination
of a subset of the features. Hence we can think of the learning of these algorithms as
finding the relevant features of data amongst a pre-existing set.

This also highlights one of the possible drawbacks to this method; while the features of
DNNs are variable and may be adjusted continuously, the features of TNL are fixed and
thus need to be chosen appropriately from the start. Because of this, it would be very
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interesting to see what would be achievable by stacking several layers of linear models
in tensor product spaces on top of each other, with non-linearities between each one. In
particular the tree curtain model by [18] seems to be a good candidate to extend.

It is remarkable to note that, despite the recent hype around the MERA tensor network
in the physics community, there has been very few reported attempts to employ it for ML.
The one example we can find is [21], where a quite thinned down version of the MERA is
used in a similar manner to the unsupervised coarse graining of [18]. A probable reason
for the relative lack of MERA-based algorithms is that, in contrast to TTNs, a product
state in one layer is not mapped into a product state in the next, which makes calculating
the inner product between a MERA and a product state a computationally much more
expensive process. It is nevertheless a very interesting direction to consider for future
research, as the issue of entanglement being highly dependent on how the geometry of the
partition relates to the graph which is prevalent in TTNs is avoided in the MERA.

Another possible direction of future research is to take a more general look at which
graphs make for TNs which are good for ML. In particular, graphs with loops seem to
be generally avoided, which is sensible since loops increase the complexity of contraction.
However, loops also have an essential role in distributing entanglement and our intuition is
that there may be methods to introduce them without the network becoming intractable.
One idea in this direction would be to take inspiration of the TN representation of Boltz-
mann machines and generalize to arbitrary TNs on similar graphs, but keeping tensors
diagonal in the BM representation diagonal also in the generalized case.

10.2 Entanglement analysis of ML architectures

We have in this thesis studied the use of quantum entanglement entropy as a measure
of the expressivity of a neural network and found that it is indeed sensible when viewed
as measuring the distance from multiplicative separability with regards to partitions of
the inputs. It is, however, slightly difficult to interpret outside of the context of QM,
giving reason for some concern for its usefulness. Fortunately, much the analysis done
in chapter 9 is highly relevant also for the condensed matter community, where large
efforts (see [73] for an excellent review) are now being made to use machine learning
techniques to simulate highly correlated quantum systems. A major concern is then how
to choose the representation of the wave function in order to be able to reach sufficiently
entangled states, and in this context, the entanglement properties of particularly RBMs
and DBMs[70-72, 74, 75], but also other architectures[76] have been well studied.

Out of what is studied in chapter 9, particularly the area-law scaling of entanglement
in local RBMs[70] and DBMs|72], logarithmic breaking of the area law in non-overlapping
nCACs[24], and volume law in fully connected RBMs and DBMs become very relevant
(volume law scaling is shown also for overlapping nCACs in [64, 77]). In this context, we
produce no new results, but do however with the help of our developments on QMF/QMC
provide alternate, and in our opinion often simpler, proofs than the original sources. Hope-
fully, this together with the QMF / QMC results which we will bring up next, may lead to
further insights in the future.

We also wish to note that almost all of chapter 9 deals exclusively with the zeroth Rényi
entropy of different partitions, or equivalently the multi-rank of the tensor represented by
the TN. As measure of distance from separability, this is rather crude — if an expansion

Flay) =" aii(z)pi(y) (10.1)
=1
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has nearly all of its weight in the first term, we would ideally consider f to be very close
to being separable. However, Syo(X) = logr, independent of the assignments of a;. On
the one hand, this very independence is what makes it possible to estimate the zeroth
Rényi entropy without knowledge of the actual tensors, but on the other, the information
one can get from merely knowing Sy becomes quite limited. As such, it would be an
interesting endeavour to estimate other orders of the Rényi entropy from TNs, particularly
when viewing the tensors as randomly distributed. This has to some extent already been
studied for TNs with unitary tensors in the AdS/CFT community — see e.g. [43] who show
that the problem of finding the expected value of the second Rényi entropy in certain cases
can be reduced to that of minimizing the free energy of a Boltzmann machine on the same
graph. Nonetheless, it would be interesting to see what is achievable by taking a more
holistic view.

10.3 Quantum max-flow/min-cut

It is long known that the quantum entropy in TNs is related to minimal cuts in the
corresponding graphs, a fact which was elaborated on in the quantum max flow/min cut
theorem in [25], making the entanglement analysis of a model a simple matter once a map
to an equivalent TN can be found. We have studied the TNs of Boltzmann machines
as found by [71] and CACs as found by [24]. Common to these two is a prevalence of
diagonal tensors, which have the property that all their matricization ranks are equal,
making the cutting of an edge connected to the tensor essentially equivalent to removing
the vertex altogether. This was elaborated on in section 5.2.2 where a stronger quantum
max flow/min cut result was achieved for TNs with diagonal tensors, using the concept of
combined cuts introduced in section 4.4.

There is in fact a sense in which the more natural cut for a quantum max flow analysis is
a weighted vertex cut, where each vertex is given a variable weight chosen from its tensor’s
multi-rank according to which matricization is implied by the cut. Our hypothesis is that
QMF, = QMC; would hold to a similar extent also in this case, while allowing a more
fine-grained view of the entanglement features of a restricted TN. There is a cost to this
approach, however, in that it both requires more information of the tensors and that the
calculation of a minimal cut may become much more computationally expensive.

Another problem which we encountered in doing QMF / QMC analysis on CACs is that
it is presently not known whether some version of QMF = QMC holds for translationally
invariant networks, or more generally, networks where some tensors are restricted to be
equal to each other. It would be very interesting to see some analysis done on this problem,
since the case of having equal tensors is very common in the literature. In particular, the
scale invariance which makes MERA relevant from a conformal field theory (and hence
also quantum gravity) perspective hinges on the equality of tensors at different scales.
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