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Abstract
To satisfy the usage of high data rate services such as 4K video streaming, Virtual
Reality (VR) and Augmented Reality (AR) on board trains, new approaches are re-
quired. Current on board solutions cannot support these services for very crowded
train carriages, due to the limited available spectrum in the currently used 2.4 and
5 GHz bands. One approach to this problem is to complement current Wi-Fi instal-
lations with new 60 GHz WLAN ("WiGig") radios, based on standards such as IEEE
802.11ad and 802.11ay. Currently these technologies are not extensively deployed
for user devices, and the use case of 60 GHz access points inside train carriages is
unexplored.

In this thesis, the technical feasibility, with focus on channel characteristics, physi-
cal and regulatory limitations, of 60 GHz communication systems using 802.11ad for
passenger WLAN on board trains is evaluated. Three main investigation methods
are used to evaluate this, a measurement campaign, analytical simulations and ray
tracing simulations. The measurement campaign is performed at a train carriage in
Gothenburg, Sweden. The TCP throughput and signal strength are mapped for the
train carriage with a high accuracy indoor positioning system. The 60 GHz radio
channel inside the train carriage is characterized by path loss exponent and fad-
ing standard deviation. The path loss exponent was found to be 1.5, which means
that there is less signal degradation compared to free space loss. The measurement
results show that, for this measurement setup, the use of 802.11ad-based communi-
cation systems for passenger WLAN on board trains can provide gigabit capacity
and sufficient coverage with one to two access points per carriage. A LIDAR scanner
was used to create a 3D model of the interior of the train carriage. The generated
3D model was used to run ray tracing simulations, which shows similar propagation
characteristics as the measurements. A system level capacity study comparing a
5 GHz and a 60 GHz WLAN system is performed. The results show an order of
magnitude higher capacity for the 60 GHz system under current spectrum regula-
tions in the ETSI region for indoor usage.

A system level capacity study considering two 802.11ad-based access points inside
a train carriage is performed. The results show a significant reduction (∼70 %) in
capacity when the same channel is used within a train carriage compared to the
interference free case. Adjacent channel usage shows a degradation (∼25 %) in ca-
pacity. By using sparsely spaced channels, only a reduction of ∼2 % in capacity is
predicted compared to the interference free case.
Keywords: mmWave, millimeter wave, trains, 802.11ad, 802.11ay, 60GHz, WLAN,
LIDAR
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1
Introduction

In today’s world, Internet connectivity is expected everywhere, including on public
transportation such as trains. From the train operator’s perspective there is also
an incentive to provide connectivity as a service to passengers. In a study by [1],
72 % of business travelers asked, replied that they were more likely to use trains
compared to airplanes or cars if Wi-Fi access was available on board trains [1]. It
has also been predicted in a case study that the number of trips taken was 2.7 %
higher than it would have been without free Wi-Fi [2]. New riders were found to
make an estimated 8.6 % more trips than if Wi-Fi was not available [2]. Wi-Fi will
still play an important role as a complement to cellular connectivity for users. A
survey from November 2017 showed that even users with unlimited cellular data
plans got the majority of their traffic via Wi-Fi rather than cellular [3]. For users
with smaller data plans (< 5GB/month), Wi-Fi data corresponded to about 90 %
or more of the total usage [3]. Cisco has predicted that in 2021, 63 % of traffic from
dual-mode devices such as smartphones and tablets, excluding laptops, will be over
Wi-Fi or small-cell networks [4].

There are different methods of providing train passengers with Wi-Fi connectiv-
ity. Usually a train router is connected to the Internet via the cellular network,
satellite link or dedicated trackside base stations. The Internet connectivity is then
distributed to the passengers via on board Wi-Fi access points. In the methods
described, the access points are connected to the on board router which connects
to the backhaul via roof mounted antennas. See an example of a system providing
passenger Wi-Fi to trains in figure 1.1. The reason for using roof mounted anten-
nas can be explained by that train carriages can act as Faraday cages, not allowing
RF signals to propagate through into the carriage due to the the metallic walls.
Modern trains do also in many cases have energy-saving glass windows, which can
significantly degrade the signals through the windows [5]. This means that a passen-
ger potentially can get better performance by connecting with a system using roof
mounted antennas and a type of relay instead of communicating directly through
the vehicle walls or windows to exterior networks such as cellular.

With the increase of high bandwidth services such as 4K video streaming, virtual
and augmented reality applications, there is a need to increase the on board ac-
cess network capacity to be able to deliver a good quality of service even in the
most crowded cases. The connectivity to the train which is usually provided via
the cellular network will improve with further installments of LTE-Advanced and
the introduction of 5G, and other solutions such as dedicated high capacity train-
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1. Introduction

Figure 1.1: Overview of system providing passenger Wi-Fi to a train. [courtesy of
Icomera]

to-ground trackside networks. Some train connectivity solutions support so called
link aggregation, in which multiple links can be combined and used simultaneously
[6]. Link aggregation can provide improved capacity and coverage by using multiple
cellular operators in parallel.

However, the possibility to deliver high capacity to users in a crowded train car-
riage is a challenge due to the limited bandwidth available in the current 2.4 GHz
and 5 GHz Wi-Fi bands. One solution to this problem could be to use millimeter
wave communications using standards such as the IEEE 802.11ad and 802.11ay uti-
lizing frequencies around 60 GHz, where plentiful of bandwidth is available.

In the 60 GHz band there is several gigahertz of unlicensed spectrum available for
Wi-Fi (WiGig) communications [7], [8], enabling multi-gigabit capacity [8] and less
interference between carriages. A 60 GHz system would also offload the 2.4 GHz and
5 GHz bands, which would also improve the experience for the users which do not
have 60 GHz support. IEEE 802.11ad is a 60 GHz standard, with the capability of
providing multi-gigabit capacity [9]. Recent development has led to a rise of low-cost
802.11ad devices [10]. Currently it is mainly employed in point-to-point solutions
[11], [12], but there are some access points, smartphones and laptops which support
the standard [13]–[15].

1.1 Motivation for millimeter waves on trains

There are several aspects in which millimeter wave communication systems have sig-
nificant advantages compared to the sub 6 GHz solutions traditionally used for train
carriages. The main advantage is the high achievable capacity, which is possible due
to the large amount available spectrum. In the United States 7 GHz of unlicensed
spectrum is available between 57 and 64 GHz [7], and in the ETSI region 9 GHz
of bandwidth is available [8]. The 802.11ad standards has a channel bandwidth of

2



1. Introduction

2.16 GHz [9], which can be compared to a maximum channel bandwidth of 160 MHz
in current sub 6 GHz Wi-Fi standards [16]. Hence, even by using simple modulation
schemes it is possible to reach high capacity due to the sheer amount of spectrum.

One issue with current solutions is interference between carriages. 60 GHz signals
experience high attenuation in many wall materials and energy saving windows.
Hence, the overhearing from one carriage to another can be significantly smaller
compared to sub 6 GHz systems. Due to the higher material attenuation of millime-
ter waves, it might also be possible to deploy more dense cells. A scenario with two
access points or more per carriage operating at the same frequency band is possible.
To conclude, the usage of 60 GHz access points for passenger Wi-Fi has the potential
to improve the whole system throughput by an order of magnitude, and decrease
the issues with interference between carriages.

1.2 Challenges of millimeter wave communications
There are some aspects of millimeter wave technology which can be seen as draw-
backs compared to sub 6 GHz systems. The high attenuation will reduce the effective
range of a cell for a given output power and antenna gain. In the 60 GHz band, a
human body attenuates a signal by approximately 20 to 30 dB [17]. The human
body attenuation will significantly reduce the possibility of having a stable high
capacity connection in some cases. However, in modern millimeter wave systems,
techniques such as beamforming can partly mitigate this effect by directing the beam
and forming alternative signal paths. If there are several access points in a room,
body blockage to one access point might not be a problem since the user still can
connect to another access point.

Another aspect is the oxygen absorption of frequencies around 60 GHz [18], which
is between 15 to 30 dB/km [19], however for a distance less than 100 m between the
access point and a client, the loss due to oxygen absorption is less than 1.5 to 3 dB,
which is negligible in many cases. Due to the fact that line of sight between the
access point and the client device is often required for high capacity communica-
tion, the placement of access point antennas are more crucial for 60 GHz than for
sub 6 GHz standards. Another difference is that for sub 6 GHz systems, it is often
possible to use external antennas, which are connected to access points via coaxial
cables. However, for 60 GHz systems, this is in general not feasible due to the high
cable losses associated with 60 GHz signals through coaxial cables. In 60 GHz solu-
tions, the antenna is in many cases directly integrated with the RF frontend on the
same chip.

1.3 Scope
This study is focused on investigating the technical feasibility of providing passen-
ger Wi-Fi with 60 GHz access points. This is in part done by performing radio
measurements and ray tracing simulations to determine the radio characteristics.

3



1. Introduction

Interference between adjacent access points is also investigated. The physical and
technical limitations are the primary focus, rather than economical. Communica-
tion systems using the 60 GHz band utilizing IEEE 802.11 WLAN standards are
primarily covered. The usage and implications of other millimeter wave frequencies
and standards are discussed. The performed measurements are limited to one type
of train carriage. All the measurements are performed using equipment based on
802.11ad. IEEE 802.11ay is covered theoretically. For the simulations, the chan-
nel capacity is considered, with a certain implementation loss to take the hardware
and software constraints into account. A train carriage 3D model is created by a
LIDAR-scanning. The 3D model is used for ray tracing simulations done in COM-
SOL Multiphysics.

1.4 Thesis Aim and Contribution
This thesis aims to investigate the feasibility of using 60 GHz access points on board
trains for passenger access. According to [10], much has been investigated in the
60 GHz area, but there is still a lack of insight on how to build 802.11ad networks
[10]. This thesis aims to contribute with knowledge and understanding on how to
optimally build high performance 60 GHz networks for train carriages. The 60 GHz
radio channel is investigated by performing propagation measurements inside a train
carriage. The effects of interference on system performance is investigated through
simulations. A radio channel model for 60 GHz for train carriages is developed by
determining the path loss exponent and the standard deviation of the shadow fading,
which could be used for future radio planning. To the best of the authors knowledge,
no 60 GHz channel characterization based on measurements has been performed in-
side train carriages. To summarize in short, this thesis aims to achieve the following:

• Evaluate the feasibility of millimeter wave access networks on board trains for
passenger access.

• Characterize the 60 GHz radio channel inside train carriages using measure-
ments.

• Perform a system performance study for 802.11ad access points for a train
carriage.

• Perform ray tracing simulations and compare the results with measurements.

1.5 Previous work
There are different types of related work that has been performed. Both theoretical
analysis, in analytic studies and simulations, as well as measurements. Regard-
ing the related measurements, they can be divided into two main categories, pure
60 GHz propagation measurements, and 802.11ad network layer measurements. The
propagation measurements helps understanding the feasibility in different environ-
ments, and how different types of materials attenuate and reflect 60 GHz signals.

In [10] an empirical investigation of 802.11ad networks was performed. The study
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1. Introduction

showed gigabit-level throughputs for an indoor testbed. Adjacent Channel Interfer-
ence (ACI) and Co-Channel Interference (CCI) measurements were also conducted,
which showed a significant performance decrease due to both ACI and CCI.

In [20][21] measurements were performed in airplane cabins. In [22] a channel sound-
ing study was performed inside a bus coach to determine the frequency-domain
channel. In [23] the data throughput is measured inside a modern car, for different
fixed positions. All the measurement campaigns mentioned used different methods
when performing the measurements. Hence even if the environments are similar to
what is used in this work, the measurement setup is different. To conclude, there
has been some millimeter wave measurements performed in environments similar
to train carriages. However, they are all performed with different measurement
methodologies. In [24] the effects of human activity on 60 GHz indoor radio channel
was investigated, and a significant outage probability due to humans being active
inside in an indoor environment was determined.

In [25] several analyses have been made including propagation simulation for 60 GHz
inside train carriages by using ray tracing methods. Performing measurements is
mentioned as future work. In [26], simulations for both coverage and spectral ef-
ficiency of ultra-dense millimeter wave ceiling mounted access points, taking both
human blockage and interference into account was performed. In [26] a system
model was created to determine an optimal distance between access points. In [27]
simulations for wearables (smart watches and such) inside a train carriage have been
performed, with human blockage taken into account. To conclude, there has been
numerous simulation works done for millimeter waves inside train carriages, but no
rigorous measurement campaigns for 60 GHz has been performed to the best of the
author’s knowledge.
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2
Theoretical background

This chapter gives an overview of current millimeter wave communication systems.
An overview of 60 GHz wave propagation characteristics is provided, as well as
sections about the IEEE 802.11ad and 802.11ay standards. The current spectrum
regulations for WLAN communications in the 60 GHz band is mentioned. Finally,
there is a section dealing with capacity calculations.

2.1 Millimeter wave communications

Millimeter wave (mmWave) communication systems usually refers to technology
utilizing frequencies between 30 and 300 GHz [18]. In recent years millimeter wave
systems have started to gain traction in the communications area due to advances
in process technologies and integration solutions allowing for more cost effective
products [18]. Today millimeter wave technology is used extensively in point-to-
point communications in backhaul applications [18], as an alternative to running
optical fiber. Millimeter wave outdoor fixed point-to-point radio links can allow for
a low installation cost compared to optical fiber installations, whilst still allowing
for a high capacity. Millimeter waves will be a part of the next generation cellular
standard, 5G. Frequency bands around 28 GHz, 37 GHz and 39 GHz are considered
to be used in 5G in the United States [28]. The 60 GHz band is as of today used
in communication for both backhaul applications, as well as WLAN applications.
The IEEE 802.11ad WLAN communication standard uses the 60 GHz band [9]. The
focus of future applications is often in the access network, providing connectivity
to the end user devices such as smartphones and laptops. This is made possible
due to the decrease in cost [10], which allows the communication modules to be
implemented in devices.

Most modern access network communication systems such as LTE or Wi-Fi uti-
lize sub 6 GHz frequencies. There are several important differences between sub
6 GHz systems and millimeter wave systems. One difference is the physical size of
the actual components. The size of an antenna is related to the wavelength. Using
formulas described in appendix B and assuming constant radiation and aperture
efficiencies, it can be shown that the area of an antenna utilizing 5 GHz band, such
as some Wi-Fi standards, have a physical antenna area which is more than one
hundred times larger than an antenna with an equivalent gain for the 60 GHz band.
The fact that antennas in general are very small for 60 GHz systems allows for much
more compact receiver and transmitter systems. At sub 6 GHz bands, a few hundred
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megahertz of unlicensed spectrum is available in most regions of the world, however
at around 60 GHz several gigahertz of unlicensed spectrum is available. This gives
the possibility of a very high throughput since the capacity is proportional to the
available spectrum for high values of signal-to-noise ratio [29, Chapter 5].

2.2 60 GHz wave propagation
In general it can be stated that 60 GHz waves can be viewed as optical or quasi-
optical, in the sense that many common solid materials significantly attenuate sig-
nals [18]. In table 2.1 the measured attenuation for a few materials is shown from a
campaign performed at Virginia Tech [30]. It can be noted that according to these
measurements, all materials tested, except clear glass, 60 GHz signals are more at-
tenuated than 2.5 GHz signals. This study shows that some materials have almost
the same attenuation for sub 6 GHz signals as for 60 GHz signals [30]. Many authors
such as [10] state that there is high attenuation of 60 GHz signals. Although this
may be true for many common materials, for network planning, it is important to
remember that some materials can have almost the same attenuation for sub 6 GHz
signals as for millimeter waves [30]. This is further supported by another study
made on car windows for frequencies between 50 GHz to 110 GHz, only measured a
loss of between 2 dB for 60 GHz signal with a 0 degree incident angle [31]. There has
been a lot of 60 GHz wave propagation and attenuation measurements performed for
different materials and environments. Various methodologies have been employed,
but in general a setup with well defined antennas (such as horn antennas) are used
in conjunction with vector network analyzers (VNA’s).

Table 2.1: Attenuation loss in materials for 60 GHz and 2.5 GHz [30]. The loss is
normalized to obtain attenuation per centimeter.

Attenuation loss 60 GHz 2.5 GHz
Drywall 2.4 dB/cm 2.1 dB/cm
Standard office whiteboard 5.0 dB/cm 0.3 dB/cm
Clear glass (3.175 mm thickness) 11.3 dB/cm 20.0 dB/cm
Mesh glass (3.175 mm thickness) 31.9 dB/cm 24.1 dB/cm

Another important characteristic to consider is the reflection properties of different
materials. This will determine how feasible non-line of sight (NLOS) communication
is. If all the energy would to be absorbed by the first reflection, NLOS communi-
cations would not be possible. Based on studies such as [32] it can be stated that
for example metal acts as a very good reflector, whilst materials such as carpets
and drywall has worse reflection properties [32]. In [24] the authors investigated the
effects of human activity for an indoor 60 GHz connection among zero and up fifteen
persons. For this scenario, the connection was "unavailable" for 1 % to 2 % of the
time when there was one to five persons in the room [24]. Another study investi-
gated four body types and found an average attenuation of 22 dB [33]. From this it
is possible to conclude that human body blockage will have a significant impact on
performance, if the line of sight is blocked.
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It may not be possible to guarantee one hundred percent coverage of a 60 GHz
system. However this is resolved by the fast session transfer feature which can be
implemented in 802.11ad devices, which allows a device to rapidly switch to the 5
or 2.4 GHz band. One study [18] predicts a range of about 10 m for indoor usage of
60 GHz WLAN and 500 m to 1000 m for outdoor usage in point-to-point solutions,
based on old spectrum regulations.

At the current market, there are several point-to-point solutions claiming distances
of up to 1.6 km by using high gain reflector antennas [11]. However it is important
to note that these solutions are very sensitive to antenna miss alignment due to the
very narrow beamwidth being used. There are also some more flexible solutions
using beamforming [12], providing ranges of up to about 200 m to 300 m, whilst
allowing for a moving client due to beamforming being used instead of a passive
antenna. The actual achievable performance will also be region dependent, due to
regulatory differences.

2.3 IEEE millimeter wave standards

An IEEE task group has developed one standard for millimeter wave WLAN, and
there is currently another task group working on an amendment which contains
several improvements. The two communication standards for WLAN are discussed
in this section. These standards are sometimes referred to as WiGig, which is a
term that originated from a trade association called Wireless Gigabit Alliance which
promoted 802.11ad. The association was in 2013 merged with the Wi-Fi Alliance.
The Wi-Fi alliance now offers WiGig certifications for devices similar to what is
provided to other Wi-Fi standards [34].

2.3.1 802.11ad

IEEE 802.11ad is a WLAN standard using the 60 GHz band aimed at providing
multi-gigabit connectivity [35]. 802.11ad is currently commonly used in point-to-
point solutions [11], [12], and in a few cases access points, smartphones and laptops
[13]–[15]. The final standard was released in 2012, with another amendment being
added in 2014 [9]. The standard is an amendment to the 802.11 standard, and
hence has a lot in common with other 802.11 standards. The standard has several
transmission modes. There are two single carrier modes and one OFDM mode.
There is one low power single carrier mode (Low-power SC PHY), and one regular
single carrier mode (SC PHY). The SC PHY is what is most commonly used in
current products available on the market. The OFDM mode (OFDM PHY) is
optional according to the standard. There is also a control PHY which is mainly
used during beamforming training. 802.11ad has a maximum PHY capacity of
7 Gbit/s [9], although most available products only support a PHY capacity of
4.6 Gbit/s.
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2.3.2 802.11ay
IEEE 802.11ay is an amendment to 802.11ad which aims to increase the capacity
from 7 Gbit/s to 30 Gbit/s [36]. 802.11ay implements several improvements which
allows for a higher theoretical capacity. Two of the major advances compared to
802.11ad is the introduction of MIMO and channel bonding [37]. The design target
of the 802.11ay task group is to have at least one transmission mode which supports
at least 20 Gbit/s [37]. The new maximum capacity is under the constraint that the
power efficiency per station should be maintained or improved compared to 802.11ad
[37].

Table 2.2: Comparison between 802.11ad and 802.11ay standards

802.11ad 802.11ay
Final standard release date 2012 [9] 2019 (estimated)
Standard draft 1.0 release date 2009 2017 [37]
Highest modulation scheme 64-QAM [9] TBD
Maximum capacity 7 Gbit/s [9] 30 Gbit/s [36]

2.3.3 WLAN channels
There are four 2.16 GHz wide channels defined in the 802.11ad standard [9], shown in
2.1. The availability depends on the geographical region of operation. A compliant
client should support at least channel 2 [9]. The channel bandwidth in 802.11ad
is much higher than the channel bandwidths used in sub 6 GHz Wi-Fi standards
such as 802.11ac. In 802.11ac a mandatory bandwidth of 80 MHz and an optional
of 160 MHz is specified [16].

Frequency 
[GHz]

57.24 GHz 65.88 GHz

2.16 GHz 2.16 GHz 2.16 GHz 2.16 GHz

 

Channel 1 Channel 2 Channel 3 Channel 4

Figure 2.1: Overview of WLAN channels defined in the 802.11ad standard [9].

The Wi-Fi Alliance has specified a total of six channels for WiGig [38], hence, two
more than specified in the 802.11ad standard. The channels range from 57 GHz to
71 GHz [38].
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Frequency
relative 
center 
frequency 
[Hz] 

0 (1.2 GHz) (2.7 GHz) ( 3.06 GHz)

0 dBr

-17 dBr

-22 dBr

-30 dBr

(-1.2 GHz)(-2.7 GHz)(-3.06 GHz) (-0.94 GHz) (0.94 GHz)

Figure 2.2: Transmit mask for 802.11ad [9]. The unit dBr denotes dB relative to
the maximum spectral density of the signal.

2.3.4 Transmit mask
The transmit mask specifies how much out of band transmitted power is allowed in
the standard. This will determine how much interference a compliant transmitter
can cause to adjacent bands. To be able to calculate the interference between access
points, the transmit mask can be used [39]. The transmit mask for 802.11ad is
specified in [9]. The spectral mask is defined for a resolution bandwidth of 1 MHz,
and that the measured data packets should be longer than 10µs, without training
fields [9]. It can be seen in figure 2.2 that adjacent bands can disturb each other
from −22 to −17 dB relative to the maximum power. However, by using far spaced
bands, such as channel 1 and 4, which are spaced by 6.48 GHz, the out of bands
emissions are at least −30 dB below the maximum transmitted power. The out
of band emissions could potentially degrade the performance due to the increased
interference. How large the effects of interference will be depends on the receiver
filters, path loss between the disturber and receiver, and other factors.

2.3.5 Channel access method
The channel access method concerns how users share and access the channel in a
communication system. To be able to predict the performance for a system with
multiple users, it is necessary to consider the channel access method used. IEEE
802.11 employ Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
[40]. In CSMA/CA a device listens before trying to transmit (carrier sensing), and
waits if the channel is found to be busy. 802.11 has an optional feature with Request-
to-send (RTS) and Clear-to-send (CTS) [40]. A client wishing to transmit data will
in this case send an RTS, and if the access point is available, it will send a CTS
to the client, indicating that the specific client is allowed to transmit. In wireless
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networking the so-called hidden node problem [40] occurs when clients both can
reach a certain access point, but not each other. This situation is resolved by the
usage of RTS/CTS, since the access point can hear both clients, and arrange the
communication.

2.3.6 Fast Session Transfer
Fast Session Transfer (FST) is a feature in 802.11ad which allows a device to rapidly
switch from one band (e.g. 60 GHz band) to another (5 GHz or 2.4 GHz bands)
seamlessly [41]. Hence, a supported device can always use a sub 6 GHz band as
fallback if losing 60 GHz coverage.

2.4 Spectrum regulations

The regulations related to the usage of the frequency bands have a significant impact
on the performance which can be achieved. There are in general different rules for
outdoor and indoor usage, and if the links are fixed (point-to-point) or not. In this
section indoor usage will be considered.

2.4.1 European region (ETSI)
European Telecommunications Standards Institute (ETSI) is a standardization or-
ganization. The ETSI standards are an attempt at creating harmonised European
standards. To avoid details, it can be said that most European countries follow
the ETSI standards or a modified version of the standards. The rules related to
indoor usage of the 60 GHz band for WLAN applications are specified in [8]. This
document defines the 60 GHz band as frequencies, typically from 57 GHz to 66 GHz.
The regulation specifies a maximum mean RF output power of 40 dBm Equivalent
Isotropically Radiated Power (EIRP) for indoor usage. The RF output power is
defined as the mean EIRP during a transmission burst [8]. For systems utilizing
beamforming, this limit applies to the highest possible EIRP value for the antenna.
For fixed outdoor links, higher EIRP levels are allowed, which allows for long range
point-to-point links.

2.4.2 USA (FCC)
Federal Communications Commission (FCC) decides the regulations for the United
States. These regulations are also adopted by several other countries. The rules
related to the 60 GHz band are specified in "Part 15 Rules for Unlicensed Operation
in the 57-64 GHz Band" [7], which state an average output power of 40 dBm EIRP
and a peak output power of 43 dBm EIRP for indoor usage. The available unlicensed
bandwidth is 7 GHz. Hence both the FCC and ETSI has specified a maximum mean
EIRP of 40 dBm for indoor usage. For fixed outdoor links, much higher EIRP levels
are allowed. For fixed outdoor links, the maximum allowed mean EIRP increases
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with the antenna gain up to a certain limit, which extends the range of point-to-
point radio links. More specifically, for fixed outdoor links, the maximum mean
EIRP is 82 dBm minus 2 dB for each dB that the antenna gain is below 51 dBi [7].

2.5 Wireless channel modeling

Wireless channel models are useful for communication system design. They provide
a way to estimate the achievable performance for different environments. There are
many different types of channel models, all with their advantages and disadvan-
tages. Channel modelling can be divided into two main branches, deterministic and
stochastic [42]. As common in modelling, there is a trade off between accuracy and
simplicity. Capturing all radio propagation effects can be very complex. There is
also a trade off between generality and accuracy, a site-specific model does in most
cases provide better accuracy than a more general model. There is an important
difference between what is called a propagation channel model and a radio channel
model. The radio channel is the propagation channel with the effects of the anten-
nas into account [43], whilst the propagation model only concerns the channel "over
the air". For example, a different radio channel can be measured if the receiving
antenna used is very directional or more omni-directional. This is due to that in the
first case, less reflections are captured if there are signals coming from the sides.

An example of a closed-form model is the two-ray model [43] which takes a direct ray
and a ground reflection into account, rendering an analytic expression. These types
of models may work for some types of environments, however when the geometry
of an environment is very complex there is often no simple closed-form expressions
which can be derived. Empirical models are based on measurements, the results
are often very accurate for the specific measured environment. There are two main
downsides with empirical models, the first one is that measurements are required,
which might require a lot of time, the second downside is that the results may be
site-specific [43].

In ray tracing methods, electromagnetic rays are modelled as optical rays, tak-
ing effects such as reflection and refraction into account [43]. Ray tracing uses a
3D or 2D model of the environment, taking absorption and reflection of materials
into account. Ray tracing can be very computationally heavy. The factors affecting
the computational time is among other things the number of rays, and how many
reflections are taken into account. Hence there is a trade off between accuracy and
computational time. Optimally, all the parameters of all environment materials
such as walls, floors and windows should be known exactly, which may be difficult
in many cases, therefore assumptions about the materials based on similar known
materials have to be made. There has been a lot of previous work done comparing
ray tracing simulations and measurements, with some studies finding a very high
correlation between measurements and simulation such as in [44][45]. More details
about channel modelling are described in Appendix D.
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2.6 Capacity calculation

The channel capacity, also called Shannon capacity, provides an upper theoretical
limit on how much information can reliably be transmitted over a channel [46]. In
practice, it is possible to reach close to the capacity limit with the help of modern
coding techniques [29, Chapter 5]. The channel capacity is given by [29, Chapter 5]

C = B log2(1 + SNR) [bits/s] (2.1)

Where C is the channel capacity, B is the bandwidth in Hertz and SNR is the signal-
to-noise ratio. By observing equation (2.1) it is possible to see that the capacity
is proportional to the bandwidth, and has a dependence on the SNR. However, for
a fixed power level, the SNR also depends on the bandwidth. This is due to the
fact that the noise depends on the system bandwidth. The SNR for an receiver can
also be expressed as a ratio between the received power and the bandwidth, via the
expression

SNR = Pin
kTeB

, (2.2)

where Te here is an equivalent temperature taking both the ambient temperature,
and the receiver noise figure into account. k is Boltzmann constant and B is the
bandwidth in Hertz. It can therefore be seen that the SNR is a function of the
bandwidth, given a constant total power level.

Another way to represent the SNR is to use a receiver noise figure, an implemen-
tation loss and just thermal noise. The SNR can then in decibel be calculated
as

SNR = Pin − NF − IL − kT0B [dB], (2.3)

where Pin is the received power, NF is the receiver noise figure (which takes into
account how much noise the receiver adds) and IL is the implementation loss. The
input power, Pin, is given by

Pin = Pout +Gr +Gt − PL(d) [dBW], (2.4)

where Pout is the output power from the transmitter and Gr and Gt are the receive
and transmit antenna gains respectively. PL(d) is the path loss in decibel as a
function of the distance. The path loss could be estimated by several different path
loss models, such as Friis equation (free space loss), two ray model [46, Chapter 4],
Okumura–Hata model, or modified Friis equation. The choice of model depends on
the environment in which the communication system will be deployed.
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Figure 2.3: Channel capacity versus the SNR. For low values of SNR, the capacity
is approximately linear. For high values of SNR, it is logarithmic with respect to
SNR.

In figure (2.3) the channel capacity is shown. It can be seen that for low values of
SNR, the capacity is approximately linear with respect to SNR. This is the so called
linear region, or power limited, region. In the power limited region, the capacity
can be increased significantly by increasing the amount of power. For higher values
of SNR, the capacity is approximately logarithmic with respect to SNR. This is the
so called bandwidth limited region [29, Chapter 5] (also called high SNR region).
In the bandwidth limited region, adding more power (to have a higher SNR) will
only marginally increase the capacity, however the capacity is directly proportional
to the bandwidth. This can be shown by that for low values of SNR we have [29,
Chapter 5]

log2(1 + SNR) ≈ SNR log2(e), SNR ≈ 0 (2.5)
Whilst for high values of SNR, we obtain [29, Chapter 5]

log2(1 + SNR) ≈ log2(SNR), SNR >> 1 (2.6)

Hence, by substituting equation (2.2) in the above formulas, and we obtain

C = B log2

(
1 + Pin

kTeB

)
(2.7)

So, for the high SNR region, we obtain

C ≈ B log2

(
Pin
kTeB

)
(2.8)

Hence, the capacity will increase by adding more bandwidth. The reason is that the
linear function grows faster than the logarithmic decreases, given that the argument
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of the logarithmic function is high. This is illustrated in figure 2.4. As a matter of
fact, for high values of SNR, the capacity is approximately linear with respect the
bandwidth.
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Figure 2.4: Channel capacity versus the bandwidth for a constant power level [29,
Chapter 5]. For low values of bandwidth, the capacity is linearly increasing with
bandwidth, for high values of bandwidth, the gains are diminishing. This is due to
the fact that with higher bandwidth, the effective SNR decreases for a fixed signal
power.

In general, 60 GHz communication systems have much higher channel bandwidths
than sub 6 GHz systems. This explains why the capacity is much higher for a 60 GHz
system compared to a sub 6 GHz system at short distances. However, by observing
this equation, it can be understood that the capacity gap is closing as the distance
is increasing. So in rough terms, it can be described in this way: Assuming both
systems having approximately the same output power, the 60 GHz system has lower
SNR due to higher bandwidth it possesses. The sub 6 GHz capacity is actually
higher than the 60 GHz capacity at longer ranges, due to the lower SNR and higher
attenuation in the atmosphere for the 60 GHz system.

2.7 Radio channel characterization
To be able to predict and calculate performance it is important to characterize the
radio channel. In a free space case with no reflections (the so called free space loss),
the following formulas describe the path loss in linear scale

PL(d) =
(4πd
λ

)2
, (2.9)
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which in decibels can be written as

PL(d) = 20 log10

(
λ

4πd

)
[dB] (2.10)

d is the distance in meters, and λ is the wavelength in meters. Although very useful
in for example point-to-point communication systems, and satellite communication
[46, Chapter 4], this model fails to capture the effects or reflections which makes it
unsuitable for many applications.

A more general model which takes reflections into account is the log-distance path
loss model. In [43] a collection of channel characterizations for 60 GHz is listed for
environments such as office, corridor, laboratory and open field. For the large-scale
channel characterization it is common to specify the path loss by the path loss ex-
ponent, n, and the standard deviation for the shadow fading, σs [43]. The path loss
for the log-distance model is shown below

PL(d) [dB] = PL(d) [dB] +Xσ [dB] (2.11)

PL(d) is the average path loss, Xσ is the shadow fading. To determine the path loss
exponent for a case without any specific obstruction by objects [43], which represents
no shadowing case, the average path loss can be modelled as

PL(d) [dB] = PL(d0) [dB] + 10n log10

(
d

d0

)
, for d > d0 (2.12)

The path loss exponent can be found by performing the least squares linear regression
of the measured data points [43]. A value of d0 = 1 m is used commonly [43].
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3
Methods

To answer the stated problem, three investigation methods are employed:

• Analytical system level simulations

• Ray tracing simulations based on 3D LIDAR scanned model

• Measurement campaign and analysis of results (measurements inside train
carriage, analysis of measured signal strength and throughput)

There are two types of simulations performed. A ray tracing part using COM-
SOL Multiphysics [47], and capacity simulations using the programming language
Python. The capacity simulations will consider the physical parameters of a 60 GHz
802.11ad communication system, with an access point and a client. The study will
take power regulations into account for the ETSI region. The study answers ques-
tions about the theoretical maximal capacity, and a separate study is performed to
determine the impact of co-channel and adjacent channel interference. The results
will give insight about the theoretical maximal capacity which can be achieved. The
results help to answer how many access points are required per carriage. The ray
tracing simulations will generate a coverage map for the train carriage, and give a
reference to compare to the measurements. The 3D model used for the ray tracing
will be collected from a LIDAR scanning of a real train carriage.

The measurements will provide insights about how a practical system operates,
with a real channel and real hardware and software constraints. The measured TCP
throughput takes all the effects of the 802.11ad protocol into account, and the effec-
tive end-to-end throughput is determined. The radio channel is also determined via
the measurements, which provides understanding on how 60 GHz signals propagate
through a train carriage. Hence the measurements are important for understanding
both the physical radio channel, as well as the implications of the 802.11ad standard.

Four key performance indicators are considered, shown in table 3.1.
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Table 3.1: Key performance indicators for feasibility study and target values.

Parameter Target value
Coverage > 90 %
Number of users > 30
System throughput > 1 Gbit/s
Number of access points per carriage < 4

It is important to consider that when trying to reach the target values of the perfor-
mance indicators, some factors such as the train carriage model will play a role. One
aspect is the length of the train carriage, which normally is in the range of between
20 to 30 meters. Another factor is the materials used inside the train carriage, some
wall materials may reflect 60 GHz signals better than others. Some type of seating
materials could also potentially act as absorbents, which could degrade the perfor-
mance. The system throughput might seem a bit low, however this is due to the
fact that system throughput decreases with an increasing number of users in 802.11
WLAN standards. Also, if sub 6 GHz standards are used, the system throughputs
would be added for each technology. The coverage area is defined as the area where
a client device can achieve at least 50 Mbit/s.

3.1 System level simulation

This chapter presents two system simulations, which has been realized by Python
scripts. The first one simulation compares a 5 GHz WLAN system with a 60 GHz
WLAN system for an interference free case. The setup simulates the case with a
wall mounted access point, and a single mobile client device such as a smartphone.
The system throughput in a practical system would decrease with an increasing
number of users due to the medium access methods employed in 802.11. The second
case investigates the effects of dense cells by looking at how interference affects
performance in a 60 GHz system inside a train carriage for a scenario with two
wall-mounted access points per carriage.

3.1.1 Capacity simulation
Before performing a system design it is suitable to calculate the predicted capacity.
The final system throughput will be lower than this capacity limit due to protocol
overhead and other factors.

In a link budget, factors such as output power regulations, antenna gain, path loss
model and noise are taken into account. In order to have a certain outage probabil-
ity, a fading margin is also taken into consideration in many cases. For instance, if
the fast fading is assumed to be Rayleigh or Rician-distributed with a certain vari-
ance, then the fading margin can be determined by choosing an outage probability.

When evaluating the 60 GHz IEEE 802.11ad system theoretically, a 5 GHz Wi-Fi
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system, using the IEEE 802.11ac standard, will be used as a benchmark. This anal-
ysis will depend on the antenna gain of both the client device and the access point.
Since handheld devices such as smartphones have limited physical space for anten-
nas, small, low-gain antennas are employed. This is also related to the fact that
for devices such as smartphones, an omnidirectional antenna radiation pattern is in
general desired, so that the device can communicate in all directions. However, the
access point generally has more space available, and a larger antenna (e.g. antenna
array) with a higher maximum gain could be used.

Table 3.2: Parameter values used for simulation performed for comparison between
an 802.11ad and an 802.11ac system.

System 802.11ad (60 GHz) 802.11ac (5 GHz)
Channel bandwidth 2.16 GHz 80 MHz
Center frequency 60 GHz 5.725 GHz
EIRP 40 dBm 30 dBm
Receiver antenna gain 3 dBi 3 dBi
Receiver noise figure 6 dB 6 dB
Implementation loss 6 dB 6 dB
Ambient temperature, T0 290 K 290 K
Number of spatial streams 1 1

The noise figure and implementation loss values for the 60 GHz system are gathered
from [17], where a 60 GHz system calculation is performed. The same noise figure
and implementation loss is assumed for the 5 GHz system. The channel capacity is
calculated for the comparison between a 60 GHz and a 5 GHz system based on the
values in table 3.2. The simulations are based on the relationship described by (2.1),
(2.3), (2.4) and (2.10) in Section 2.6. The general procedure of the link calculation
is covered in [48, Chapter 14], and some of the parameter values are gathered from
[18] and [17].

3.1.2 System model for interference investigation
When considering cases with two or more access points (APs) per carriage, it is
important to take interference into account. In this chapter, a system model is de-
signed to evaluate the impact of interference.

Two wall mounted access points are considered, one on each side of a 20 meter
long train carriage. The received interference signal from an interfering AP is calcu-
lated by the transmitted power minus the path loss and the 802.11ad transmit mask.
The device-to-device interference is not taken into account for this calculation. Only
AP-to-device interference is considered. This is based on the assumption that most
Wi-Fi users use more downlink than uplink, which requires the AP to transmit more
than it receives, and that the devices listen more than they transmit. Based on this,
it is assumed that the majority of the interference comes from neighbouring access
points, rather than surrounding clients.
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Figure 3.1: Overview of simulation setup inside train carriage. One access point
is placed in each end of the carriage. The moving client is inside the train carriage.

A simple model is used in which it is assumed that the interference from one access
point to the other can be seen as uncorrelated noise. The interference generated
from adjacent carriages is assumed to be negligible. The idea with the model is to
provide insight on how the distance, power level, and antenna type can affect the
system throughput due to interference. Interference can be divided into Adjacent
Channel Interference (ACI) and Co-Channel Interference (CCI) [10]. In this study,
four cases are considered:

• No interference
• Adjacent channel interference (maximally spaced adjacent channel, e.g. chan-

nel 1 to 4)
• Adjacent channel interference (minimally spaced adjacent channel, e.g. chan-

nel 1 to 2)
• Co-channel interference (e.g. channel 1 to 1)

The interference model is similar to what is used in [39]. Received interference power
is assumed to be the product of the output power, the gain and a factor which takes
the channel overlap into consideration. The received interference power, I, can as
in [39] be written as

I = PoutGξ (3.1)
Pout is the transmitted output power from the interferer, and G is the gain between
the output and the input of the receiver. The gain here, G, takes path loss, antenna
gains and antenna alignment mismatch into account and ξ is the channel overlap
factor which takes into account how much two channels overlap. The equation can
more explicitly, in decibels, be rewritten as

I = Pout − PL+Gr +Gt + ξ [dB], (3.2)
where Gr and Gt is the transmit and receive antenna gains, and PL is the path loss
between the access point and the receiving device. The free space path loss model
is used. The signal-to-noise plus interference (SINR) ratio is then given by

SINR = Pin
N + I

(3.3)
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Figure 3.2: Train carriage used for measurements, located at Johanneberg,
Chalmers University of Technology.

Pin is the input signal power, N is the noise power, and I is the interference power.
The noise term N is calculated by thermal noise and an assumed noise figure of
the receiver. The values of ξ are estimated from the transmit mask shown in figure
2.2. Pin is calculated by using the values in Table 3.2. The transmit power and
antenna gain was used to determine the output power, then a channel model (free
space path loss) was used and the receive antenna gain. This then determined the
distance dependent value of Pin.

3.2 Measurements

The purpose of the measurements is to characterize the radio channel inside the
train carriage. The purpose is also to test radio equipment and load the link with
TCP traffic to determine the practical performance. Both these parts will help in
understanding what achievable performance can be had, and help to answer whether
802.11ad-systems are feasible for passenger access.

3.2.1 Measurement campaign

Measurements were performed during February 2018 in an AB3 train carriage manu-
factured by ASJ for SJ, the government-owned passenger train operator in Sweden.
The AB3 train carriage is situated at Johanneberg campus, Chalmers University
of Technology, Sweden. The interior is modified such that the original passenger
seats have been removed from the carriage, while the metal chassis and windows
are in their original state. The interior and exterior of the carriage have also been
repainted. The exterior of the train carriage is shown in figure 3.2, and the interior
is shown in 3.3a and 3.3b.
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(a) From the back of train carriage facing towards the
station access point.

(b) From the front of train carriage facing away from the
station access point

Figure 3.3: Inside train carriage, tables being placed on one side of the carriage,
which is the setup used for the measurements.
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Table 3.3: Specifications and settings for 60 GHz transceiver equipment used for
measurements

Parameter Value
Protocol 802.11ad
Channel bandwidth 2.16 GHz
Center frequency 60.48 GHz (Channel 2)
Maximum wireless capacity (PHY) 4.6 Gbit/s
Output power 14 dBm
Antenna gain 7.5 dBi approximately.
Antenna beamwidth 90◦ approximately.
MTU size 7912 bytes

3.2.2 60 GHz radio equipment
Two transceivers using 802.11ad operating in the 60 GHz band were used for the
measurements. The specifications of the equipment, together with the used settings,
are shown in table 3.3.

3.2.2.1 Measurement setup

The station access point was placed in a fixed position on a table of a height of
about 1.6 m in the end of the carriage. The client access point was placed on a
cart of height 1 m with wheels and was powered from a battery. During the mea-
surements, the cart was pushed around in a controlled manner in the carriage. In
total, three visits were done to the train carriage on different occasions, in which the
first one acted as a test and verification run and the other two yielded high quality
measurement data. For all tests, only one person, pushing the cart, was present in
the carriage. The UWB positioning system uses anchor points for positioning, and
a client which is the device being tracked. The manufacturers of the positioning
system recommends a manual calibration of the anchor points, meaning that their
actual positions are manually entered before logging starts. Manual calibration was
used, and the positioning systems accuracy was verified by moving the cart around
and observing that the correct positions were registered by the system. The UWB
positioning anchor points were placed in the corners of the train carriage, and the
client access point was placed on the cart alongside the UWB positioning tag.

The cart was placed close to the station access point, and then pulled backwards
slowly to the far back of the train carriage. Then the process was then repeated for
six times for different positions of the cart. Software was written to automatically
record downlink and uplink TCP throughput, downlink and uplink rate, Received
Signal Strength Indicator (RSSI), position and time. The software Iperf [49] was
used for generating TCP traffic, and specific settings were configured to maximize
the throughput over the wireless link. A block diagram of the measurement setup is
shown in figure 3.5. An Iperf server was started on one of the access points, whilst
the other access point was running Iperf in client mode. The laptop was only used
for starting the Iperf server and client remotely via SSH, and to do the data logging.
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Figure 3.4: Cart used for measurements, UWB positioning tag (left), laptop used
for measurements (center) and access point (behind laptop screen).

However, the throughput was directly measured from one access point to the other,
and not via the laptop to the other access point. The Linux system shown in figure
3.5 is a light-weight Linux distribution with 802.11ad drivers installed. Prior to the
train measurement campaign, both the transceiver and positioning equipment was
extensively verified and tested in an office environment. The initial testing showed
that the measurement system was functioning as expected, and that the data logging
was functioning correctly.

3.2.2.2 Network settings

Channel 2, with a center frequency of 60.48 GHz, was used for the measurements,
this is the default 802.11ad channel which should be supported by all devices. In
TCP traffic, the Maximum Transmission Unit (MTU) determines the maximum
packet size. In general, a higher MTU size can increase the efficiency by reducing
the amount of overhead. An MTU size of 7912 bytes was used to obtain high
throughput values to be closer to the PHY rate. A smaller MTU would yield lower
throughput values due to more overhead. This is also confirmed by preliminary
tests performed with the default MTU size of 1500 bytes. TCP traffic was used for
all tests; however, a higher throughput can be expected if UDP traffic was used,
as observed in [10]. TCP traffic is in general used for services where the message
must reach its destination such as email and web surfing, where no lost packets are
acceptable. UDP is commonly used in video streaming, Voice over IP (VoIP) and
some types of online gaming, where low latency is more important than low packet
loss.
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Linux system 
with drivers

60 GHz Access point Wireless link

Laptop controlling 
Iperf and data 

collection

60 GHz Radio

Linux system 
with drivers

60 GHz Access point

60 GHz Radio

Figure 3.5: Block diagram of measurement setup. The wireless link is between one
60 GHz radio to the other. The laptop is only used for controlling Iperf and data
collection. The throughput is measured from one access point to the other.

AP AP

Figure 3.6: Overview of measurement setup inside the train carriage. One access
point is placed on a table, while the other one is placed on a cart.
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3.3 LIDAR scanning

LIDAR (Light Detection and Ranging) is a method which transmits laser pulses, and
by measuring the reflected signal can measure the distance to objects. By moving
the laser beam and scanning in all directions, it is possible to obtain a 3D model of
the environment.

3.4 3D scanning of train carriage
A 3D model of the inside of the train was generated from a point cloud which was
generated from a LIDAR scanning ("3D scanning"). A side view of the 3D scanner
is shown in figure 3.7.

Figure 3.7: Side view of FARO Focus 3D scanner standing inside train carriage.
The scanners touch display is facing the camera.

The scanning was performed by using scanner equipment ("FARO Focus 3D") from
the company FARO. The scanner was placed at four different locations inside the
train carriage, and the point cloud data files were then merged into one large point
cloud. The result is a high-resolution colored 3D point cloud of the trains interior.

The point cloud observed from a distance is shown in figure 3.8a, and the point
cloud viewed from inside the train is shown in Figure 3.8b. The colored capture is
possible since a digital camera is integrated with the LIDAR scanner which maps the
color data into the corresponding cloud points. The scanning successfully captured
the details of the interior of the train carriage. Features such as the arcs in the ceiling
was successfully captured, which can be observed by comparing figure 3.3a and 3.8b.

The point cloud files were processed with the software CloudCompare [50] to gen-
erate 3D mesh files by the poisson surface reconstruction function. The mesh files
uses 3-dimensional sections instead of points. The purpose of this is that ray tracing
software in general requires solid 3D models, and does not function with point cloud
models. The surface reconstruction parameters were tweaked until a result which
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(a) From the outside of train carriage. Note that the point
cloud is only based on the scanning performed on the inside
of the carriage.

(b) From inside of the train carriage used for measurements.
Note that details such as the arcs in the ceiling have been
successfully depicted.

Figure 3.8: 3D point cloud file from 3D scanner measurements of the train carriage.

provided a good level of detail and surface smoothness was achieved. The mesh
format files are shown in figures 3.9a and 3.9b.

3.5 Ray tracing simulations
Ray tracing simulations using COMSOL Multiphysics were performed to evaluate
the coverage inside the train carriage for 60 GHz.

3.5.1 Preprocessing of 3D file
The 3D file from a LIDAR scanning was used. The raw 3D mesh file was to large
in file size to directly be used for the simulations. Instead, the number of mesh ele-
ments were reduced until the file reached a manageable size. Here, there is a trade
off between model accuracy, file size and computational efficiency. A manually built
simple 3D model was also set as a reference for comparison.
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(a) From outside of train carriage.

(b) From inside of the train carriage used for measurements.
Note that details such as the arcs in the ceiling have been
successfully depicted.

Figure 3.9: 3D mesh files based on 3D scanner measurements for the train carriage
used for measurements.
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3.5.2 Ray tracing simulation parameters

When discussing optical reflection, it is common to divide reflections into so called
specular reflections, and diffuse reflections. In specular reflection the outgoing re-
flected ray is reflected with the same angle as the incoming ray. This is normally
found in very even surfaces such as iron, glass etc. Diffuse reflections captures the
effects of rough surfaces, so that the outgoing rays have an outgoing angle which
is random. The reflection of the walls were determined such that a certain amount
of the incoming rays experienced specular reflections, whilst the others experienced
diffuse reflections. A certain loss (absorption constant) was set for all walls, to emu-
late the real behaviour of lossy walls. When running the simulation, there are a lot
of parameters to be set, see table 3.4. For example, the number of outgoing rays,
radiation pattern, wall reflection parameters, mesh size, etc. It is in some sense
difficult to replicate all these parameters perfectly to reflect what was used for the
measurements.

3.5.3 Ray tracing simulation setup

This section explains how the ray tracing simulations were performed. An absorp-
tion coefficient of 0.2 is used for all walls during the simulations. The value was
chosen so that the simulation results were similar to the measurements. This means
that the rays lose 20 % of their energy at each reflection. This means that there is
an assumption that the walls are very reflective for 60 GHz waves, or at least that
the propagation can be explained by this behaviour.

Specular reflection is mainly used in the simulations, since this was found to pro-
duce results most close the measurements. This can be explained by that the walls
have a quite even surface. Each ray has a 90 % chance of specular reflection and a
10 % chance of diffuse reflection. The outgoing ray pattern is made to emulate the
radiation pattern of the antenna used for the measurements.

The main ray tracing settings used are summarized in table 3.4. The signal strength
is found for a plane which is at about 1 metre over the floor of the train carriage,
which approximately at the same height as the access point in the measurements.
The "receive antenna" used in the simulations is isotropic, in the sense that the re-
ceived power is calculated from rays from all directions. However, it is assumed that
most of the received energy is coming from the direction of the access point antenna.
Because of this, the results can be estimated to be close to what would have been
if the same radiation pattern as for the antenna used during the measurements had
been used.

31



3. Methods

Table 3.4: Parameter values for ray tracing simulations.

Parameter Value
Specular reflection percentage 90 %
Diffuse reflection percentage 10 %
Number of rays 5000
Time for power accumulation 300 ns
Ray energy loss per reflection 20 %

Figure 3.10: Final simplified mesh file used for ray tracing simulations. Note the
significant simplification compared to figure 3.9a.
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Results

This chapter shows the results from the simulations and measurements. First the
results from the analytical method are presented. After that the train measurement
results are presented, both with heatmaps and other types of data visualization.
Lastly, the ray tracing results are shown in the form of heatmaps.

4.1 Analytical method results

4.1.1 Shannon capacity simulation results
This section covers the results from the analytical simulations performed. Figure
4.1 shows the maximum theoretical capacity, the so called Shannon capacity, for a
60 GHz WLAN system (e.g. 802.11ad) and a 5 GHz system (e.g. 802.11ac) for a
free-space channel model. For this simulation setup, the distance where the 5 GHz
system performs better is found to be at 350 m, which can bee seen in figure 4.1. For
distances less than 20 m, which is approximately the length of a train carriage, the
60 GHz system can achieve over 10 Gbit/s theoretically. It is not possible to achieve
the channel capacity in practice; 802.11 standards have a significant overhead which
will reduce the effective throughput. It can be seen from figure 4.1 that the capacity
drops rapidly with increasing distance.

The differences between the 60 GHz and the 5 GHz systems are the bandwidth,
center frequency and output power, with the rest of the parameters assumed to be
the same. The reason why the 60 GHz system has a much higher capacity at short
ranges is its bandwidth which is more than 20 times larger than the 5 GHz system.

4.1.2 Interference impact results
The received signal strength values of the two access points are shown in figure
4.2. Each AP is assumed to be mounted on each end of the train carriage. The
SINR for one of the access points is shown in figure 4.3. The capacity, based on the
SINR values, is shown in figure 4.4. The capacity is calculated using equation (2.1).
It can be noted that co-channel usage suffers a significant reduction in capacity.
However, by using different channels, even closely spaced channels, the performance
is not significantly degraded. It shows that two access points, mounted inside a train
carriage on each end, can affect each others performance significantly. If adjacent
channels are used (e.g. channel 1 and 2), the Shannon capacity is reduced by a few
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Figure 4.1: Channel capacity in logarithmic scale, comparison between a typical
5 GHz WLAN system and 60 GHz WLAN system. The maximum allowed indoor
output power for the ETSI region is used. Gr denotes the client antenna gain.
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Figure 4.2: Signal strength versus distance from two wall mounted access points
inside a train carriage. One access point is mounted on each end of the train carriage.
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Figure 4.3: SINR versus distance for four cases. Interference-free case, a case with
adjacent channels (e.g. channels 1 and 2), maximally spaced channels (e.g. channel
1 and 4), and co-channel usage.
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Table 4.1: Capacity performance degradation compared to interference free case
for different channel usage. Based on results from interference study.

Configuration Degradation at 5m Degradation at 10m
Interference free 0 % 0 %
Far spaced channel usage 1 % 2 %
Adjacent band usage 6.7 % 25 %
Overlapping channel usage 67 % 85 %

gigabits per second, which in relative terms is not significant. If far away spaced
channels are used (e.g. channel 1 and 4), then the interference effects are less
noticeable. The interference effects are less noticeable for closer distances and get
more significant at farther distances. When the same channel is used for both APs
the performance is significantly reduced; however, the system is still functional. The
idea is that a user in general should use the closest access point. If the middle of
the carriage is considered, the adjacent channel usage would degrade the Shannon
capacity by 25 %, and for the sparsely spaced channels only a degradation of a few
percent is observed. If the same channel is used by the interfere, the performance
is degraded by 85 %. The results are summarized in table 4.1. So, based on the
simulation results, it can be concluded that it is possible to use this type of antenna
installation with two access points per carriage in terms of interference, as long as
they are operating on different channels.

4.2 Train measurement results
This section describes the results for the train measurements. Both TCP throughput
and signal strength is covered, as well as the channel model.

4.2.1 Heatmap representation
The train carriage measurements show that it is feasible to use 60 GHz WLAN ac-
cess points for train carriages with good performance (Gigabit speeds) and coverage.
This can be seen in figures 4.5 and 4.6 showing heatmaps over signal strength (RSSI)
and throughput. The receiver is specified to achieve MCS1 (385 Mbit/s) at −74 dBm
received power. The heatmap figures were produced by using linear interpolation
in logarithmic scale (e.g. linear in dB) between the recorded values. The active
measurement area has a width of 2 meters and a length of about 16 meters. This
covers the majority of the main interior area inside the train carriage. The train
carriage had a width of 3 meters in total, hence the whole carriage was not used for
active measurements due to tables being placed in the carriage.

In figure 4.5 it can be seen that the reported signal strength values are relatively
stably decreasing with increased distance. The minimum signal strength value is
about −68 dBm, and the highest value is −38 dBm. In figure 4.6 it can be seen that
only a few "blind spots" with low throughput are found at distances of about 12 to
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Figure 4.5: Heatmap of measured signal strength values.

Figure 4.6: Heatmap of measured throughput values.
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Figure 4.7: Signal strength versus distance from access point (blue). A regression
line (orange) from the least-squares regression is shown for the modelled path loss.

Table 4.2: Measured path loss exponent, n, and standard deviation of the shad-
owing, σs for 60 GHz channel.

Scenario Type PL exponent, n σs
Train carriage LOS 1.50 2.17 dB

16 meters, this is most probably due to fading which at some positions is significant
enough to reduce the throughput to close to zero. Except for these small blind spots
at the end of the carriage, high throughputs can be seen for most of the carriage.
There are several spots and areas where 1.4 Gbit/s is achieved.

4.2.2 Radio channel characterization results
In [43, Chapter 2], measured values of the pathloss exponent, n, range between 0.40
to 2.10 for LOS scenarios. For NLOS scenarios, n varied between 1.97 to 5.40. As
presented in table 4.2, the path loss exponent measured in the train carriage is found
to be 1.50. This is a reasonable value when comparing with other studies [43, Chap-
ter 2] where path loss exponents for corridor environments varied from 0.87 to 2.29.
Corridors can in some sense be considered as a comparable environment in terms
of the geometrical shape, even though the actual materials, and hence reflection
parameters, may differ. The shadowing standard deviation was found to be 2.17 dB
which is also close to what is found in [43, Chapter 2] for similar environments such
as offices. It is also of interest to study the distribution of the fading, Xσ. Although
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Figure 4.10: Heatmap of signal strength [dBm/m2] from ray tracing simulations,
based on the LIDAR scanned train carriage model. The results show the same
characteristics as the measurements.

the parameter Xσ is denoted as shadow fading in the literature, this is not the case
here since all the measurements are performed for LOS, hence no shadowing is ex-
perienced. Rather, Xσ represents fading due to multipath effects. The parameter is
usually assumed to have a log-normal distribution, which has been verified in many
studies [51]. The results agree with what previously have been found for 60 GHz
indoor channel measurements in terms of the shadow fading distribution [52]. It
can from Figure 4.8 be observed that the shadow fading has an approximately log-
normal distribution. This is also verified by the histogram representation seen in
Figure 4.9. Hence, the fading can be represented well by this type of distribution.
This also indicates that the log-distance model very successfully models the channel.

4.3 Ray tracing results

A heatmap of the signal strength (based on the accumulated power of the incoming
rays) is shown in figure 4.10. The train carriage has some small rooms, which ex-
plains the irregular shape seen in figure 4.10. As a comparison, a simplified geometry
representing a train carriage was also used. It basically consisted of a cuboid with
a table placed inside, with the same dimensions as the real train carriage. Figure
4.11 shows a heatmap of the signal strength based on ray tracing simulations for
the simplified train carriage model. It can be seen that a similar kind of charac-
teristics can be observed, as in the train carriage measurements. Consistent with
the train carriage measurement results, it can be observed that the signal is strong
in the first few meters, to later decay more significantly. The results of the ray
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Figure 4.11: Heatmap of signal strength [dBm/m3] from ray tracing simulations,
based on the simplified train carriage model. The results show the same character-
istics as the measurements.

tracing simulations are highly dependent on the 3D model used, as well as the as-
sumed characteristics of the wall material. This was verified by comparing different
variations and configurations.

4.4 Simulations and measurements comparison
The ray tracing simulations display the same characteristics as the measurements.
However, the absolute values are not the same, this is most likely due to the fact that
the ray tracing simulation setup does not correspond perfectly to the real scenario.
However, the results are similar in relative terms, both the measurements and ray
tracing simulations have a range of about 30 dB. It can also be due to that the ray
tracing methods does not capture all the necessary propagation effects. The effects of
the receive antenna are not directly captured by the ray tracing simulations, since
the power accumulation is calculated per area, and hence the antennas radiation
pattern should be taken into account for a more precise result.
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Discussion

This chapter discusses the results and validity of each investigation method used.
Measurement and model errors and their impact are discussed. The feasibility of
60 GHz access points for passenger Wi-Fi is discussed. Optimal antenna placement
for such systems is discussed. Beamforming and spatial multiplexing implications of
future systems is covered. 3GPP 5G is discussed, since millimeter waves will most
likely be in use for some urban or indoor environments. In the end, a prediction
about the future market adaptation of 802.11ad is performed.

5.1 Analytical method

It is important to remember that models containing some simplifications of real-
ity were used for the capacity simulations. The performance in practice can differ
due to effects of the 802.11 protocol. The effective throughput in real equipment
is lower than channel capacity due to overhead and other non-idealities. The pur-
pose behind the calculations is to provide a qualitative idea about the differences
between these kinds of systems. The real outputs in a practical case would depend
on all these system parameters, as well as the channel environment. The path loss
model used here is only valid in LOS cases where there are no strong reflected waves
being received. The path loss model and the assumed output powers and antenna
gains can affects the results greatly due to the capacity function. If the receiver is
operating in the linear region of the Shannon capacity function, it may be greatly
affected by interference. However, for high values of SNR, the affects will be less
noticeable. Hence, depending on the setup assumed, the amount of degradation due
to interference may change.

Regarding the simulations trying to investigate the effects of interference, the idea
of is not to provide an exact answer, but to provide insight on how interference can
affect the system performance. The interference study is based on previous work
[39]. The methodology used in this work is rather simple, and does not capture all
the effects of the 802.11ad standard, and due to this, the results may differ from
an empirical study. The results from the interference investigation were relatively
close to what was found empirically in [10], especially for the ACI case. However
the results are not directly comparable with the results in [10] due to differences in
the setup.

The analytical method employs widely used models (link budget and standard mi-
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crowave system engineering methods) and formulas, which are described in works
such as [48, Chapter 14]. The uncertainty in the results relies on the validity of
the assumptions made for the hardware and channel model. The channel model
will most likely change depending on the deployment scenario, which will affect the
results.

5.2 Train measurements

The path loss exponent was found to be 1.50 for the train carriage. This value is
lower than the free space value of 2, meaning that the signal degrades slower than the
free space case. The obtained path loss exponent is promising in terms of potential
range, since the signal strength does not degrade significantly. The range of the sys-
tem has twofold effects: a shorter range can yield more dense cells, however a longer
range could reduce the number of access points needed. The measurement results
are valid for this type of train carriage and under the certain measurement condi-
tions. The results may change with different antenna types, access point and client
placement heights, train interior, etc. However, this result is a scientific contribution
and to the best of the author’s knowledge there has been no channel characterization
for 60 GHz in a train carriage previously published. The results from this measure-
ment campaign are only applicable to this train carriage, and the results may not be
directly transferable to other train carriage models. The layout inside the train is
however similar to a lot of subway cars which have a more sparse interior, hence the
measurements could be assumed to be approximately valid for this type of carriages.

There are a few error sources which need to be considered when analyzing the
results. The position measurements have a location dependent measurement uncer-
tainty. The location dependency is due to the increased uncertainty in the UWB
positioning when the client has a large distance from the anchor points. The posi-
tion has an estimated uncertainty of about 0.5 meters in the middle of the carriage,
and of about 0.2 meters close to the edges of the carriage, when its close to one of
the anchor points. The distance error will affect results when the signal strength
and throughput is plotted against the distance. However, this error is estimated to
have a minor impact. The radio equipment report the RSSI values, however it is
up to every manufacturer exactly how to calculate this value. This manufacturer
provides the RSSI values in integer values in dBm. It is assumed that the error of
this value is less than 0.5 dB, based on that whole integer numbers are reported.
When performing the radio measurements, there is a certain amount of antenna
misalignment in the sense that the antennas are not always aimed perfectly at each
other. Hence it can not for all positions be considered that the antennas main lobes
are pointed precisely against each other. However, this is not a problem for a radio
channel model, but it would distort the results for a propagation model.
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5.3 Ray tracing simulations
The ray tracing simulations did display the same propagation characteristics as the
measurements. However, for the characteristics to be similar, a very low reflection
coefficient had to be used. If a higher coefficient was used, the radio power would
degrade much more rapidly with increasing distance than what was measured. The
absolute values of the signal strength were offset by a few decibels, this may be due
to how the simulation was set up. The ray tracing results were highly dependent
on what meshing was used for the 3D model. The reflection parameters also had a
large impact on the final results.

The simulations does provide good insight on how the wall material and geome-
try of the train carriage affect the wave propagation. It also enables an easy way to
try different access point placements. However, it is not trivial to map the results
from the ray tracing to actual performance (e.g. throughput), since this will depend
on the hardware used, and what assumptions are made about interference. It is
also important to emphasize that ray tracing simulations are especially useful for
millimeter wave simulations, compared to sub 6 GHz waves. This can in simple
terms be explained by the fact that millimeter wave are more similar to optical rays
compared to sub 6 GHz waves.

There are studies which have proven that ray tracing simulations can model an
environment very well [44]. However, there are also examples of where ray tracing
has failed to represent an environment. The final result is dependent on the assumed
reflection parameters, which is something which was estimated. However, the results
are in a sense validated by comparing with the experiments, which were performed
in the same setup.

5.4 Feasibility of 60 GHz access points for passen-
ger Wi-Fi

The radio measurements show that it is possible to cover an entire train carriage
with only one 60 GHz access point. However, the measurement results are only valid
for an empty train carriage. With passengers, the range of an access point is as-
sumed to be reduced due to blockage and absorption. Based on this, a minimum of
two access points per carriage is recommended, given the currently available technol-
ogy. The capacity simulations also support this claim, and provide an upper bound
of system performance. The reason that the measurements give lower throughputs
than the capacity simulations is due to hardware and software constraints. The
radio modules do not support such high rates, and the IEEE 802.11 standards has
a significant overhead reducing the effective throughput.

There is an obvious trade off between number of access points, coverage and perfor-
mance. Interference also comes into play, and due to the limited number of 60 GHz
802.11ad channels, interference will put an upper bound on the achievable perfor-
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mance inside a train carriage. Even if high-gain ceiling-mounted antennas are used,
the reflections may cause significant interference to other clients and access points.
One key to partly resolve this issue would be to employ beamforming access points
with a high number of elements, which could direct the energy only to the specific
devices, reducing interference.

These results provide insight in how to build 802.11ad networks. Hence, the re-
sults contribute satisfying a need which has been identified by [10]. The results also
break the common myth of 10 meter ranges of 60 GHz WLANs, based on the high
throughput obtained inside the train carriage at distances up to 17 meters. This
performance was achieved whilst still being well within the allowed power limits.

Using new 60 GHz systems could offload the 2.4 and 5 GHz bands, since some users
will be served using the new 60 GHz band instead of current bands. This leads to
yielding both a higher system throughput and a better user experience for all users,
including those using devices without support of the new technology. This can be
explained by that the throughput per user of a Wi-Fi access point will decrease with
more connected users.

5.5 Optimal antenna placement
Based on the results obtained from measurements and simulations, it can be stated
that it is possible to provide coverage with two access points for an empty train car-
riage. However, when humans are present, they will most likely act as absorbents,
which will reduce the received power for any given client. Seating blockage will most
likely play a significant part, and reduce the capacity for any given client. Human
bodies will also act as blockage, as seen in [24], which will reduce the availability. By
taking all this into consideration, it is recommended to use ceiling-mounted anten-
nas rather than wall-mounted antennas. This is since less blockage can be expected
by using ceiling-mounted antennas compared to wall-mounted antennas. By using
relatively high-gain ceiling-mounted antennas, interference could potentially be re-
duced, as well as human blockage. Wall mounted antennas would also be viable, if
it is not possible with a ceiling installation, but it would be more difficult to provide
100 % coverage, due to human and seat blockage and absorption.

5.6 Beamforming implications
Beamforming is an important technique which will be an integral part of effective
millimeter wave communication systems. It allows the antenna beam to be steered
and shaped to direct energy to only where it is needed. This reduces interference,
since more directive beams could be used, instead of more omni-directional antennas.

Already as of today beamforming is employed in many products [12][53], but the
number of beamforming antenna elements is predicted to increase in the future,
making it possible to have more narrow beams. In general there are less space
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constraints for the antenna of an access point or access point, compared to a user
terminal such as a smartphone. This will probably lead to that future systems have
a larger antenna array at the access point side, and smaller ones at the user termi-
nals. This fact is what the future massive MIMO systems are based on. This will
yield very narrow beamwidths from the access point, but a bit more wide from the
user terminals. It is important to mention beamforming since it will be such an in-
tegral part of future system designs. Current mainstream market 802.11ad chipsets
support up to 32 antenna elements [53], however some state of the art cellular 5G
products use 128 elements for receiving, and 128 elements for transmitting [54] and
in some cases up to 512 antenna ports in TDD mode [54]. It can be expected that
similar number of elements soon will be available for 802.11-based solutions.

5.7 Spatial multiplexing implications
Spatial multiplexing is a multi-antenna technique which allows for an increase in
spectral efficiency. By using several antennas at both the transmitter and receiver
sides, together with signal processing, it is possible to transmit multiple parallel
streams over the same frequency and time resource, making more effective use of
the radio spectrum. Spatial multiplexing is currently being used extensively in sub
6 GHz standards such as LTE and Wi-Fi, and is to some extent employed in some
802.11ad solutions. The implication which spatial multiplexing has to 60 GHz sys-
tems is that the performance can be greatly improved by using more antennas at each
side. In terms of physics, 60 GHz systems are very suitable for spatial multiplexing.
This is due to the small antenna sizes, combined with the fact that a relatively small
spacing is required between the antennas due to the short wavelengths. The distance
required by two antennas to experience a significantly different radio environment
is proportional to the wavelength, which for a 60 GHz system is only about 5 mm.
This is something which allows for communication system using spatial multiplexing
to be much smaller for a 60 GHz system compared to a sub 6 GHz system, since less
antenna spacing is required.

In the capacity calculation performed in Section 3.1.1 it is assumed that a single
stream was used for simplicity, however it can be expected that future systems will
use spatial multiplexing, which will increase the capacity. For example, by using a
system with two transmit and two receive antennas, the capacity could be effectively
doubled, given the right conditions.

5.8 3GPP 5G
When discussing millimeter wave communications it is important to mention the
cellular standards as well as the WLAN standards. Several millimeter wave bands
are being considered to be used in 5G standards in conjunction with sub 6 GHz
bands. The frequency ranges vary per region, however in the United States fre-
quency bands around 28 GHz, 37 GHz and 39 GHz are being considered [28]. The
60 GHz band have also been discussed for usage in 5G, but it does not seem to be
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one of the first bands to be used in practice.

Cellular millimeter wave systems will most likely not be able to provide a good
service directly to passengers inside public transportation vehicles in general, this is
due to the high attenuation of the millimeter waves through the vehicles walls and
windows. This prediction is supported by the high attenuation of millimeter waves
for outdoor to indoor scenarios which has been observed in [55]. Penetration loss
through different window types has been measured in [5] for up to 18 GHz. High
attenuation is especially prominent in energy-saving windows [5] which most likely
will be even more deployed in future public transportation vehicles. This motivates
the usage of roof mounted antennas, and a system distributing the capacity inside
the vehicle via access points. This will provide users with high capacity data ser-
vice. By using Wi-Fi calling, a feature which is supported by a lot of operators, the
users could also use the on board network for regular cellphone calls. Another way
could be that the users are using sub 6 GHz cellular bands for cellphone calls, and
use the on board Wi-Fi network for bandwidth intensive services such as stream-
ing. Hence an on board WLAN millimeter wave communication system, as the
one described, works in symbiosis with cellular millimeter wave systems, since the
WLAN system can be seen as a type of relay. This will also free up resources in the
cellular networks, since instead of passengers trying to communicate through the
vehicle with poor connections, they will be provided high-capacity connection via
the on board access points and router which connects to the roof-mounted antennas.

These speculations goes in line with what has been found by major organizations.
Cisco predicts that for 5G networks in 2021, 48 % of end user data will be offloaded
by Wi-Fi or small-cell networks [4].

5.9 Future market adaptation prediction
Qualcomms chipset Snapdragon 845 does have support for multi-gigabit 802.11ad
[56]. The chipset is planned to be integrated in many flagship smartphones. How-
ever, it us up to the phone manufacturers whether or not they choose to support
802.11ad in the end or not. If the major market holders would implement 802.11ad,
then this would very likely accelerate the whole 60 GHz market for consumer prod-
ucts. The 60 GHz market for point-to-point solutions have seen a lot of new products
in only the last half year, with prices decreasing. 60 GHz point-to-point links of-
fer the usage of unlicensed spectrum, and ease of installation, which in many cases
makes it more competitive than wireless sub 6 GHz solutions or fibre solutions.
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This chapter concludes the results and findings. First, the analytic simulation results
are concluded, then the measurements, and finally the ray tracing simulations. An
overall conclusion is given, and possible future work is described.

6.1 Analytic simulation results
The simulations show that 60 GHz access points are feasible for a train carriage
scenario, given an empty train carriage. The capacity which is offered by a 60 GHz
system is about tenfold higher than a 5 GHz system for short ranges, assuming no
spatial multiplexing is used. The frequency planning will have a significant impact
on the system performance due to interference from adjacent access points.

The effects of using the same, or closely spaced, WLAN channels inside a train
carriage was investigated. The simulations indicate that co-channel usage is pos-
sible for the given simulation setup with wall mounted antennas, even though the
performance is degraded. However, placing the antennas in the ceiling and pointing
them towards the floor would be a more suitable configuration in terms of interfer-
ence reduction.

6.2 Train measurements
The 60 GHz channel for the measured train carriage was characterized, and it was
shown that the channel can successfully be modeled with the log-distance path loss
model with log-normal fading. The channel was found to have a path loss exponent
of 1.50, and a shadowing standard deviation of 2.17 dB. The values are similar to
what have been measured in other works for office environments [43]. The fact that
there is less signal degradation than free space (n = 2) can be explained by the
fact that the waves are reflected on the floor, walls and ceiling. Hence it can be
interpreted that the waves experience guided propagation [52]. The measurements
show that it is possible to achieve gigabit-performance on board train coaches, with
good coverage. Hence, it can be concluded that such installations of millimeter wave
access points are feasible, taking regulatory aspects for indoor usage taken into ac-
count, for both the ETSI and FCC regions.

It is important to note that the actual performance in a future system will depend
on both the access points and the client devices. Important performance limiting
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factors include which transmit powers and antenna types will be used. It can be
imagined that the radios in handheld devices may not be designed to transmit at
the maximally allowed power level to reduce battery usage.

6.3 Ray tracing simulations
The radio propagation characteristics from the ray tracing simulations did coincide
very well with the measurements, given that the wall reflectivity was set to obtain
this. If the walls were set to absorb more power, then the characteristics did not
coincide with the measurements.

6.4 Overall conclusion
Based on the measurements, simulations and theory review, it is shown that it is pos-
sible to provide gigabit-performance to a user inside a train carriage with 802.11ad
based access points. It should be noted that this result has been obtained for this
train carriage with one user and the possibility of generalizing of this result for all
train carriage types and more number of passengers should be studied further. More
RF absorption is expected when the number of passengers is increasing, resulting
in weaker received signal strengths for user devices. Regarding system design rec-
ommendations, ceiling-mounted access points are recommended rather than wall
mounted. This recommendation is based on optimally both in terms of interference
and physical blockage.

6.5 Future work
Suitable future work could be performing similar measurements in a modern train
carriage with original interior, in more user-like scenarios, such as a user being
seated with a device in hand. It would also be interesting to vary the amount of
passengers inside the carriage, and see how this affects the performance. Due to the
rapid growth and advancement of the 60 GHz field, it would be of interest to try new
equipment, for example 802.11ay devices, which might bring better performance and
coverage due to MIMO, channel bonding and beamforming among other hardware
and software improvements.

Regarding future simulations, as with the measurements, it would be of interest
to investigate the effects of different numbers of users. More soft partions such as
seats and curtains could also be taken into account, to create a system level scenario
more closely resembling a common train carriage in service with passengers. It would
also be of interest to determine the optimal access point placement under those con-
ditions, as well as the optimal number of access points. However, in practice, the
number of access points is limited by available compartments and cost.
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Appendix A

A.1 Measurement data

In this section the raw measurement data from the train carriage is presented. As
described in earlier chapters, for each measurement series, the cart was placed nearby
the station access point, and then moved slowly backwards until the end of the train
carriage. The logging was then paused, and the cart was returned close the the
station access point, and the procedure was repeated for six times in total, with a
position shift each time to capture the whole available floor area.

Figure A.1: Measured signal strength versus distance for the six runs used for the
data analysis. From train carriage measurements.
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Figure A.2: Measured TCP throughput versus distance for the six runs used for
the data analysis.. From train carriage measurements.

Figure A.3: Position measurements from UWB positioning system for train car-
riage measurements.
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Table A.1: Summary of measurement series performed.

Environment Date Comment
Office 2018-02-03 Test and verification run
Office 2018-02-07 Test and verification run
Office 2018-02-10 System performed as intended
Train carriage 2018-02-12 Issues with positioning system
Train carriage 2018-02-14 Average accuracy of positioning

measurements
Train carriage 2018-02-21 Highest accuracy of positioning mea-

surements

A.2 Extended information about measurements
The measurements presented above are performed on the 21th of February, 2018.
The temperature inside the train carriage was constantly held at 18 ◦C, and the
outdoor temperature was approximately 0 ◦C. There are no known 60 GHz systems
operating nearby that are suspected to have affected the measurements.

In table A.1 a complete appendix of all measurement series performed is presented.
Only the set of measurements performed on the 21th of February is used for the
analysis, since this campaign yielded the highest accuracy positioning measurements.
The measurement series performed on the 14th of February yielded similar results as
to the measurements performed on the 21th of February. Hence it can be considered
that the measurements have been repeated due to that the same setup was used two
times, and that similar results were obtained.
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Appendix B

B.1 Antenna size for millimeter waves
For antennas which can be classified as aperture antennas such as reflector antennas,
horn antennas, lens antennas and array antennas, the directivity, D, is given by [46,
Chapter 4]

D = eap
4πA
λ2 (B.1)

Where eap is the aperture efficiency, A is the physical aperture area, λ is the wave-
length, which inversely proportional to the frequency. It can be seen that the di-
rectivity is proportional to the squared inverse of the wavelength, showing that a
smaller wavelength yields higher directivity if the other parameters are constant.
The antenna gain, G, is then given by [46, Chapter 4]

G = eradD (B.2)

Where erad is the radiation efficiency of the antenna. Hence for this type of systems
significantly smaller antennas are required to achieve the same antenna gain for
millimeter wave systems compared to sub 6 GHz systems, assuming that the factors
such as aperture efficiency and radiation efficiency remains approximately the same.

5



B. Appendix B

6



C
Appendix C

C.1 Ray tracing computational times
For the reference of future works, the computational times for the ray tracing sim-
ulations are shown here. This gives an idea about the computational complexity.
A modern ultrabook was used for the simulations, the specifications are shown in
table C.2. The computational times are shown in C.1. To conclude, the ray tracing
simulations are very rapid, given the complexity of the problem. If higher accuracy
is required, more rays could be used. However, it seems that enough rays are used,
since the results does not change significantly when the number of rays is increased.
The mesh size is one of the parameters which mostly controls the computational
time, this explains the difference in computational time between the LIDAR 3D
model and the simple 3D model.

Table C.1: Summary of computational times.

Simulation Time
Ray tracing, LIDAR 3D model 31 seconds
Ray tracing, simple 3D model 1 minute, 42 seconds

Table C.2: Specifications of PC used for simulations

Specifications Type
CPU Intel Core i7, I7-8550U
RAM 16 GB DDR4 SDRAM
GPU Intel HD Graphics 620
HDD 256 GB SSD
OS Ubuntu 16.04
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Appendix D

D.1 More about channel modelling
An overview of channel modeling approaches [43] is shown in figure D.1.

Channel 
modeling 

approaches

Deterministic Stochastic

Closed-form Empirical Ray tracing Geometry 
based

Correlation 
based

Figure D.1: Overview of channel modeling approaches [43].

Stochastic models are created from large amounts of measurement data to create
a statistical representation of the channel [43]. In the geometry based stochastic
models (GBSM), a group of scatterers are placed according to a specific statisti-
cal distribution, and the received signal is then calculated by superposition of all
received scattered signals. Correlation-based models is popular in multi-antenna
systems [43], is a method where the whole signal matrix is derived (e.g. by mea-
surements), this allows for easy analysis of the multi-antenna performance. There
is an official IEEE 802.11ad channel model specified in [57]. The model is based
on the so called clustering approach. The 60 GHz propagation is often clustered
which has been verified by several experiments [57], and the clusters can accurately
be predicted by ray tracing methods [57].
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