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Abstract
Automotive engineering is recognized as a combination of software and mechani-
cal engineering due to the ever-increasing number of software-based components in
vehicles. Since vehicles have become more sophisticated than before to ensure ro-
bustness, testing of automotive electronics is performed in high volume, producing
immense test-related data.

This study investigates how unstructured and decentralized test-related data from
testing of automotive electronics creates issues in decision making during the test-
ing and analysis process of test artifacts by performing an exploratory case-study
at one of the leading automotive companies, Volvo Cars. From the findings of the
exploratory study, a prototype was designed to improve the data and information
structure and presentation for test analysis and diagnostics for automotive electron-
ics. The prototype’s results showed that providing better data and information
structure significantly increases the efficiency and reduces the workload for testers
when conducting test analysis and diagnostics. Testers showed a decrease in task
load for tasks related to testing due to better information structure, presentation,
correctness and accessibility. Hence, the improvements aided the testers to arrive
at decisions regarding root cause analysis of failed tests efficiently. The findings
of this study can assist automotive companies in systematically investigating and
improving the testing process of automotive electronics in regards to managing and
structuring test-related data.

Keywords: Testing, Automotive Electronics, Electronic Control Unit, ECU, Un-
structured Data.
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1
Introduction

In recent years the advancement in the automotive industry has increased signif-
icantly. The advancement is so great that Bringmann and Krämer [1] suggested
that development in the automotive industry can be recognized as a combination of
software, electrical and mechanical engineering due to the ever-increasing number
of software-based components in vehicles. Hence, the importance of software grew
as it became one of the fundamental sources of innovation [2]. The effects of this
trend also demand frequent testing of automotive electronics, as vehicles have be-
come more sophisticated than before, and testing automotive electronics is done in
high volume to ensure robustness and better quality.

There can be numerous Electronic Control Units (ECU) in a vehicle. The function-
alities of each ECU are requirement specific. As vehicle designs have become more
sophisticated, their functionality has increased significantly [3]. ECUs communicate
with various sensors in a vehicle to determine specific actions. For example, the
ECU can take input from sensors inside the vehicle. Based on the sensor’s value,
an ECU can determine output signals that would control functionalities like fuel
injection or internal throttling. Testers inspect the signal values and decide if sensor
and ECU behavior match the expectations set by functional and test requirements.

Testers frequently make decisions during the testing process based on data gathered
while testing. An example of such decision making is when testers evaluate sensor
signal values from an ECU. Testers make judgments on whether those values meet
the thresholds set by the ECU’s functional requirements. A tester could strengthen
their claims by analyzing more signal data or using their experience from similar test
cases. Having a lot of data and information to work with can have a negative impact
on testers. If the data is not organized in a structured manner or if it is stored in
multiple places. Having unstructured data makes relevant information harder to
locate, and irrelevant information can cause inaccuracy in judgment [4]. In general,
people do not want to spend more time than necessary dealing with unstructured
data [5].

This study investigates the testing process, data from the tests (e.g., test case infor-
mation, signals, metadata), and how its unstructured nature and lack of presentabil-
ity can affect decision making and effort. For simplicity, ECUs will be referred to
as test objects in the upcoming chapters. An iterative process was conducted with
the partnering company, Volvo Cars AB, specifically in the Power and Energy de-
partment. The department consisted of various stakeholders, including testers of

1



1. Introduction

automotive electronics, developers who worked on features for ECUs, product own-
ers who were in charge of the feature deliveries and test environment providers who
focused on test environment development. In the department, elicitation methods
were used in the beginning to understand and gather data on the challenges they
faced. The data was then used to create a prototype with an interface that would
improve test case data presentation and structure. Finally, evaluations were con-
ducted on the prototype to understand how structure and presentation could solve
a few of their challenges. The result of this study showed that by providing a tool
for the testers with a better data and information structure reduced the workload,
increase the efficiency and aided in the decision making process by increasing the
accessibility of information during test diagnostics and analysis.

1.1 Problem Description
There were three major types of issues that this study uncovered in the partnering
company, Volvo Cars. They were about storing and maintaining testing related
files, retrieving relevant data from log files consisting of a large amount of unstruc-
tured sensor signal data, and conducting the testing of a test object. Combining
those three issues, the required effort to conduct test diagnostics on testers’ ECUs
was high. It would take a lot of time and effort for a tester to gather all neces-
sary data and information before starting their test diagnostics task. If more data
and information were needed to support decision making during test diagnostics, it
would also take much effort to find the required data. The effort needed to con-
duct test diagnostics also differed significantly between new and experienced testers.
In particular, inexperienced testers were challenged by working with unstructured
data.

1.1.1 Storing and Maintaining Files
The files required to drive the testing process were not organized and kept in a
well-defined location. Instead of opting to keep the files in a centrally accessible
place, they were instead kept in multiple locations, including individual testers’ local
drives, storage servers, or the private company repositories. Test objects were tested
frequently with specific test requirements using the standard testing practices in the
automotive industry [6], with the help of testing tools to perform tests and analyze
test output data. Files such as configuration, calibration, database, and master
database files were required to configure the testing tools and allow the testers to
decrypt and understand the values from the sensor signals and ECUs. These files
were often stored in differing and inconsistent locations.

1.1.2 Retrieval of Information and Data
Not having these files readily accessible to the testers in a well-defined location
made it extremely difficult and time-consuming for the testers to begin the testing
process. They needed to look for the files manually in different storage locations.
Version control of the files was also not practiced in a standard way, making it

2



1. Introduction

difficult for testers to differentiate outdated versions of files from newer versions.
Having the correct files was crucial to the correctness of the tests’ outcome, and
often, testers had to perform trial and error to find the right files for initiating the
test tools. There were situations when testers would proceed with incorrect test
tool configuration files, which would affect the test output results. As a result, they
would deem a correctly functioning test object as faulty.

Outputs from a test run could consist of sensor signal log data to and from a test
object. As testing was done in real-time, large log files would be created. Testers
found it very difficult to retrieve relevant information from the log files as data was
represented in an unstructured manner. For example, if specific signals were not
behaving as they should during the test run, testers manually had to look for the
signal data, amongst a large data-set in the log files. Making sure they analyzed
the correct signal became extremely difficult and time-consuming due to continually
having to eliminate irrelevant data in the log files. Identification of the root causes
of faults was affected by these issues. As the testers have no overview of the test
results in a precise and concise manner, they always divert their attention, time,
and effort to traversing and locating the required signal data. Making decisions
from unstructured data has been shown to be difficult [7]. To help testers make
faster, less mentally taxing, and correct decisions based on faulty sensor signals, the
data need to be structured or represented in a way that prioritizes relevant data
over irrelevant data.

1.1.3 Process
When the testers figured out the issue with the test object, they did not have well-
documented guidelines on how to contact the relevant stakeholders responsible for
fixing the problems. Most of the time, they would have to ask their colleagues to
identify the person responsible. They would use messaging applications to broaden
the search for the responsible person. Still, they would sometimes end up with no
exact answers due to multiple teams or individuals having ownership over the test
object or lack of documentation specifying ownership. It was essential to quickly
delegate the issues to the correct team or individual to mitigate the problems found
during testing and provide continuous integration and deployment within the orga-
nization and avoid delaying business plans and deliveries to the concerning stake-
holders.

1.2 Purpose of Study
The purpose of the case study was to identify the root causes of the problems
mentioned earlier and help solve them by iteratively developing a testing-framework
that improved the practices and processes of testing automotive electronics.

One of the study’s purposes was managing various testing-related files efficiently
to perform the test initiation quickly. The goal was to better map the files with
the test object, allowing testers to perform and reproduce the tests with consistent
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configurations and decreasing the time and effort required to collect all-important
test initiation files from various storages.

Another purpose was to aid testers to visualize relevant data amongst the large
unstructured data logs. Testers needed to make decisions about whether the test
object is faulty or not by analyzing the log files’ signal, as explained earlier. The
goal was to present the unstructured log data to the testers in a structured way,
allowing them to focus on the data they want to investigate rather than finding it
from the messy log files always, reducing the time and effort needed throughout the
investigation process.

Another objective was to improve testers’ communication with stakeholders to con-
vey the verdicts of the test outcome efficiently. The goal was to minimize the time
and effort spent on unnecessarily looking for the right person to contact and to have
better documentation of which stakeholders own which test objects and the issues
that may surface after testing. The following research questions were investigated
and answered by the end of this exploratory case-study:

RQ1: What aspects deteriorate decision making during test analysis of automotive
electronics?

RQ2: How should the design of a test analysis framework for automotive testing
reflect the decision making models followed by testers?

RQ3: How should data be structured, presented, and documented in this test anal-
ysis framework to improve the quality of information available during test
analysis?

RQ4: How can this test analysis framework be designed to support ease of use and
accessibility of test related data during test analysis?

To investigate effort spent during collecting the test files from various locations,
investigating sensor signal data from the unstructured log files and communication
about the verdict of the test to the responsible stakeholder, a workload index as-
sessment tool called NASA TLX 1 was used to measure subjective workloads and
performance. NASA TLX is a subjective multi-dimensional assessment tool that
rates perceived workload in tasks to access performance.

The study shows the variation of workload index with data structure and presenta-
tion of test-related data. The findings from the study suggest that data structure
and presentation improved testers workload index results. In the automotive test-
ing domain, information presentation had a positive impact on testers, aiding their
decision making abilities. As the testers had to work with a lot of unstructured
test data and files, improving presentation and navigation efficiency of those data
and file improved the workload index scores, time efficiency and decision making
satisfaction of the testers.

1https://humansystems.arc.nasa.gov/groups/TLX/downloads/TLXScale.pdf
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1.3 Significance of the study
Overall, this study addresses effort and process efficiency from an industrial stand-
point, focusing on decision making, which has relevance for both practitioners and
researchers. This study investigates the automotive industry’s current practices in
managing and presenting data and information from automotive electronics tests
and how to support decision making efficiency by using techniques based on data
visualization and presentation. The findings in this study contribute to solving data
visualization and presentation challenges in the context of the current advancement
in the automotive industry. The contributions of this study include the following:

• Identification of the issues surrounding unstructured data and its presentation
for testing automotive electronics.

• A user-centered framework to address the issues, developed using techniques
and literature from psychology, design science, and software engineering.

• A system developed using the proposed framework to mitigate the identified
problems.

• Providing observational and experimental data on using the framework and
system and showing relationships and trends regarding its usage from the
stakeholder’s perspective.

• A generalized set of guidelines to help mitigate the problems with unstructured
data for automotive electronics.

The beneficiaries of this study will be the stakeholders in the automotive industry,
particularly the testers. Furthermore, researchers in the field of data-driven decision
making will have further data from an industrial case.

1.4 Thesis Outline
Chapter 2 presents relevant research topics and terminology relevant to this study.
Electronic Control Units are explained in general, as well as how they are tested,
along with the current challenges seen in other studies. Decision making is described
in the context of how it relates to data management and task complexity.

Chapter 3 describes findings and concepts from other studies which are expanded
on in this study. It contains an overview of current research for testing of automo-
tive electronics and ECUs. Decision making models and data visualization findings
from previous studies are described, as well as how they are used by this study to
investigate our research questions.

Chapter 4 describes the methods used in this study, following the Design Science
Methodology. Our study is divided into three phases: problem identification, artifact
design, and design evaluation. As the Design Science Methodology is an iterative
process where the phases are conducted multiple times, this chapter is structured
chronologically. The problem identification phase describes methods used to under-
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stand the problem and challenges currently in the partner company. The artifact
design phase describes the development of a new system for test analysis and diag-
nostics, designed to solve the identified issues and challenges. Finally, the evaluation
phase assesses the new system’s performance.

Chapter 5 contains the results of the study. The results are presented for each of
the three phases from Chapter 4. The challenges and issues of unstructured data
are presented in the problem identification section. The chapter also presents the
artifact, and its evaluation results.

Chapter 6 contains the discussion of the results from Chapter 5, where the research
questions of this study are answered. The chapter also discusses the key contri-
butions, benefits, threats to the validity of this study. Chapter 7 summarizes and
concludes the findings of the study.
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2
Background

This chapter aims to explain the terminology and background knowledge required
to understand this study.

2.1 Electronic Control Units
Electronic Control Units (ECU) are embedded systems that control one or more
systems in a vehicle. An ECU works as a switching system that toggles flags and
sets values for the different electronic modules and manages power distribution in
the vehicle. An ECU provides automotive engines with inputs and outputs and com-
municates with the electronic modules through an internal computer network (e.g.,
Controller Area Network (CAN bus)). ECU inputs can include sensor input, such as
temperature and pressure values, as well as data from other electronic modules. The
input information is processed and used to make decisions, for example, performing
an action on the engine or controlling the correct amount of power provided to ac-
tuators, such as ignition system timing. The amount of ECUs in a vehicle can be up
to 80, and this number has been growing over time [8]. As the software complexity
of vehicles increases [2], as does the quantity of ECUs in a vehicle as well [8].

2.2 Testing of Electronic Control Units
The development approach within automotive electronics has taken the trend of
model-based development, using modeling, simulation, and code generation tools
as standard practices [1, 9]. Testing is affected by adapting model-based testing,
wherein the earlier phases contain systematic automated testing and ECU testing
activities in later phases. Hence, model-based testing enables testing the system in
the earlier phases of development, in a test environment, before implementing the
final hardware. The model and functional code are first tested and implemented,
then integrated into the ECU. The ECUs are first tested in a black box environment
where inputs are simulated, and outputs are monitored, followed by integration
testing to test the ECU’s integration with other ECUs and electronic modules.
During the ECU tests, the ECU inputs and outputs are monitored to ensure the
data is within the thresholds specified by requirements.

Input and output data from the tests of an ECU are sensor signals that contain
values and information from other ECUs and electronic modules. The tester’s task
is to decide if the test has passed or not by analyzing the sensor signal’s values from
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the system and comparing it to the expected value provided in the requirements. An
example of a test case could be if the engine in a vehicle had started its ignition, then
ECUs responsible for the vehicle lighting system should receive sensor signals values
that the vehicle has started and later process them accordingly. As requirements can
be vague, confusing, and even missing some information, it can be challenging for the
tester to judge the verdict of the test. Up to 40% of embedded-software defects in
ECUs come from insufficient requirements with testing analysis activities[8]. Testing
of ECUs can be highly subjective due to factors such as requirement vagueness
and large test sizes or quantity, which can lead to judgments errors, can be time-
consuming, and requires testing experience [10].

ECUs are monitored through the network buses in the vehicle such as CAN buses.
CAN buses serve as the communication bus technology to broadcast the sensor
signals and are used for diagnostic services. The data gathered through the CAN
bus in a test vehicle is estimated as 4500 megabytes per day [11]. This means that
there may be many sensor signals to analyze during a test. Testing of ECUs can
take up to 30-40% of the embedded-development resources [8]. 30% of test cases are
redundant as embedded software development tends to do tests without taking into
account coverage or related effectiveness criteria when assessing the completeness of
testing [8].

2.3 Decision Making in Testing Electronic Con-
trol Units

Testing of ECUs requires testers to make various decisions and judgments during the
testing process. When testers receive a test case, they will have to read the test case’s
test requirements and the functional requirements to understand the context of what
is being tested. The testers have to set up their testing tools with the correct files and
interpreter, such as a database file, to make sense of the test’s output. There could
be multiple data interpreters the testers have to choose from to initiate the testing. If
files and interpreters are hard to find because of the unstructured nature of how they
are stored, it can pose a challenge for the testers to pick the correct ones. The next
step is to compare the outputs to see if they meet the test requirements’ threshold
values and if the functional requirements are still fulfilled. If the test’s output was
not satisfactory enough, the tester has to find a responsible stakeholder to contact
who would continue the investigation. As the requirements can contain insufficient
information and be vague [8], it can be challenging for the testers to make judgments
and decisions such as testing accordingly, with respect to the correct requirements
or interpreting the acceptable thresholds during the test process [10]. Mismanaging
requirements during test analysis activities for embedded-software systems can result
up to 40% of the defects to incorrect reviewing and analysis of requirements, missing
and vague requirements or confusing needs of requirements [8].
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2.4 Task Complexity and Decision Making
Task complexity and decision making are related to each other and are considered a
widespread problem in psychology [12]. Payne [12] focused on how variation in task
complexity affected decision making. Their findings suggested that when perform-
ing complex tasks, individuals performed different heuristics, keeping information
processing demands of the situation within the boundaries of their capacities [12].
When humans were required to perform a task, the information processing leading
to a preferred choice would vary as a function of task complexity. When subjected
to many alternatives for a specific task, humans tend to quickly eliminate some of
the alternatives to avoid building up stress progressively [12]. People tend to resort
to choice-based heuristics to reduce cognitive strains when faced with deriving deci-
sions from tasks involving increased complexity. Findings from the study by Payne
confirmed the issues that lead up to decision making that the testers went through.
Testers in the current testing process had to find test initiation files from different
locations. Due to them being unorganized, they had to locate and decide to proceed
with the correct files for their test cases, amongst an abundance of records. To
quickly start the testing process, the testers sometimes had to eliminate outdated
test initiation files to get the correct ones rapidly. Even then, there was a chance
that they might end up with the incorrect initiation files and find it out at a later
stage of testing. In the testing process, testers visualized all the test data (sensor
signals, files, test cases, test requirements) in multiple test suites’ windows, which
made it increasingly difficult for them to maintain focus and maintain information
processing demands.
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3
Related Work

This chapter will explore and present related work. The findings from previous
research can be investigated further and extended upon by our industrial case-study.

3.1 Test Analysis in Automotive Electronics
There has been work done related to improving the process of testing automotive
electronics. There are proposed methods such as robust engineering techniques [13]
and model-based testing approaches [1, 9] to improve the process. Automation of
sensor signal comparison [10] has been conducted to reduce time and cost compared
to manually reviewing sensor signals. A diagnostic system [14] to intelligently and
automatically diagnose faults in multiple ECUs dependencies when one ECU can
cause a fault to another ECU has been investigated. Automating the testing process
to reduce the influence of human factors, resulting in improved quality of test data
has also been investigated [15].

Existing research and innovation have primarily focused on improving the overall
testing procedures and increasing the quality of test analysis. Metadata, such as test
requirements, information, and data from test procedures, has been overlooked. The
actual structure and presentation of the metadata and its impact on test analysis
quality has been given little to no attention. Our study focused on how test-related
data could be stored, structured, and presented to improve the testing analysis and
diagnostics quality.

3.2 Decision Making Models
Relationships between task complexity and decision making have been researched
extensively. Earlier studies have suggested that increasing information increases the
variability of the responses [16, 17, 18] and decreases the quality of choices while
increasing the confidence decision-makers have in their judgment [19]. The study by
Payne [12] further discussed various models of decision making that represented the
process of making choices. Here, alternative-choices have been defined as something
leading to the completion of an overall problem or task:

Additive/Linear Model: Each alternative in a set of choices was evaluated sepa-
rately. A perceived subjective/objective value was arrived at for each compo-
nent/dimension of the alternative. The components were blended in additively,
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forming an overall value for the alternative. After comparisons between the
alternatives, the one with the highest value were chosen. The study also men-
tioned that the additive model’s nature was compensatory. The subject would
trade-off between a high value in one dimension of an alternative and a low
value on another dimension.

Conjunctive Model: An alternative must have a certain minimum value on all
the relevant dimensions in order to be chosen.

Elimination-by-aspects (EBA) model As the name suggests, based on a selec-
tion of dimension or aspect, all the other alternatives that do not possess that
dimension were eliminated. This process was repeated until one alternative
remains. The probability of selecting an aspect or dimension was assumed to
be proportional to its weight or importance.

In an experiment done in the same study by Payne [12], it was observed that sub-
jects would employ decision making strategies in challenges with two-alternative
choices that involved searching the same amount of information for each alterna-
tive. This behavior changed when the alternatives were increased, and subjects
adopted decision making strategies that would eliminate some of the available alter-
natives as quickly as possible based on a limited amount of information searching
and evaluation. Furthermore, practices done in the models such as conjunctive and
elimination-by-aspects were used early in the decision making process to simplify
the task’s decisions by eliminating alternatives quickly.

The findings from the study by Payne [12] were used in our study to understand how
the tester’s decision making process related to the three decision making models.
The approach proposed to improve the testing procedure uses the three models to
introduce improvements concerning information structuring and presentation.

3.3 Data Visualization
Visualization is important for software testing as it is a long-term and complex
process based on significant quantities of data. Better visibility of the results and
outputs of tests benefits testers with a quicker general perspective and leads to a
better understanding of the test [20]. This study investigated the following data
visualization factors to solve the challenges.

3.3.1 Information Quality and Presentation
The study performed by Bharati and Chaudhury [21] investigated decision making
satisfaction, which was the ability to support decision making and problem-solving
activities. The study used a web-based decision support system for the investigation
with the motivation that web-based technologies were among the leading approaches
for decision making systems [22]. An investigation on how the web-based system’s
characteristics affect the decision making could provide useful insights for develop-
ment. The study created three hypotheses to investigate the characteristics: System
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quality, information quality, and information presentation. The results in the study
showed that:

• System quality has a positive correlation to decision making satisfaction. Ac-
cess and system reliability enables ease of use, which had a positive effect on
decision making satisfaction.

• Information quality has a positive correlation to decision making satisfaction.
Providing relevant, accurate, and complete information resulted in a positive
effect on decision making satisfaction.

• Information presentation did not have a positive correlation to decision making
satisfaction. The graphics, color, presentation style, and navigation efficiency
did not impact decision making satisfaction.

This study used the system quality, information quality and information presen-
tation criteria to design a solution with improvements to the challenges with un-
structured data and information, using a proposed web-based tool. This study also
investigated whether the presentation of information aided in decision making sat-
isfaction in the testing of automotive electronics and working with large amount of
unstructured data.

3.3.2 Impact of Irrelevant Information
The study done by Jørgensen and Grimstad [4] explained how working with esti-
mation and judgment-based tasks, irrelevant information, and variation of wording
could affect understanding of requirements. One source of inaccuracy in judgment,
decision, and estimation comes from irrelevant and misleading information, in which
unconscious cognitive processes have a big factor [4]. The study’s findings indicate
that highlighting relevant or crossing out irrelevant information did not significantly
reduce the impact, but completely removing the irrelevant information did. In
general, people always move on when they do not find useful information quickly.
Therefore, categorizing information, codified as documents and collection of meta-
data, made it practical to help solve issues with unstructured data, which can remove
much irrelevant information [5]. In our study, the impact of irrelevant information
and the effort for decision making were investigated further by examining approaches
for handling irrelevant data.

3.4 Applying the Existing Related Work
It was vital to understand how the existing testing process influenced the testers’
decision making. The current testing process had issues in the storage of test-related
files, finding relevant information from massive unstructured test data, needing to
traverse between multiple testing tools to get an overview of the test data, and lo-
cating the responsible stakeholder for the test object. Those issues have implications
on the testers regarding the time and effort testers spend on testing and efficiently
locating faults found during testing. The existing research regarding the decision
making models’ practices helped inform how testers come to conclusions or make
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decisions during the testing process. This past research provides rationale and con-
text for how the drawbacks of how the current system provided information affect
the testers.

Table 3.1: Criteria used to investigate and answer research questions.

Criteria How it was used

Decision Making
Models

To investigate how testers reach conclusions during testing
while having to face problems due to poor system and
information quality.

System Quality
To investigate ease of use and accessibility of test related
data in the existing testing process and to improve them
in the new artifact.

Information Qual-
ity

To investigate information completeness, relevancy and
accuracy for test related data in the existing testing pro-
cess and to imporve them in the new artifact.
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This chapter will describe the methodology used in the study to answer the following
research questions:

RQ1: What aspects deteriorate decision making during test analysis of automotive
electronics?

RQ2: How should the design of a test analysis framework for automotive testing
reflect the decision making models followed by testers?

RQ3: How should data be structured, presented, and documented in this test anal-
ysis framework to improve the quality of information available during test
analysis?

RQ4: How can this test analysis framework be designed to support ease of use and
accessibility of test related data during test analysis?

This study followed the Design Science methodology [23] to answer the research
questions. Design Science is used to design and evaluate an artifact intended to solve
the identified problems. For this study, the artifact was used as a new testing system
for the testers that, incorporating improvements found during the iteration of design
and evaluation. The Design Science approach consists of iterative development
phases[23]. The phases include:

1. Problem Identification. This phase involved acquiring knowledge and un-
derstanding the problem and environment.

2. Artifact Design. An artifact was created to address the problem. We applied
existing knowledge and research to propose a solution to the problem.

3. Design Evaluation. We evaluated the utility, quality, and efficiency of the
artifact.

The problem identification phase (fully described in Section 4.2) consisted of inves-
tigating the existing testing process and the stakeholders’ involvement using data
collection methods, including semi-structured interviews and questionnaires. Partic-
ipant observation sessions with the testers were conducted to practically witness the
testers perform tasks in their natural environment. The findings from interviews,
questionnaires, and observations were categorized using the affinity diagramming
approach. The affinity diagram helped organize and categorize the findings based
on their natural relationships, which were then coded using the Nvivo tool to under-
stand the requirements that the stakeholders needed to see in an improved system
for preparing and performing the test cases. The requirements consisted of the stake-
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holders’ wish-list of improvements, based on their overall testing process experience.
The observations collected during this phase provided a foundation to answer the
first research question.

The artifact design phase (fully described in Section 4.3) was used to develop an
improved testing system using prototypes based on the requirements gathered from
the problem identification phase. After each iteration of the prototype, new require-
ments emerged and improved the prototype iteratively through the design evalua-
tion phase, where cognitive walkthrough and semi-structured interviews were used
to evaluate the prototype. Three iterations of the prototype were conducted in this
study. Requirements were mapped with criteria from previous work described in
Section 3.4. Finally, a high fidelity prototype was designed that the testers could
use interactively to perform real testing. This high fidelity prototype was evaluated
by the testers using the usability testing technique with the think-aloud protocol.
The usability testing consisted of tasks that the testers would do to perform tests
on a test object. The tasks included gathering all the necessary files to initiate the
test environment, performing steps as defined in test cases, find issues in the sensor
signals wherever necessary, and convey the verdict to the responsible stakeholders.
The testers’ verbal and usability feedback was essential to justify how well the im-
proved system fared in undertaking the issues highlighted in the second research
question. In total, the prototypes went through three iterations.

The final evaluation of the improved testing system (described fully in Section 4.4)
was done to measure effort, workload, and time spent performing tests using NASA
TLX, a subjective multi-dimensional assessment tool that rates perceived workload
in tasks to access performance. NASA TLX also incorporates a multi-dimensional
rating procedure to derive scores for workload in a task. The goal was to com-
pare the performance between the existing testing system and the new, improved
system by providing scores based on the perceived effort and workload during the
testing process. An open-ended interview followed the experiment to discuss the
scores of the NASA TLX. The observations made in the evaluation phase provided
a foundation to answer the second research question.

Activities done during this study were iterated upon multiple times and will be
described in this chapter chronologically. The following sections will explain the
phases of problem identification, artifact design, and evaluation. The activities and
methods in this study can be seen in Figure 4.1.
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Figure 4.1: Activity timeline for the exploratory case study.

4.1 Participants in the Partner Company
The participants for this study were stakeholders involved in the testing process.
The stakeholders’ role were product owners, testers and test environment providers.
In the initial problem identification phase, two of each stakeholder were participating
for interviews. Two testers were used for participant observation. A questionnaire
was sent out to the department, and it resulted in 13 respondents.

For the evaluation phases, only testers were the participants and they not involved
or participated in the problem identification phase. Two other testers were used for
the iterative evaluation of the new system. Six other testers were used for a usability
test, for the final evaluation of the new system. One tester was also used for the
pilot test of the usability test and did not participate in the actual usability test.

4.2 Understanding the Problem
The goal was to investigate problems with the existing testing process in detail
while exploring broader issues concerning testing. A vital area studied was how
testers made decisions during the testing process. The testers’ decision making
strategies were compared and contrasted with the three decision making models
(Additive/Linear, Conjunction, and Elimination by Aspects) discussed in Chapter
3. A combination of data collection and categorization methods were used, such as
interviews, questionnaires [24, Chapter 7.4], observation [25] and affinity diagram
[26], to investigate the existing testing process and to identify problems.

During the initial data gathering stage, interviews were done with different stake-
holders, including the testers, product owners, and test environment providers to
understand and find issues with the existing testing process. Each stakeholder was
interviewed twice in the problem identification stage. The product owners in the
company were in charge of delivering the features that were implemented in vehicles
(involving ECUs). They were familiar with the development and testing life-cycle of
the test objects. The testers performed the testing on the test object to find issues.
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The test environment providers had detailed knowledge of the testing tools and their
configurations. Questionnaires were used to reach out to more stakeholders and de-
partments involved with testing. After that, observation techniques (participant
observation) were used to see how testers tested a test object. Two experienced
testers were observed for a duration of 30 minutes. The goal was to reflect upon
the interviews and questionnaires’ findings and investigate visual ques of stress and
effort during testing. One observation session with the experienced testers was con-
ducted because they were accustomed to the testing process. Having one session was
enough to identify the problems for further discussion about the problems during
the interviews. Once enough data to understand the existing testing process and its
problems was collected, the findings were then categorized using the affinity diagram
technique, described further in Section 4.2.3.

4.2.1 Applying data collection and categorization methods
Throughout the case-study, semi-structured interviews were used to investigate the
problems in the existing process of testing. Such interviewing techniques were well
suited for their exploratory [27] and flexible nature. Both researchers were in the
interview room, where one acted as the interviewer while the other took notes that
would be recapped with the interviewee.

Interviews were conducted with various stakeholders, including the testers, product
owners, and test environment providers. Testers could provide information on how
they initiated and performed the tests and found problematic issues during the
tests. Product owners could provide an overview of the entire testing process of
a test object and the importance of mitigating problems encountered from testing
the test object quickly for their continuous integration and deployment strategy.
The test environment providers could share the information on test initiation files
needed to start testing and describe their importance for determining the correctness
of testing outcomes.

Each session was transcribed using NVivo 1, which is a qualitative data analysis
tool. The tool made it possible to categorize the interviews’ transcriptions and
find similarities and differences between the interviewee’s answers. NVivo aided
in identifying trends from the observations collected above and representing them
visually using various data categorization charts, making it easier to understand and
pinpoint variations. The goals of the interviews were as follow:

1. Investigate the existing testing process.
2. Identify problems in the current process.
3. Understand stakeholder involvement in the process.

The interview with the product owner established the basis for the existing test
process as an overview. The interview guide for product owners can be found in
Appendix A.1. During this interview, the product owner highlighted the testing

1https://www.qsrinternational.com/nvivo/home
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process, protocols, and involved stakeholders in the testing domain. Interviews
with various testers and test-environment providers were conducted, with varying
experience levels to investigate practical aspects of testing. The interview guide for
testers can be found in Appendix A.2. An introduction to the various issues in the
testing process was given beforehand by the product owners before conducting the
problem identification phase. Hence, this made it easier to develop the questions
for the semi-structured interviews. The primary goals for the interview included the
following:

1. How were test requirements associated with the test object?
2. How do testers initiate the testing process?

• What kind of files were needed to initiate the testing process.
• Where are these files stored, and are they easily accessible to testers?

3. What test-related outputs were produced while the test object was being
tested, and where were they stored?

• Were the test output files easy to locate if tests needed to be revised
later?

4. How did testers attempt to locate faults found during the test object’s signal
analysis?

• What were the challenges in finding the faults?
• Did the testers get overwhelmed by the quantity of sensor signal data?

5. How did testers find and collaborate with stakeholders responsible for mitigat-
ing the issues identified during testing? What were the challenges the testers
faced?

Once the interviews helped to illustrate the testing process, an open-ended question-
naire was made to target a broader audience in the testing domain to gain further
insights. Due to the legal obligations of the industrial partner data policies, the
questionnaire was made using the Microsoft Forms platform [28]. The reason for
opting to choose an open-ended questionnaire was because it allowed respondents
to express an opinion without being influenced by the researcher [29], while also
helping gain valuable insights based on the respondents’ perception and experience.
The questionnaire design was focused on the aspects of the testing process that the
audience considered problematic and to which extent such issues hampered them
during the testing process. The questionnaire also gave the respondents the flexibil-
ity to mention further problematic issues in the testing process. The questionnaire
can be found in Appendix B.1. In total, thirteen responses were received for the
questionnaire. All thirteen respondents had prior experience within the testing pro-
cess in the department. There was no overlap between the respondents from the
questionnaire and the initial interviewees. That is because the questionnaire was
sent to everyone other than the initial interviewees.
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4.2.2 Participant Observation
Participant observation is a method in which a researcher can participate in the
daily activities, rituals, interactions, and events of a group of people to learn about
their implicit and explicit aspects of their routines [30]. The participant observa-
tion method was used to observe the entire testing process and ensure consistency
between the interviews and questionnaires’ findings. According to Johnson and
Turner, people might not always practice what they claim. Hence it became es-
sential to practically witness the testing process and validate the information from
interviews and questionnaires [25].

There were two participant observation sessions focused on viewing the entire test-
ing process for a test object. Two expert testers with significant working experience
were selected randomly from the previous interview sessions for the observation. The
reason for only including two experienced testers was to help identify every detail in
the investigation and avoid biasses between the testers’ choices. The sessions were
booked in advance, on different working days, based on the testers’ schedules. The
researcher’s participation was kept to a minimum by preventing interruption in the
testers’ work. The sessions were performed in the tester’s actual working environ-
ment. Due to legal obligations, recording the sessions was prohibited; thus, notes
had to be taken to document the observation. The observation was concluded by
conducting a brief interview with the participants. During the interview, the test
process was summarized and discussed to mitigate any confusion or misunderstand-
ings.

4.2.3 Coding Qualitative Data
The results from the data collection methods explained in Section 4.2 were coded
by grouping the data into various categories using NVIVO. Initially, the verbatim
transcriptions of the recorded interviews were done manually by listening to record
and writing it down in the NVIVO tool. Then, a deductive coding approach was
used with predefined themes to categorize the transcripts were identified [31]. The
themes were made using the following key points:

1. Existing testing and test-output analysis process.
2. Identifying associations for the test object concerning testing related files, test-

ing outputs.
3. The problems in the testing and analysis process.
4. Involvement of stakeholders.

Further categories/subcategories were made during the coding process by consider-
ing the points mentioned in 4.2.1, and by analyzing the transcriptions with which
identified further essential findings.

From here onward, the respondents’ findings were associated with similar group-
ing needs to represent standard criteria by using the affinity diagram approach in
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NVivo. An affinity diagram is a tool that gathers large amounts of language data
(ideas, opinions, issues) and organizes them into groupings based on their natural
relationships [32]. The categorization helped understand the various aspects in-
volved with the testing process in a detailed and concise manner. The diagram also
helped in coding the data in NVIVO by creating nodes for the categories. A Node
in NVIVO represented the categories consisting of references and vital information
from the data collection methods. Findings were segmented hierarchically and or-
ganized to identify similarities and differences between respondents. To eliminate
biases, we opted to perform the coding together. Requirements for improving the
existing testing process were developed and improved upon with the stakeholders
until a common consensus was established.

4.3 Designing the New System
After establishing the answer to the first research question, a concrete understand-
ing of the existing testing process’s problems was formed. In order to answer the
second question, we designed and evaluated a new testing system that incorporates
improvements and requirements from the problem identification phase.

4.3.1 Areas Improved By the Artifact
An artifact was iteratively designed based on the knowledge and findings from the
problem identification phase. The artifact is an improved testing system that was
prototyped and evaluated multiple times with the stakeholders. The key areas of
improvement targeted by the artifact are as follows:

• Data Presentation: The artifact improves how testers visualize and find
all the test related data and files without needing to jump between different
testing tools and storage.

• Data Structuring: The artifact improves accessibility and readability of
test-related information (test cases, testing requirements, and initiation files)
and test output files (log files) by efficiently organizing and structuring them.

• Testing Process: The artifact attempts to improve the overall testing process
by decreasing the time spent doing unnecessary work that does not add value to
the testing process. Unnecessary work, in this case, refers to finding files from
different storage locations to initiate the testing process, as well as locating
and traversing the large logs for sensor signals essential for evaluating the
correctness of the test object.

• Communication: The artifact improves the process of communicating with
stakeholders responsible for mitigating the issues found during the testing.

The requirements were iteratively developed from the observation made during the
problem identification phase and focused on delivering the improvements listed
above. During the prototyping process, each iteration was validated to ensure
that the areas of improvement were appropriately considered. Further requirements
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emerged during the interview sessions after the prototypes’ usability testing, which
will be further discussed in the Section 4.3.2.

The criteria from Section 3.4 were used as a reference during the creation of require-
ments. The requirements aimed to improve the problems in the existing system, and
incorporating them would enrich the functionality and design of the new system.
The requirements were iterated multiple times and later used to develop the artifact,
which is further explained in Section 4.4.

4.3.2 Prototype Development
Prototyping was used for developing the artifact to investigate, evaluate, and think
of new ideas. Prototypes were useful for evaluating the stakeholders’ requirements
and worked as a communication device to discuss and explore ideas [24, Chap-
ter 11.2] effectively. As low-fidelity prototyping was simple and quick to modify, it
was an important tool during the early stages of the requirements development. The
exploratory nature of prototyping made it easier to try out and generate new ideas
with the design. The low-fidelity prototypes were sketched using pen and paper.

The first set of requirements for the new artifact were created by validating the
low-fidelity prototypes [24, Chapter 11.2.3], using a cognitive walkthrough approach
followed by open-ended interviews with the testers are described further in this
chapter. User requirements 1 through 10 were identified after validating with the
testers. The requirements are listed in Table 4.1. The overview of the low-fidelity
prototype of the artifact is shown in Figure F.1.

Table 4.1: User requirements for the artifact found after validating Low-fidelity
prototype.

Requirement Name
UR1 View an overview of the test case.

UR2 View and download (if available) all the test initiation and test
output files related to the test object.

UR3 View information on a particular step in the test case.
UR4 View graphs of the signals in the test case.
UR5 Search for signals.
UR6 View the stakeholder for the test object.
UR7 View information of the test performers.

UR8 View the Design Verification Method (DVM) for the test ob-
ject.

UR9 View the requirements for the test object.

UR10 View the ECUs and its associated Bus of the test object used
in the test case.

Additional details and rationale for the requirements are discussed in Appendix
E. Each requirement laid a foundation to create a better artifact, compared to the
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existing testing system. Hence, the requirements were validated and mapped against
the criteria(Decision Models, Information, and System Quality) discussed in Table
3.1, and the targeted areas of improvement.

During the cognitive walkthrough, testers’ actions and decision making styles were
observed with regard to the decision making models and the system and information
quality. The requirements were mapped with the criteria throughout the observation
of the cognitive walkthrough. Subsequently, the mappings were discussed and veri-
fied with the testers during the interview session. The testers were informed about
the mappings, and, based on their feedback and explanation, the mappings were
improved. The mappings were essential for improving the prototype because they
help ensure improvements in system and information quality and testing efficiency.
Each of the requirements was mapped to the targeted areas for improvement to
understand the importance and rationality of building a better testing system. The
mappings are listed in the Table 4.3.

Table 4.2: User requirements for the artifact found after validating High-fidelity
prototype.

UR11 View the details of the software and hardware read-outs.

UR12 View the the calibration and configuration of the test object
for the test case.

UR13 View historical data for a test object.
UR14 View and add favorite signals.
UR15 View and add comments on signals.

The next step for the prototype development was to create a high-fidelity proto-
type [24, Chapter 11.2.4] that would look more like the final product. Hence, this
provided more functionality than the low-fidelity prototype, and the stakeholders
could interact with it more freely. The high-fidelity prototype was developed in
an interface design application called Figma2 as it was quick to modify after each
evaluation. Once the Figma representation of the prototype was completed, it was
later transformed into a web-based system for the final evaluation, developed in a
JavaScript library called React3 to ensure usability. The artifact was validated once
again with the testers for feedback on how well the artifact represented the existing
requirements (see Table 4.1) and the improvement areas. The testers’ feedback in-
cluded a few more requirements that focused on working with the sensor signals and
keeping documentation on them to archive important findings. The requirements
from the second validation have been listed in Table 4.2. Additional details and
rationality for the requirements are mentioned in Appendix E. Those requirements
were also mapped with the decision making models, information quality concerns,
and system quality concerns, and during the interview session, the requirements
were validated.

2https://www.figma.com
3https://reactjs.org
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Table 4.3: Mapping of User Requirements with Improvement Areas.

Improvement Area Requirements
Data Presentation UR1, UR3, UR4, UR5, UR10-UR13
Data Structuring UR2, UR8, UR9, UR14, UR15
Testing Process UR1-UR10
Communication UR6, UR7

4.3.3 Applying the New System
The artifact had to be adapted to the requirements to ensure practical usability.
As the artifact was designed to be a tool for the testers to perform testing on test
objects, it required a representation of a test case as a reference point.

The test case included data such as information about the test and the results and
data related to the test object and its requirements. Availability for the required
and related data for performing the test diagnostic was mandatory in the new sys-
tem. Hence they were gathered from different repositories and storage within the
partnering company. The adaptation of the old system followed this process:

1. Choose a test case as a reference point.
2. Collect test related files (configuration information, log-files, test requirements)

and post-test data from the test case.
3. Collect similar test cases manually, by referring to Elektra as historical data.
4. Collect information about the stakeholders related to the test case and test

object.
5. Adapt the collected data and information to the new system.

24



4. Methodology

4.4 Evaluation of the New System
The new system was evaluated iteratively in each of the design science phases.
Testers were considered the ideal choice for assessment due to their substantial
involvement in the testing process. Two testers were selected for the evaluation.
One was a highly experienced tester who had been working with testing for many
years, and the latter was a fairly inexperienced tester who had been in this role
for a year. The two testers were used strictly for evaluation purposes only and did
not participate in the usability test described in Section 4.5, to avoid biases. The
evaluation of the new system was reviewed with them using two methods, involving
a cognitive walkthrough [24, Chapter 15.2] for the system’s usability and semi-
structured interviews for feedback. The semi-structured interview was conducted
directly after the cognitive walkthrough to investigate if the new system was useful
for test analysis. The interview guide can be found in Appendix A.3.

The cognitive walkthrough involved conducting tasks by the participants in the
new system. The method was used to find issues in the design, structure, and
presentation of the new system. The tasks were designed to help find the necessary
information and data in the prototype that would help test analysis and diagnostics.
The tasks and their steps that were used in the evaluation phase can be found
in Table 4.4 for the low-fidelity prototype and in Table 4.5 for the high-fidelity
prototype. For the task analysis, four common cognitive walkthrough questions
were used. They were as follows [33]:

• Will the user try to successfully achieve the outcome for a specific task (testing
tasks)?

• Will the user notice the correct action available for selection?
• Will the user understand the action and its outcome as expected?
• Will the user get the feedback they expected?

The evaluation feedback was used to improve the existing requirements while adding
new ones that were used to improve the new system. The methods described in Sec-
tion 4.3 and 4.3.3 were performed three times in different design phases for evalua-
tion and development of the new system, which was enough to achieve a consensus
between the two testers.
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Table 4.4: Cognitive Walk-through Tasks For Low-Fidelity Prototypes.

Task Task Break Down

Get information about the test
case.

1. Open the system.
2. Go to the Overview.
3. Get general information.
4. Get Stakeholder and Tester informa-

tion.
5. Get hardware and software informa-

tion.

Get information about the re-
quirement and DVM of the test
case.

1. Open the system.
2. Go to DVM.
3. Get description.
4. Get test sequence.

Get information about a specific
step.

1. Open the system.
2. Go to a step number.
3. Get the sensor signals involved in that

specific step.
4. Read the description of the specific

step.
5. Compare the sensor signals outputs in

the graph.

Get information about test cases
which are similar with the cur-
rent test case.

1. Open the system.
2. Go to Historical Data.
3. Get the list of similar test cases.
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Table 4.5: Cognitive Walk-through Tasks For High-Fidelity Prototypes.

Task Task Break Down

Get an overview of the test case.

1. Open the system.
2. Go to Overview.
3. Get the results of the test case.
4. Get an overview of the steps in the test

case.
5. Get the sensor signals used in the test

case.
6. Get the buses involved in the test case.

Get information about the re-
quirement and DVM of the test
case.

1. Open the system.
2. Go to DVM.
3. Get description.
4. Get test sequence.

Get information about test cases
which are similar with the cur-
rent test case.

1. Open the system.
2. Go to Historical Data.
3. Get the list of similar test cases.

Get the information related to
the test case.

1. Open the system.
2. Get the software and hardware infor-

mation.
3. Get the car information, such as

database and configurations.
4. Get the tester information.
5. Get the stakeholder information.

Get the links to the file-
repository of the log-files used in
the test case.

1. Open the system.
2. Go to link to log files.

Get information about a specific
step.

1. Open the system.
2. Go to a step number.
3. Get the sensor signals involved in that

specific step.
4. Read the description of the specific

step.
5. Compare the sensor signals outputs in

the graph.
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4.5 Usability Testing
A usability test was conducted as a final evaluation for the artifact. A usability test
was described as a process of involving users to evaluate a system to ensure that it
meets usability criteria [34]. Dumas and Redish described usability as a systematic
way of observing actual users trying out a product and collecting information about
how the product was easy or difficult for them to use [35]. The following charac-
teristics, as explained by Dumas and Redish were taken into consideration when
performing the usability test [35].

• The primary goal was to improve the usability of the artifact.
• The participants represented real users.
• The participants performed real tasks.
• We observed and recorded what the participants did.
• We analyzed the data, diagnosed the real problems, and recommended changes

to fix those problems.

The goal of the usability test was to measure how much improvement was achieved
with the artifact over the existing process of testing. A usability test using the
think-aloud protocol [24, Chapter 7.6] was conducted on six testers where they
were required to perform tasks related to testing using the new system and the old
system. These six testers were different from the ones in the cognitive walkthrough,
which was conducted in the previous evaluations. The think-aloud protocol involves
participants verbally saying what they thought while performing specific tasks. The
think-aloud protocol was used as it allowed us to understand the participants’ way
of thinking and the actions they took during the usability test.

4.5.1 Defining Tasks
Tasks from the perspective of test diagnostics and post-test-data analysis centered
around the necessary work done when analyzing failed test cases. Hence, according
to the testers, the common tasks that needed to be performed consisted of the
following:

1. Understanding the issue: Read and understand the requirements and de-
fine DVM for the test case.

2. Gathering information and data: Collecting all the necessary output files
generated from the test case after completion and the configurations informa-
tion to be able to analyze the files (i.e., log files, database, configuration and
setup information).

3. Finding the issue:
(a) Readying the tools with the data found from task 2.
(b) Creating an overview of all the data, in the tools/tool, to find the root

cause.
(c) Finding the root cause for the failing test case. Analyzing output files and

its sensor signals. Figuring out which faulty sensor signals are associate
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with the failing test case. Identifying any other sensor signals that might
have caused additional issues.

4. Reporting the issue: Reporting the issues to the correct test object owner
or stakeholder.

For usability testing, the tasks mentioned above were performed on failing test cases.
To reduce learning effects, the test cases were different for each system but same
in difficulty and complexity level. The performance of the tester was measured in
regard to task completion in both the existing testing system and the new system.
The tasks were associated with the requirements of the new system (see Section
4.3), which were used for evaluation of the requirements of the new system.

4.5.2 Test Case Selection Strategy
For the usability test, failing test cases were selected to portray a real problem
that needed to be solved. The test cases chosen represented various difficulty and
complexity levels. The difficulty was determined based on an increasing number of
steps in the test case and how complicated each step was. For example, the quantity
of test initiation steps, values from the sensor signal data, mathematical calculations
to derive sensor values, were all added to the difficulty of solving test cases. The
complexity was defined by the increase in difficulty caused by the involvement of
multiple test objects in test cases.

According to the testers, test cases were categorized into three sets of difficulty: easy,
medium, and hard. This research focused on medium difficulty test cases only during
usability testing because, on average, testers faced medium level difficulty test cases
the most. A guideline for selecting medium levels test cases was created with the
testers to negate its influence on the usability test. A compendium of medium level
test cases was made, and from that, two tests were randomly chosen to be used for
the usability test. The reason for choosing two test cases was to minimize learning
effects from completing tasks on different systems. The two randomly selected test
case was verified for its difficulty level during the pilot test.

4.5.3 Test Subjects
The test subjects were testers with different testing domain experiences, ranging
from less than a year to more than two years. A survey helped determine the
prospective subjects and their experience level. Two groups of testers were made
from the total respondents, having assigned an equal number of experienced and
less experienced testers randomly. Three testers were randomly selected from each
of the two groups, making six test subjects in total. The overall selection process
can be seen in figure 4.2. The survey can be found in Appendix B.2.

The rationality behind having the number of subjects was because, in previous
studies, 80% of the products usability problems could be identified by having 4 to 5
test subjects [36].
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Figure 4.2: Test subject selection methodology.

4.5.4 Measurements

To evaluate the artifact, subjective and objective measuring techniques were applied.
The subjective measure was commonly associated with benchmarking tasks, while
the objective measure was commonly associated with a user questionnaire [37].

4.5.4.1 Subjective Measures

To investigate both the old system and the new artifact, in regards to the effort
while performing tasks, NASA Task Load Index4 was used. The NASA TLX helped
to identify workload for the tasks [38]. The think-aloud protocol was also used
to identify problem areas when performing the tasks followed by interviews after
completing the test for further feedback. The interview strategy employed was to
gather data about what aspects of the new system led to improvements in efficiency
and effort. The interview guide can be found in Appendix A.4. The subjective
measurements can be seen in Table 4.6.

As the NASA Task load index was primarily a subjective measure, it focused on cal-
culating a workload index based on different factors. According to the NASA Task
Load Index manual, previous studies revealed that workload patterns depended on
different tasks and the test subjects’ unique experience. Effort, stress, and frustra-
tions were some of the highlighted factors and based on these factors, the workload
was determined and measured on a linear scale. The factors, according to the NASA
Technical Report [39] were as follows:

4https://humansystems.arc.nasa.gov/groups/TLX/downloads/TLXScale.pdf
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• Mental Demand: The amount of mental activity required for the task
(Thinking, deciding, calculating, and searching).

• Physical Demand: How much physical activity was required while per-
forming the task.

• Temporal Demand How much time pressure was the person under while
performing the task (slow-paced or rapid).

• Performance: How successful the person was in accomplishing the goals of
the task.

• Effort: How difficult it was to complete the task in terms of mental and
physical work.

• Frustration Level: How insecure, discouraged, irritated, stressed, and an-
noyed versus secure, gratified, content, relaxed, and complacent the person
felt while performing the task.

The goals of using the NASA Task Load Index were to identify the impact of such
factors on the testers’ performance of tasks using both the old and the new system.
Such findings would help evaluate the impact of the new system on the efficiency of
the testing process.

Table 4.6: Subjective measures and techniques for the usability test.

Subjective Measure Techniques
Task performance and effort in-
dex NASA Task Load Index and Interview

Usability Think-aloud protocol and Interview

4.5.4.2 Objective Measures

An objective measurement was used to measure benchmarks regarding the tasks
the subjects performed in the usability test. The time needed to complete the task
(time-on-task) was taken into account.

Table 4.7: Goals to investigate in the experiment

Objective Measure Techniques
Time on task Time in seconds to complete the task

4.5.5 Usability Test Design
Test subjects were allocated individually in an office room consisting of two mod-
erators. One moderator hosted the test and recorded error rates while the other
served as a timekeeper. The moderator explained that the task would be needed
to be completed using both systems by using the think-aloud protocol throughout
the completion of the task. The think-aloud protocol was breifly explained to the
testers.
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The subject was given a randomly selected test case and was asked to perform the
four tasks, mentioned in Section 4.5.1 that testers did in the testing process on both
the systems. The timekeeper started the timer when the subject initiated the task.
In case the subject forgot to talk while they performed, the moderator reminded
them to do so. When the task was completed, the subject was asked to fill the
NASA Task Load Index form. After a relaxation break, the subject was asked to
perform the series of tasks again, but on a different test case using the other system,
which was followed by filling the NASA task load index form. A semi-structured
interview was done to gain insights on their experience with the systems when the
usability test was finished. Details regarding the interview design are described
below in Section 4.5.6 The entire usability process is depicted in Figure 4.3.

Figure 4.3: The usability test design.

4.5.6 User Interviews
The interviews were designed to address the test-subjects’ feedback and answer
the research questions through the qualitative explorative manner. These semi-
structured questions were designed using the research questions as the focus. The
interview question guide can be seen in Appendix A.4. The criteria addressed in the
interviews were as follows:

• Comparison of both the old and the new system regarding usefulness, effi-
ciency, and effort spent while performing the tasks.

• Data structure and presentation for diagnosing test-related data.
• Impact on decision making capabilities.
• Ease of use of the new system.

4.5.7 Pilot Tests
A pilot test had to be done to confirm if the usability test design and the process
would work with the test subjects in the actual test. Furthermore, it was vital to
validate if it was feasible to solve the task and correctly measure the measurements.
One experience test subject was selected for the pilot test. Both the test environment
and the process were mimicked to feel like the real test. The insights and feedback
collected during the pilot test were used to improve the usability test design and
process and reduce inaccuracy and flaws.
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Results

Based on the Design Science Research methodology, the results in this chapter have
been divided along with the three phases. The problem identification phase re-
sults were described first, followed by the design phase, and finally, the evaluation
phase presents the design’s validation. The discussion of each phase consists of
results found using various data collection methods such as interviews, question-
naires, observation, and methodologies such as affinity diagramming, prototyping,
and a usability test.

5.1 Problem Identification
This section will go through the results found using interviews and questionnaires.
During the initial phase of the study, multiple semi-structured interviews were
performed with stakeholders, including a product owner, tester, test environment
provider, and a comprehensive questionnaire to target a larger group of testers. The
aim was to understand the existing process of testing and analyzing test output
data.

Figure 5.1: Existing testing and test output data analysis process overview.
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5.1.1 Interviews with Product Owners
During the initial interview with the product owners, the existing process and pro-
tocols for testing and test output data analysis were discussed. The product owner
highlighted the issues with the current process and how the problems began emerg-
ing. The product owner explained how the testing process was conducted in the
partnering company specifically because he wanted to distinguish between some of
the company’s unique practices compared to the traditional way of managing test-
related data.

Table 5.1: test output files and data

File Name Description Storage
Topology File Contained the schematics of the test object and its

connection in modules of a car. It was used during
test analysis.

Shared Disk
and Local
Repository

Binary
Logging
File(BLF)

Contained data for events that were captured dur-
ing testing of the test object. Data logged from
test objects were stored here, consisting of mes-
sages from CAN busses. It is used during test
analysis.

Local Reposi-
tory

Master
Database
File(MDF)

Mostly contained logged signals with time-stamp
from the test object and other devices attached to
the bus. It was used during test analysis.

Local Reposi-
tory

Logging
File(MF4)

Similar to MDF but redundantly kept as a log. Local Reposi-
tory

Configuration
File(CFG)

Contained configuration settings of test objects for
conducting tests. CFG files were vital for perform-
ing tests. It was used during test initiation.

Storage
Server

Calibration
File(CLG)

It consisted of settings for the test bench environ-
ment and held vital information of the test object
and other objects in the test environment. The
calibration file was used to initiate the test envi-
ronment for testing along with the CFG file.

Local Reposi-
tory

Database File Consisted of the decrypted signal name for the sig-
nal database. Used by testers when reading the
MDF and BLF files using the analysis tools.

Local Reposi-
tory

Design Ver-
ification
Method
(DVM)

Consisted of the detailed test cases for test runs.
The file also held crucial information about each
step in the test-run and how it was performed dur-
ing testing.

ELEKTRA
(Third Party
Software
Suite)

Requirement The file contained all the requirements for the test
object’s functionalities and was used during the
testing process

ELEKTRA
(Third-party
software
suite)
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Testing ECUs in the department’s context produced a large quantity of data as
testing devices continuously monitored the ECUs. There were cases when multiple
ECUs were unnecessarily logged, creating an abundance of data that was later used
to perform analysis. Such data was not structured efficiently and kept in varying
file formats, which are explained in Table 5.1, it became harder to locate faults,
efficiently make decisions that mitigate problems and share knowledge with the
involved stakeholders.

"In our department, testing produces an immense amount of log-
ging of data, and you know what, sometimes, un-necessary ECUs
are logged to make sure that they were not part of the problem
when testing the test object. All this produces huge data, and it
is being stored in so many different places." - Product Owner.

Each test object had many files associated with it, and during the testing phase, it
was crucial to have most of the files to perform testing. Files such as a CFG and
a database were essential to initiate the testing process. They were not stored in a
centralized system, making it inconvenient for testers to find and collect them for
analysis. There was a significant amount of time spent doing this, and this task had
no tangible benefit in making the testing process better.

"Testers need to find all the config, database, and other informa-
tion to initiate the testing, which is a hassle, as all the files are
not exactly in the same place, making it harder for the testers to
collect all the required files quickly." - Product Owner.

The product owner described test analysis as a hectic situation. As all the infor-
mation and data describing the test object were stored in various files, they needed
to be collectively visualized using different tools during the analysis process. MDF
and BLF files (produced from testing) were the primary files required for analysis,
and CFG and Database files were needed to set-up the tools used to perform anal-
ysis (see Table 5.1). Furthermore, testers had to work with at least three different
tools to work with additional files. They had to frequently navigate between the
tools during test data/information analysis, which was time-consuming and prone
to introducing mistakes. Testers admitted to missing out on information due to the
constant navigation.
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"Testing tools like Elektra, CANape, CANalyzer are needed to be
open all the time. I have seen testers jumping from screen to
screen to find the relevant information for the failed test cases.
Jumping so much can also make them miss out on certain in-
formation and loose concentration." - Product Owner.

Many stakeholders had ownership of a single test object. Ownership can be described
as functional responsibility for the software or hardware of the ECU. After testing,
the testers were responsible for conveying the test results to the correct stakeholder
to solve problems with the test object. As there were no guidelines in the testing
process for locating the proper person to get the solution to the problem quickly,
testers ended up spending much time looking for them either physically, asking
around within or between teams and departments, or using messaging.

5.1.2 Interviews with testers
Upon interviewing the testers, more in-depth details of the process and its problems
were identified. The tester mentioned not having a standard for storing the various
files for the test initiation and test output data analysis. As different files held
different types of data required for analysis, having all of them at the tester’s disposal
was vital. However, due to them not being stored in a centralized storage system
with a standard method of storage, it took much time and effort to collect them.
The files and their storage locations have been described in Table 5.1.

"Time spent collecting all the test initiation and later, test output
files is time-consuming and does not deliver value to our work.
We want to analyze and find issues in the tests because then, we
actually do something productive." - Tester.

As the test objects were primarily ECUs, they produced a large amount of data. In
the partnering company’s context, the testers had to monitor multiple ECUs despite
them not being part of the test process. In the worst-case scenarios, additional ECUs
and the test object became part of the tests. The testers emphasized that logging
multiple ECUs and the test object produced many log data and files. Logs were
kept in different file formats and under various storage systems, making retrieval
of the files for analysis time-consuming and challenging job. The storage systems
for storing data included repositories, servers, shared disks, and local storage like
personal computers, loosely associated with their corresponding test objects. Apart
from the DVM file which contained the test cases and steps, the Requirement file,
and the Topology file, data in all the other files were large in quantity and not
user-friendly in terms of readability, requiring significant effort to find the relevant
data needed for test analysis. The testers also mentioned that problem identification
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became overwhelming and challenging due to not focusing on the essential aspects
of the test analysis because of the abundance of data. The analysis became time-
consuming and would occasionally cause testers to disregard essential and relevant
information mistakenly.

"The data scattered around in front of you, constantly looking for
things in different files, causes an expenditure in terms of time.
It becomes tedious to skim through so much unstructured data.
To come up with a conclusion(issues found in testing) on the
problem is not impossible for the testers because they are capable
of their job, but this makes it tedious us." - Testers.

Another issue identified was that the testers used multiple tools to analyze the
test output data, making test analysis cumbersome. Their explanation noted that
different test-data files had different sets of information, having different standards
and notations. Hence, different tools were needed. The tools used to process the
files mentioned in Table 5.1 have been described below in Table 5.2.

Table 5.2: Software/Tools used for test output data diagnosis

Software/Tool Usage

CANoe [40]
Used to read BLF and MDF files. It also has
advanced features like simulation for an entire
CAN/Flexray bus missing in CANalyzer.

CANalyzer [40]

Used to read BLF and MDF files. The tool was
used by both experienced and inexperienced
testers, however experienced testers prefered
CANoe due to its simulation features.

ELEKTRA [40]
Used to read the DVM and its details. It was
also used to manually log findings related to
test analysis.

Each file held different, yet vital, information for the test object, the files needed to
be visualized through various tools. ELEKTRA was used to visualize information
from the DVM, test requirements, and test cases. The tool did not help visualize all
of this information optimally and usually required testers to spend effort and time
managing the tool’s complicated settings and interfaces. CANoe and CANalyzer
were used to read the BLF/MDF files to visualize the sensor signal data.

The use of multiple tools led to challenges in how to make sense of the data. Testers
noted that their concentration was interrupted when they had to relate data from
the various files while working with all the tools simultaneously. It was standard
practice for testers to have all the tools open in different windows in their computer
while navigating between them to get the required information.
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"Decision making regarding finding issues in tests gets delayed
when testers need to find the right things to look at and prepare
for everything before it can be visually represented properly. Un-
less you know what to look for, especially for new testers, the
task will be challenging." - Testers on getting an overview from
tools.

The initial coding of the tester interview with all the major findings are categorized
and coded in Appendix D.2 and D.3.

5.1.3 Interviews with Test Environment Providers
Two test environment providers were interviewed. They also confirmed the problems
with managing unstructured data. The lack of refinement of the existing testing pro-
cess and its implementation caused technical debts, which caused issues led to data
storage, structure, and management. They also noted that, in the existing testing
process, test cases were written without maintaining a strict standard which made
it difficult for testers to perceive the test cases in the correct way. Depending on the
experience of testers, test cases were written in varying ways. Sometimes, experi-
ence testers omitted to write certain steps because, for them, they were unnecessary.
The omission caused the inexperienced testers difficulties in understanding the test
cases and their scenarios and made it difficult for them to run the test cases and
perform test analysis. No additional findings emerged from the interview with the
test environment providers.

"In most cases testers belong to teams, and when developers cre-
ate the functionality and they then say that as this functionality
is made, can the tester test it? Then the testers in a team writes
the DVM(test cases), and then when the test is performed, there
are lost of files and testers have to find them all and find a ver-
dict. Basically, we are trying to automate this so that the testers
no longer need to manually test them."

- Feedback on existing testing process.

"Also DVM is written by humans and it is written with some
slack/fussiness which makes tester try some things like figuring
out the intention behind the test case. DVM is written manually,
hence it is interpreted different by different testers and in worse
way, the test might pass, but as testers interpreted the DVM
differently, in reality the test should have failed. So the existing
testing system is not strict in terms or process."

- Feedback on existing testing process.
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5.1.4 Summary of the Interviews
A summary of the main findings from the initial round of semi-structured interviews
is briefly described below. The entire testing process specific to the partnering
company was depicted in Figure 5.1. The diagram depicts the testing process the
testers perform based on the information collected from the interviews, which is as
following:

• Product Owners
– The existing testing process results in unstructured data and leads to the

logging of unnecessary data.
– The files that described and held information for the test object were

scattered across various storage systems.
– Accumulation of all the associated files for the test object took time and

effort.
– Testers were required to navigate between testing tools as not all infor-

mation could be found using just one, which interrupted their work and
information flow.

– It was difficult to share analysis results with all the respective stakehold-
ers.

• Testers
– Too many files are associated that associate with the test object (see

Table 5.1).
– Accumulating all the test object files was time-consuming and error-prone

due to files being stored in various storage systems.
– A large quantity of sub-optimally structured data was stored in the

files, preventing testers from finding the correct or important informa-
tion quickly.

– Different tools were simultaneously used to analyze the test output data,
causing testers to constantly shift attention in order to process, under-
stand, and make decisions from the information.

– Test output, especially important findings from the testers, were not
archived systematically, causing loss of vital information.

– It was not easy to locate or discuss test analysis results with stakeholders.
• Test Environment Providers

– The testing process led to unstructured data, causing difficulties.
– DVMs are not written in a standard way, which makes testers misinter-

pret the test cases.
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5.1.5 Tester Questionnaire
A questionnaire was prepared to investigate further the claims made in the interviews
at a larger scale and can be seen in Appendix B.1. The questionnaire was organized
in the following manner:

• General questions involving respondent’s role
• The testing process
• Unstructured files and data
• Testing process and test output data analyzing issues
• Analytic tools or software used by testers
• Demographics

In total, thirteen responses were received for the questionnaire. All thirteen respon-
dents had prior experience within the testing process in the department.
Regarding the issues related to unstructured data and files related to the test object,
the responses were diverse. Seven respondents suggested that the information that
needs to be used for data analysis was difficult to find due to the unstructured
data. All respondents suggested that the files’ unstructured nature affected their
test-analysis and diagnostics process.

Regarding issues with test output data analysis, more than two-thirds of the respon-
dents suggested that they required significant time to perform their analysis due to
unstructured data and files. The respondents also indicated that finding the right
stakeholders to aid with fault mitigation was challenging as many stakeholders were
involved with each test object. The respondents also discussed the tools they used
for performing diagnosis. All the tools were used in combination, during diagnosis.
Navigating between the tools to extract the required information to continue the
test analysis was time-consuming and strenuous. Locating faulty signals ended up
taking significant time and effort. The main findings from the questionnaire are
briefly described below:

• Unstructured files and data
– Required information about the test object and test output was difficult

to find due to the abundance of files scattered in various storage systems.
– Gathering all of the required files for the test object took a lot of effort

and time.
• Analyzing test output data

– Analysis of test output data tool took a lot of time and effort due to the
files’ unstructured nature and abundance of data.

– Different tools needed to be opened and navigated to create an overview
of the test output.

– It was difficult to locate the correct stakeholders to pass on the test results
and mitigate the issues found.

• Tools used for analyzing data
– No single tool provided an overview of all the necessary information the

testers needed to perform testing and identify the root cause for the issues.
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– Testers kept all the tools (CANalyzer, CANape and ELEKTRA) open on
different screens to get an overview of information.

– Navigation between tools was time-consuming, strenuous and affected
their concentration.

5.1.6 Participant Observation
The discoveries made in the observation sessions for analyzing test output data
aligned with the findings mentioned in the previous subsections. However, further
details were identified during the observation.

During the test analysis, the testers collected all the necessary files required for the
process. These files included the Master Database File (MDF), Binary Logging File
(BLF), and Configuration files, which are explained in Table 5.1. Their frustration
during file collection was noticeable as they kept reminding themselves about where
the files were stored. Once all the files were found, the testing tools were initialized
and made ready to be used for test analysis. Additional time was used in setting up
the tools as participants tried various configuration files in the test suite to determine
if they had the correct one.

After initializing the test suite, the test object, test requirements and test cases
(DVM) were reviewed in ELEKTRA. The pre and post-conditions of the failed
cases were checked in ELEKTRA, and later, the test output files were processed
using either CANoe or CANalyzer, to identify failed test cases. The testers checked
each of the associated signals and ECU for the cases to find potential issues by
examining the different analysis tools. They navigated between ELEKTRA and
CANoe/CANalyzer to look at the test case, the requirements, and the signal output.
They had all three tools open in three different monitors side-by-side and, on a few
occasions, lost track of the information they were looking at on different screens.
They repeated the process of finding faulty sensor signals whenever they lost their
concentration. Once issues and its cause were found, the testers began searching for
the stakeholder to solve the potential problem. They manually searched ELEKTRA
and test object documentation to find the person involved in developing the feature
for the test object. The search appeared to be frustrating for the testers as they
kept opening, reading, and closing various documentation before finally locating the
person responsible. They then messaged the person and notified them of the results
of the test analysis.
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At the end of the observation session, a short interview was conducted. It confirmed
that the most time-consuming aspects of the analysis process were gathering the
necessary files from different storage platforms, identifying the cause of the problem
from the unstructured data in the files, and finding the right stakeholders to be
notified. The main findings from the participant observation sessions are briefly
described below:

• Unstructured files and data
– Much time was spent in gathering all the files related to the test object
– Mental effort was spent finding the required data from the abundance

of unstructured data as it involved manual searching and extracting the
correct signal data.

• Analyzing test output data
– Participants spent much time in setting up their test suite and envi-

ronment to be able to visualize the necessary data in a readable and
approachable manner.

– They had to constantly navigate between different tools to be able to
make sense of the data, test cases, and its requirements, which caused
loss of concentration and repetition of tasks.

• Tools used for analysis
– All the tools (CANalyzer, CANape and ELEKTRA) were kept open on

different screens during the testing process.
– Navigating between the tools frequently sometimes caused testers to lose

concentration.
– ELEKTRA was used to manually refer to documentation to find the

responsible stakeholder for the test object, which was time-consuming
for the testers.
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5.1.7 Categorizing and Organizing the Findings
The categorization of the findings was done through the affinity diagram approach.
The findings were summarized into similar problems and assigned a category. Cate-
gories were defined as data presentation, data structure, process, and communication
identified from analysis of the significant problems found from the interviews, ques-
tionnaire, and observations. The result of the affinity diagram can be found in Table
5.3.

Table 5.3: Affinity diagram categorization and organization of the results from
the initial findings.

Data Presenta-
tion Data Storage Data Structure Process Communication

Relevant data from
large files was over-
whelming to find
and analyze.

No standard stor-
age location for
test output files
and data.

Test object was
represented by
many files.

Much time was
spent on accu-
mulating the files
related to the test
case/object.

Lack of contact
information for
responsible stake-
holders for the test
object.

Lack of presenta-
tion for mapping of
data.

No standard stor-
age for database,
configuration, and
calibration.

Each file has many
unstructured data
according to how
the testers would
like to see.

Much time was
spent in preparing
all the tools for
analysis.

Knowledge sharing
between testers af-
ter the analysis was
not always archived
for historical use.

Required to switch
between different
interfaces of tools
frequently.

DVM and require-
ments stored in an-
other tool.

The test signal out-
put data was ex-
tensive in stature,
making it difficult
to search for issues.

Tracking histori-
cal data for test
case/object was
difficult as it was
done manually.

Navigating con-
stantly between
different tools and
screens caused
misinterpretation
and missing out on
information.

Critical informa-
tion presented for
the test case/object
scattered across
various tools.

No efficient way
to get the re-
quired data for test
analysis and diag-
nostics, which was
time-consuming.

Historical data for
test case/object
cannot be tracked
easily due to files
being unstructured.
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5.2 Design Phase
In this section, the design phase of the artifact is described. Requirements were
created from the knowledge gathered during the problem identification phase for
the artifact to address problems regarding data structure and presentation. Finally,
the artifact was developed into a new prototype system.

5.2.1 Requirements
The requirements were refined after evaluating the artifact multiple times. Initial
findings from the affinity diagram (see Table 5.3) were used to create the require-
ments. Feedback and other insight from early evaluations (see Section 5.3) improved
existing requirements and introduced new requirements. A summarized list of the
requirements can be seen in Table 5.4.

Table 5.4: User requirements for the artifact.

Requirement Short Description
UR1 View an overview of the test case.

UR2 View and download (if available) the initiation and metadata
files related to the test object and the test case.

UR3 View information on a particular step in the test case.
UR4 View graphs of the signals in the test case.
UR5 Searching for sensor signals in the test output for analysis.
UR6 View the stakeholder for the test object.
UR7 View information of the test performers.

UR8 View the Design Verification Method (DVM) for the test ob-
ject.

UR9 View the requirements for the test object.

UR10 View the ECUs and its associated Bus of the test object used
in the test case.

UR11 View the details of the software and hardware read-outs.

UR12 View the the calibration and configuration of the test object
for the test case.

UR13 View historical data for a test object.
UR14 View and add favorite signals.
UR15 View and add comments on signals.
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The requirements UR1-UR10 were created from the affinity diagram to address
the problems the stakeholders faced in their current method of test analysis. The
requirements UR11-UR15 were created from the feedback on the low-fidelity proto-
types. These requirements are features that would be useful for test analysis. In
general, the goal with the requirements was to collect all the related data related
to the test case and its test object into one system and efficiently present the data
for test analysis. The requirements from the initial findings (i.e., UR1-UR10) would
correspond to categories from Table 5.3 as follows:

• Data Presentation: UR1, UR3, UR4, UR5, UR10
• Data Structure: UR2, UR8, UR9,
• Process: UR1-UR10
• Communication: UR6, UR7

The user requirement specifications, including description, rationale, dependencies,
and use cases, can be seen in the Appendix E. The motivation for the requirements
and how it would be useful for test analysis is described in the rationale. The use
case describes how the user could use the feature described by the requirement in a
web-based system.

5.2.2 Requirements and Decision Making Models
Requirements were mapped with the decision making models from Section 3.4 to
outline the factors that would be an improvement in efficiency and effort of deci-
sion making during test analysis. Mapping of the decision making models and the
requirements can be seen in Table 5.5. The decision making models highlighted the
decision making approach people tend to take to complete a task. The decision mak-
ing models and their mapping with the requirements and criteria follow the thought
process and approach of testers to fulfil the tasks that are described by the require-
ments. Hence, creating this mapping helped design a better prototype for the new
system. The mapping of the decision making models with the requirements helped
answer the second research question, but at the same time provided inspiration to
solve the problems explained in research question three and four.
The mappings were done during the evaluation sessions, where the testers were
asked how they would make decisions on performing each requirement. They were
explained about the decision making models, and from that knowledge, they were
asked which type of decision making model strategy best reflected the way the testers
did the tasks to achieve the requirements. For example, if the requirements were
mapped to the elimination-by-aspects model or conjunctive model, it meant that
those requirements consisted of practices that would make the testers simplify and
eliminate less relevant methods of achieving a task to save time and effort. The
new prototype should then be designed to ensure that the testers would not spend
time with unnecessary methods (like searching for files from different locations), and
preferably have all files at a single place instead. If requirements were mapped with
the additive/linear model, it implied that the tasks required to achieve the require-
ment usually involved additively forming an overall conclusion (like understanding
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an overview of the test cases and test diagnostic result) before performing analysis.

After the mapping, the testers were consulted with the prototype design in regards
to the decision making model mapping. The feedback from testers suggested that
data and information for requirements that focused on elimination by aspects model
would be better placed in the new system where the testers would find it with the
least amount of elimination possible. For requirements mapped with additive/linear
model and conjunctive model, they preferred the information and data to be cate-
gorized in various views in the prototype. However, they wanted it to be logically
categorized so that the views(web pages representing the data and information)
could be easily accessible without needing to investigate about its whereabouts.
Also, because they would require to repeatedly view such information, having a log-
ical separation for each type of information would make it easier for them to locate
it. Hence, this led to the new prototype providing information in a user-friendly
interface to allow testers to make sense of multiple types of data collectively.

Table 5.5: Mapping between requirement and criteria.

Requirement Quality Criteria Decision making Criteria
UR1 Information Quality Conj. Model
UR2 System Quality EA Model
UR3 Information Quality EA Model
UR4 System Quality EA Model
UR5 System Quality EA Model
UR6 Information Quality A/L Model
UR7 Information Quality A/L Model
UR8 Information Quality Conj. Model
UR9 Information Quality Conj. Model
UR10 Information Quality Conj. Model
UR11 Information Quality Conj. Model
UR12 Information Quality Conj. Model
UR13 System Quality Conj. Model
UR14 System Quality EA Model
UR15 System Quality EA Model
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5.2.3 Design and Development of the New System
The new system is designed as a web-based system with a dashboard-based user
interface. Prototypes were created to evaluate and validate the requirements starting
with a low-fidelity prototype and eventually leading to a high-fidelity prototype.

5.2.3.1 Low-fidelity Prototype

An overview of the low-fidelity prototype can be seen below in Figure 5.2 and can be
seen in more detail in Appendix F. The prototype embodies a very abstract form of
the requirements where the design principles and interface design are shown. Data
and information are not concretely presented in the prototype. The low-fidelity
prototype embodies the requirements UR1-UR10.

Figure 5.2: Low-fidelity prototype sketch drawn on whiteboard.
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5.2.3.2 High-fidelity Prototype

An early high-level prototype can be seen in Figure 5.3, with additional screen-
shots in Appendix G. The prototype demonstrates how data can be structured and
presented. The prototype covers all the requirements (i.e., UR1-UR15) and the
mapping of the requirements to the prototype can be seen in Table 5.6.

Figure 5.3: High-fidelity prototype of overview view.

Table 5.6: Mapping of requirements to the High-fidelity Prototype.

View Screenshot Requirements
Overview G.1 UR1, UR10, UR12
DVM G.2 UR8, UR9
Historical Data G.3 UR13
Information G.4 UR6, UR7, UR10, UR11, UR12
Step G.5, G.6 UR3, UR4, UR5, UR14, UR15
Dashboard G UR2
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5.2.3.3 Final High-fidelity Prototype

A final high-fidelity prototype was created based on feedback from evaluations (see
Section 5.3). The interface design is changed slightly as the implementation was
made using React. A mapping of the requirements to this prototype can be seen
in Table 5.7. An overview of the final high-fidelity prototype can be seen in Figure
5.4 while the full set of screenshots can be seen in Appendix H. The design of this
final version of the prototype is an approach to design a test analysis framework
to support ease of use and accessibility for test related data during test analysis
of automotive electronics (see research question 4), motivated from the evaluations
and design process from earlier iterations.

Figure 5.4: Final high-fidelity prototype of overview view.

Table 5.7: Mapping of requirements to the Final High-fidelity Prototype.

View Screenshot Requirements
Overview H.1 UR1, UR10
Requirement H.2 UR9
DVM H.3 UR8
Test Sequence H.4 UR8
Historical Data H.5 UR13
Information H.6 UR10, UR11, UR12
Links H.7 UR2
Stakeholder H.8, H.9 UR6, UR7
Step Overview H.10, H.11, H.12 UR3, UR4, UR5, UR14, UR15
Specific Step H.13, H.14, H.11, H.12 UR3, UR4, UR5, UR14, UR15
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5.3 Evaluation Phase
In this section, the findings from the evaluation phase of the low- and high-fidelity
prototypes will be described. The low-fidelity prototype (see Section 5.2.3.1) was
evaluated, and the feedback was used to improve the requirements. The improved
requirements were used to further develop the prototype to a high-fidelity prototype
(see Section 5.2.3.2). The high-fidelity prototype was evaluated as well, and this
feedback led to improvements in data presentation and structure, resulting the final
high-fidelity prototype (see Section 5.2.3.3).

The evaluation phase was based on cognitive walk-through and semi-structured in-
terviews, using two testers with different experiences as participants. The methods
were explained in Section 4.4.

5.3.1 Evaluation of Low-fidelity Prototype
In this section, the evaluation of the low-fidelity prototype will be described. A
task analysis breakdown is listed for each task, followed by a summary of the semi-
structured interview. Lastly, the feedback will be discussed together with improve-
ments made to the requirements.

5.3.1.1 Task Analysis

The tasks used for the low-fidelity prototype’s cognitive walk-through can be found
in Table 4.4, in Section 4.4. The task analysis breakdown is as follow:

• Task 1 - Overview: The participants took the correct actions to achieve the
tasks and get an overview of the information.
– Experienced tester: Expected more specific information on sensor sig-

nals and buses. Stakeholder, hardware. They suggested that stakeholder,
hardware, and software information in Overview view could be separated.

– Inexperienced tester: Not sure what to expect in the Overview view
to get a general understanding of the test case. The expectation was to
see what would have failed in the test case.

• Task 2 - DVM: Correct actions available for the participants were taken to
achieve the tasks. Description of the requirements, DVM, test sequence, and
expected sensor signal values were expected in this view, which was achieved.

• Task 3 - Specific step: Correct actions available for the participants were
taken to achieve the tasks. Participants noticed description, expected sensor
signal values, and a graph view for sensor signals, which were expected.
– Experienced tester: The graph and its feature were expected to be

more customizable. Features like being able to add other sensor signals
and hide sensor signals in the graph were expected.

– Inexperienced tester: The graph and its feature were expected to be
more customizable. Features like being able to add additional and fre-
quently used sensor signals to the views were desired. Knowledge sharing
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tools were expected, further elaborated as a hub where testers would
discuss and write tips and notes for other testers’ problematic signals.

• Task 4 - Historical: Correct actions available for the participants were taken
to achieve the tasks. Being able to view a list of older test cases that were
conducted, which were similar to the current test case, was expected.
– Experienced tester: Expected a detailed description of the older test

cases including verdict, date, ECU, buses, and tester information.
– Inexperienced tester: Expected a reference or link to the old test case

to be able to open it in the tool used currently to retrieve test cases.

5.3.1.2 Semi-structured Interview

The interview yielded interesting information on how the prototype, could help the
testers with their test analysis and diagnostics. The testers admitted that the new
system provided the participants with a tool where a lot of information and data
needed for test analysis was in one place. They thought it was an exciting solution
to their current challenges where the data were scattered around in different tools,
repositories, and storage locations.
The participants believed that, if the new system could provide the correct data, it
would reduce the scenarios where misinterpretation or misinformation could occur
during test analysis.

5.3.1.3 Improvements

The low-fidelity prototype mostly showcased the structure of the data and informa-
tion in the proposed system. The feedback that was gathered from the task analysis
and the semi-structured interview are as following:

• Overview view
– Highlight the failed steps.
– Indicate which sensor signals and buses are involved in the test case.

Include an overview of the calibration used in the test case.
– Stakeholder, software and hardware information should be split into their

own separate views.
• Specific step view

– Interactive graph features should be included like adding and hiding sen-
sor signals.

– Testers should be able to see frequently used sensor signals for analysis
and add them to the graph.

– Testers should be able to attach a comment on test object’s signals to
add further information about it.

• Historical view
– Include meta-data of the old test cases such as the verdict, date, ECU

involved, bus involved and testers who conducted the test.
• Additions

– Car information used in the test case.
– Configuration used in the test case, i.e., databases.
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– References and links to log-files of the test case.
– A check-list, to help the tester get started with the analysis and later

refer to in order to verify whether all the steps have been considered.

5.3.2 Evaluation of High-fidelity Prototype
In this section, the evaluation of the high-fidelity prototype will be described. The
task analysis is listed for each task, followed by a summary of the semi-structured
interview. Lastly, the feedback and improvements of the structure and presentation
of data and information will be discussed.

5.3.2.1 Task Analysis

Tasks used for the cognitive walkthrough can be found in Appendix C.2. The task
analysis breakdown is as follows:

• Task 1 - Overview: Correct actions available for the participants were taken
to achieve the tasks.
– Experienced tester: Expected date and time when the test case was

conducted in this view. Other than that, the information in this view
was satisfactory.

– Inexperienced tester: The overview of information given by this view
was what was expected.

• Task 2 - DVM: Correct actions available for the participants were taken to
achieve the tasks. Participants expected information and description of the
requirements as well in this view, which were missing before.
– Experienced tester: More detailed information was lacking in the

DVM. They expected more information to be included in the DVM like
pre-conditions, post-conditions, sensor signals, buses, tools, and descrip-
tion. The test sequence should have results and verdicts for the test cases
as well.

– Inexperienced tester: Expected the test sequence to have results and
verdict for the test cases, which were missing.

• Task 3 - Historical: Correct actions available for the participants were taken
to achieve the tasks. Participants’ expectations of the information and data
in this view were fulfilled.

• Task 4 - Information: Correct actions available for the participants were
taken to achieve the tasks. The information and data contained in this view
were mostly what was expected, with minor missing information.
– Experienced tester: Expected software and hardware readouts that

include ECU serial numbers and software part numbers, which were not
included in this view. Measurements configuration was also expected for
measurement tools but was missing.

– Inexperienced tester: Expected software and hardware readouts, but
these were not included in this view.

• Task 5 - Links: Actions were confusing for the participants as they expected
a view to display the links to log files.
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– Experienced tester: Expected requirement, test case, and log file in-
formation such as name, references, and revision, which was not present.

– Inexperienced tester: Expected download links for the log files.
• Task 6 - Specific step: Correct action available for the participants were

taken to achieve the task. Expected more information in the expected results,
including action description, expected result, actual result, and verdict. Apart
from that, the information and data in this view were satisfactory.

5.3.2.2 Semi-structured Interview

The participants thought the prototype would be very useful for test analysis and
diagnostics and would lead to efficiency improvements. The participants felt that,
if the prototype could be used as a reporting tool for each test case, where testers
would be required to fill the prototype’s content with data and information as a
requirement, it would improve the accessibility and shareability with other stake-
holders involved.

Overall, the participants said that the prototype gave a good overview of the test
case if all the expected data and information was presented. By getting a good
overview right from the start, the test case’s context would be easier to understand,
which would lead to a more confident start to the test analysis and diagnostics.
The Inexperienced participant appreciated this, as it could be challenging to know
what to look during the test analysis. The more experienced participant found it
easier to navigate the data and information than the current analysis method.

According to the participants, the prototype’s most useful parts were the histori-
cal view and information view. They required more effort to get this information
manually in the existing test analysis process.

5.3.2.3 Improvements

The input gathered from the task analysis, and semi-structured interview were as
followed:

• Overview view
– The calibration should fit in the DVM view because the DVM view is

responsible for this information.
– Date and time when the test case was conducted should be added.

• DVM view
– DVM should include pre-conditions, post-conditions, sensor signals, buses,

tools and description.
– Test sequence should also include the actual results and verdict.
– More detailed information of the requirement which the test case verifies

should be shown. Only DVM is not enough.
• Historical view

– Should also include the name and domain of the test case.
• Information view
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– Should include software and hardware readouts such as ECU serial num-
bers and software part numbers.

– Should include measurement configuration for measurements tools.
• Links

– Have its own view which includes links and references to the requirements,
DVM and log files.

• Specific step view
– Have a summary of all steps.
– Favorite signals was not useful, should be removed.
– Historical test cases in this view were not useful, should be removed.

5.3.3 Evaluation Phase Findings
Having the data required to perform test analysis in one place was positively per-
ceived by participants in the evaluation phase. The prototype eases the challenges
they faced in the current method of gathering the data. The risk of misinterpretation
and accessing the wrong information was believed by the participants to be reduced.
The efficiency in beginning test analysis was improved. Participants acknowledged
that they had to manually find and locate the old system’s required information and
data in case another tester did not provide them.

It can be very overwhelming for inexperienced testers to work in many different
tools to get the required data for test analysis. Most of the inexperienced testers
were not fully adapted to the testing and analysis process. They admitted that it
was common to get lost and ask what to look for in the current tools. The more
inexperienced tester perceived the prototype as an excellent tool where the required
information and data, which they needed for test analysis, were already present.
The more experienced testers thought having the data in one tool made it easier to
navigate between the pieces of data, making it easier to look up things they were
uncertain about.

By providing the required data that was necessary to start test analysis in a struc-
tured manner improved the overall quality of information available during test analy-
sis by only showing relevant data and thus reducing misinterpretation of information.
Having only one tool instead of multiple tools increased the efficiency to navigate
between the test analysis data. Such improvements reduced the risks to get over-
whelmed and lost during navigating large amount of data, by improving navigation
efficiency during test analysis.

5.4 Usability Test Results
The usability test results comprised time for completion of tasks and calculations of
the NASA Task Load Index with the Think Aloud protocol, followed by interviews
to get further insights into the usability aspects of the system. This section presents
the results and its analysis. Both the existing system and the new system were
compared during the usability test. Testers performed four distinct tasks on both
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systems and their completion time of the tasks along with the NASA TLX scores
were recorded.

The usability test tasks are described in Section 4.5.1 where four tasks were con-
ducted sequentially by the participants. Each task was associated with requirements
of the New System and a mapping can be seen in Table 5.8. The findings from the re-
sults of Task 1 and 4 relate to the first research question, which targeted the aspects
that deteriorated decision making during test analysis and diagnostics of automo-
tive electronics. In contrast, the findings from Task 2 and 3 relate to the second
research question, which focused on data structuring, presentation and documen-
tation to support decision making and aiding testers to communicate test analysis
and diagnostics verdicts efficiently.

Table 5.8: Usability test task mapping to requirements.

Task Task Name Requirement
Task 1 Understanding the issue UR1, UR8, UR9
Task 2 Gathering information and data UR2, UR6, UR10, UR11, UR12
Task 3 Solving the issue UR3, UR4, UR5, UR13, UR14, UR15
Task 4 Reporting the issue UR6, UR7

5.4.1 NASA TLX Results
According to the NASA Task Load Index guide, each task was measured based
on six subjective sub-scales, determining the workload index for each of them, as
explained in Section 4.5.4.1. Full results of the NASA Task Load Index for the old
and new systems can be found in in Appendix I and Appendix J. The mean index
score for each of the tasks can be seen in Figure 5.5. The scores are in the range
of 0-100 where lower scores refer to the less mental workload on test subjects while
performing tasks, which is better.
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Figure 5.5: NASA Task Load Index mean score of each usability test task.

5.4.2 Think-Aloud Protocol
The think-aloud protocol used in the usability test explained the subjects’ behavior,
which was posed as a supplement to the findings discussed in Section 5.4.3. During
the performance of tasks, the testers found it easy and intuitive to perform tasks
1, 2, and 4, especially when using the new system. Despite the new interface, they
could navigate using the new system’s logical information structure as a guide. The
same tasks, performed in the old system, did not create an inspiring think-aloud
environment as the participants were very used to those tasks. There were glimpses
of relief, especially when performing Task 1, as they realized that information to
complete the task was all in one place in the new system.

For Task 3, as it required much thinking in itself, testers thought out loudly more
often, regardless of the system used. The more experienced subjects talked about
the need to use other measurement tools while working on the task to complement
the new system on more advanced test cases. They later realized that for a test case
with a more average difficulty, it wasn’t required at all.

5.4.3 Interviews
The section explains the findings during the decoding phase of the interviews (previ-
ously discussed in Section 4.5.6), done after performing the usability test. A broad
elaboration is given below along with a summary of findings in Table 5.9 and full
data in Appendix K.

The findings from the interview were generally positive for the new system. The
experienced and inexperienced subjects mostly reached a consensus regarding the
feedback. They favored the improved structure for storing the files for the test
cases and test objects in a primary domain. All the subjects agreed that the better
structure drastically improved the time required to locate information and files.
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"A lot of information and data in the old system is stored in files
and how we share with each other with the current tools, it can
be very limiting and not everything can be shared in a optimal
way. I think as the new system contains and displays all that,
one can find them in faster and more efficient way." - Testers’
feedback.

The presentation of the data was improved over the old system. The subjects could
relate to the efficient categorization of the information into logical pages in the user
interface with faster information access. Everyone agreed that the new system gave
them a quicker overview of the data the subjects required to perform test diagnosis.
The subjects acknowledged that the presence of all the data in one domain was
a substantial improvement as it would reduce mistakes due to misinformation and
misinterpretation. Traceability of data for test objects and test cases were also
better expressed due to logical structuring and presentation in a cleanly designed
user interface.

"Data and files for testing done personally/ad hoc basis are not
managed in a location where everyone can find it. Having such
information in one place is convenient in terms of getting infor-
mation fast and reliably comparing the results from the perspec-
tive of history." - Testers’ feedback on traceability of testing
artifacts.

Another vital piece of feedback was that the new system drastically reduced the
frequency of navigating other tools. The subjects stated that the saved time would
benefit them because they could conduct a test analysis on more test cases in the
same time period.

Regarding the usability of both the systems, they noted the ease of use of the new
system, which was particularly attractive for testers who were less experienced.
Overall, the realization was that the new system would provide them with all the
information needed to diagnose test cases problems, which were of average difficulty.
However, for test cases that posed a higher complexity level, sophisticated measure-
ment tools were still required. Nevertheless, due to test cases mostly being of an
average difficulty level, they acknowledged that the new system would allow more
efficient test analysis.
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"I understand that the new system is not made to replace our
existing tools but to add a layer of providing overview which is
nice. I still do believe that for in-depth detailed analysis, the old
system has the power of the tools to dig in, whereas the new sys-
tem, is better for average cases which are indeed more in number
and the new system gives a quick overview to testers." - An Ex-
perienced Tester’s feedback on both systems.

The less experienced subjects expressed that the time-consuming tasks they had
to perform to begin the test analysis and diagnostics, like accumulating files and
information for a test object, were tedious and repetitive. The new system, however,
made such tasks simpler to perform. Hence they believed they would benefit as
their primary focus would remain on understanding and finding issues rather than
spending time preparing the diagnostic data for analysis.

"The testing tools we use have a learning threshold in the old
system compared to this new system which is more intuitive and
user-friendly. In the old system, it can be challenging to find the
correct information because there are a lot of software and other
tools that sometimes is used for test analysis and diagnostics.
The new system on the other hand make it more appealing to
the less experienced person and gives them a chance to slowly
dive into our work." - An Experienced Tester’s feedback on
both systems.

Lastly, the subjects agreed that the new system was simpler to understand. Learning
a complicated system was not a good start to their journey as a tester. However, they
suggested that, for difficult cases, they would use both the new and the old system.
They revealed that features such as structuring of the files and its information could
be quickly understood in the new system, while analytic precision could be gained
from the old system.

"All the information needed is accessible from the left side bar
menu and it is intuitive and easy to understand. Here, I don’t
have to access three different systems to get an overview informa-
tion of the test object and test case and these information when
found faster makes it easier to do the job." - An Inexperienced
Tester’s feedback on new system.

Table 5.9 summarizes all the findings from the usability test interviews. The table
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explains the categories that were made using Nvivo, which were used to collect
findings in the interview. Each category has a description summarizing the findings.
The pictorial representation of the table can be seen in Appendix J.

Table 5.9: Major findings from the decoded interviews after usability tests with
short description.

Findings from de-
coded Interviews

Description

Files structured effi-
ciently and stored in a
single domain

Testers explained that the new system created a frame-
work that provided a much-needed structure to the files
related to test object, test cases, and test diagnostics.

Structuring improved
accessibility of infor-
mation and files

The testers addressed accessibility concerning time (files
and information can be accessed faster) and collectively
gathered them.

The old system pre-
ferred for in-depth
analysis

The testers explained that, for difficult test cases, they
would need to use the old system, which granted them
a more sophisticated set of tools.

The new system pre-
ferred for overview
and average test cases

For average test cases and getting an overview of the
information in all cases, the new system was helpful.

Time for locating in-
formation reduced

Information, in general, was more comfortable to locate
in the new system due to the better structure.

Testers got the
overview of the
information faster

The new system gives the testers a faster overview of the
information they require to either start their evaluation
of the diagnosis or come to a quick conclusion.

Mistakes due to inter-
pretation or misinfor-
mation reduced

Due to all the files and information being readily accessi-
ble in the new system, lack of information or possibilities
of misinformation was reduced.

Information and data
presented efficiently
for analysis

The presentation of the information and data were done
efficiently, keeping it user-centered (Tester). Subjects
could relate to the information presented in the user-
interface.

Traceability of histori-
cal data improved

Testers now had the possibility of tracing testing related
objects, information, and data due to the structure the
new system provided.

Files related to testing
and diagnostics were
accessible faster

Testers need for requiring such files was always crucial,
and the new system made this easier for them in terms
of time.

The effort for naviga-
tion for data reduced

Testers did not need to navigate between various tools
to make sense of the test-data and various information.

New system easier to
use for less experi-
enced testers

Due to the ease of use of the new system, a consen-
sus emerged, describing it to be an attractive choice for
testers new to the automotive testing field.
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5.4.4 Task Measurement Results
The objective measure (i.e., time for task completion in minutes) for each task
performed in both systems are tabulated in Table 5.10. The table indicates the time
taken for the test subjects to complete each task (explained in section 4.5.1). In the
new system, the overall time taken to complete all four tasks is significantly reduced
compared to the old system. The testers’ experience of the task, along with analysis
using the NASA TLX will be described in this section. The scores range is from
0-100, where scores closer to zero suggest low task demands and scores closer to 100
suggest high task demands. Testers 1, 2 and 3 were inexperienced, whereas testers
4, 5 and 6 were experienced.

Table 5.10: Time of completion for the Usability Test tasks in minutes.

Tester System Task 1 Task 2 Task 3 Task 4 Total
Tester 1 Old 10 13 18 20 61
Tester 1 New 5 10 13 5 33
Tester 2 Old 5 10 20 10 45
Tester 2 New 3 7 17 2 29
Tester 3 Old 10 5 10 20 45
Tester 3 New 6 3 7 8 24
Tester 4 Old 11 10 15 15 51
Tester 4 New 5 10 15 8 38
Tester 5 Old 15 10 18 15 58
Tester 5 New 10 4 16 5 35
Tester 6 Old 12 11 20 17 66
Tester 6 New 6 4 10 13 33

The usability test was performed with four different tasks, where every task was
associated with requirements mapped in Table 5.11. Results of the usability test
show the most improvements for task one, two and four.

Table 5.11: Usability test task mapping to requirements.

Task Task Name Requirement
Task 1 Understanding the issue UR1, UR8, UR9
Task 2 Gathering information and data UR2, UR6, UR10, UR11, UR12
Task 3 Solving the issue UR3, UR4, UR5, UR13, UR14, UR15
Task 4 Reporting the issue UR6, UR7
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5.4.4.1 Task 1 Results

The testers, combined, spent 63 minutes on Task 1 in the old system and only 35
minutes in the new system. All the testers expressed that the data structuring had
improved significantly and provided them with an overview of the information they
needed to proceed with the test diagnostics and analysis. Time spent on Task 1 for
each tester can be seen in Figure 5.6.
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Figure 5.6: Time taken to complete Task 1 by the testers (T), in both systems.

"The new tool give me a very good overview of all the basic in-
formation I need for a test case. This saves time for getting the
overview of things making it faster for me to make decisions." -
Tester’s feedback on Task 1.

The scores from the NASA TLX for Task 1 shows that five out of six testers felt
an overall improvement on the workload. The testers’ NASA TLX scores for Task
1 can be seen in Figure 5.7. Except for Tester 1 (T1), the workload score was
improved by more than 50% when using the new system. Tester 1’s score was
although not improved in the new system, but was somewhat worse. The tester
was more comfortable using the old system to perform Task 1 and did not see much
improvement with the new system. Tester 1 had less experience in test diagnostics
in general and was more used to the old system. It was also noticed that the testers
with less experience finished relatively faster than the experienced tasters. The
inexperienced testers did not reassess their decisions while doing the different tasks
in the test. In contrast, the experienced testers were more cautious and repeated
the tasks to evaluate whether they made the correct choices.
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Figure 5.7: NASA TLX scores of Task 1 for each tester (T), in both systems.

Mental Demand: The mental demand scores for Task 1 can be seen in Figure 5.8.
No matter what experience the tester had, the mental demand was lessened when
using the new system. By providing a better presentation and structure of the data
and information, the task was easier to perform, and the complexity was reduced.
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Figure 5.8: NASA TLX mental demand scores of Task 1 for each tester (T), in
both systems.

Temporal Demand: The temporal demand scores for Task 1 can be seen in Figure
5.9. In general, the testers found the new system to be more time-efficient when
understanding the test case context and getting an overview of an issue. The ease
of use made the task faster to complete. For Tester 1 (T1), this was not the case
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because the tester was comfortable with the old system and introducing the new
system introduced the need to learn a new tool.
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Figure 5.9: NASA TLX temporal demand scores of Task 1 for each tester (T), in
both systems.

Effort: The effort scores for Task 1 can be seen in Figure 5.10. The work needed for
Task 1 was greatly reduced in the new system. When the data is presented in one
tool, the navigation work was highly reduced. If there was some crucial information
the testers forgot and wanted to look up again, it took less work for the tester to
do in the new system. Once again, Tester 1 (T1) did not see any improvement in
the effort score for the new system because T1 was more comfortable with the old
system.
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Figure 5.10: NASA TLX effort scores of Task 1 for each tester (T), in both
systems.
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Frustration: The frustration scores for Task 1 can be seen in Figure 5.11. The
stress and irritation level during the task was reduced greatly in the new system. As
the data was all in one tool, the tester was allowed to put all focus on understanding
the test case. The high effort score for Tester 1 (T1) was due to general inexperience
in test diagnostics and the requirement to learn a new tool.
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Figure 5.11: NASA TLX frustration scores of Task 1 for each tester (T), in both
systems.

In conclusion, having all the necessary and correct information in one place reduced
navigation work. When everything was categorized and presented in the same tool,
the effort needed was lessened. More effort could then be used to understand the
test case. The likelihood of finding incorrect information was reduced in the new
system as the most relevant information was presented directly.

"I also want to add that instead of having a lot of different tools
and software windows up, but everything in one window where
you can navigate around to find the required information can be
good in terms of correctness as you can go back to the informa-
tion easier and not get lost in all the other windows." - Tester’s
feedback on Task 1.
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"Misinterpreting the requirements, using wrong databases will
give faults, sometimes when you don’t put the signals in the
correct configuration, then the solution may look okay, but it is
wrong. Having the wrong information regarding the database or
configurations is a major source of errors. There are ways to get
things in the old system, but you need to know a lot of details to
find things. But in the new system, all this information is here
and easily accessible." - Tester’s feedback on Task 1.

5.4.4.2 Task 2 Results

Task 2 involved collecting all the necessary files and data for the test object. The
time taken summed to 59 minutes for all six testers in the old system. The testers’
revealed that the unnecessary time was spent searching for files manually. The
testers completed Task 2 in 38 minutes in the new system, a decrease of 21 minutes,
as can be seen in Figure 5.12.
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Figure 5.12: Time taken to complete Task 2 by the testers (T), in both systems.

"It feels like the new system has done a lot of the groundwork
that I would have done manually in the old system. The data
and information being in one place and is easy to follow. It is
definitely more of a smoother experience when doing test analy-
sis." - Tester’s feedback on Task 2.

The testers’ explained that the files related to the test object were simple to locate
and download into their systems from the categorized menus in the new system (see
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Figure H.7). They also reflected on how they could find the information needed
to proceed with testing in the new system using the Information and DVM menu
(see Figure H.6 and Figure H.3), without having to spend a lot of time. One of the
most crucial reasons why retrieval of data was an issue was because the partnering
company practised the storing of test output data in a decentralized way. One key
aspect regarding decentralized systems is that they require a decentralized meta-data
management system which would make the location of required data transparent
to the users[41]. However, in the case of the partnering company, the coordination
system was not optimally implemented or used effectively, hence making it extremely
difficult for the stakeholders to access all the necessary data for a test object in an
efficient way. As the data was scattered across different locations, it took more time
and effort to collect all the required data that represented a test object. Hence,
showing the data in logical categories and web pages in the new system place allowed
data and information retrieval to become faster.

Regarding the results of the NASA TLX scores for Task 2 in the old system (see
Figure 5.13) the overall score for the three inexperienced testers was 74, 74 and
55 respectively and 30, 38 and 46 respectively for the experience testers. The less
experienced testers seemed to struggle more than their experienced counterparts.
The interviews and observation uncovered the following findings.
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Figure 5.13: NASA TLX scores of Task 2 for each tester (T), in both systems.
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Mental Demand: The mental demand scores for Task 2 can be seen in Figure 5.14.
For the inexperienced testers, the mental demand was consistently high, resulting
in 75, 70 and 70 for the old system. For the experienced testers, the scores were 20,
60 and 60 for the old system. Despite using the old system for at least a year, five
out of the six testers believed that the task was high in mental demand. The testers
collectively blamed the constant context switching between different applications
and storage systems to collect the necessary data while also maintaining correctness
in terms of data collection. The scores were relatively lower in the new system.
The inexperienced testers scored 5, 10, and 15, while their counterparts scored 20,
25, and 20 for the new system. The testers explained that the menu categories in
the new system made it simpler to interact with and gain the needed information
without context switching between different applications. Here, it can be seen that
the mental demand score for the new system was low relative to the old system.
However, the scores were still slightly higher in the new system for the experienced
testers compared with inexperienced testers. The experienced testers revealed that
as they had a habit of making sure they were working with the correct information,
and they reevaluated their choices often. The inexperienced testers, however, relied
on the system to be correct with the data and did not reassess their choices.
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Figure 5.14: NASA TLX metal demand scores of Task 2 for each tester (T), in
both systems.

Temporal Demand: The temporal demand scores for Task 2 can be seen in Figure
5.15. The inexperienced testers found it overwhelming to perform this task in the old
system as it required constantly moving between various applications and looking
for the required data. On top of that, due to their low experience level, they had to
frequently confirm whether the outcome of the task resulted in desired data, hence
making it more time-consuming. For the experienced testers, the task appeared to
be slightly trivial, as they were used to it in their day to day work. However, they
acknowledged struggling with such type of task during their early stages of being
a tester. The inexperienced testers had a significantly lower score with the new
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system, accounting for a score of 15 for each. They explained the lack of context
switching between testing tools provided an immense advantage because all the
necessary data were categorized accordingly in the new system. As the data was
categorized, presented, and labelled in the new system’s interfaces, navigation and
searching for information felt easier. The testers’ explained they no longer had to
apply guesswork or rely on intuition to collect data for the test cases as they were
well structured and traceable in the new system. Hence, this reduced performance
time, giving them more time to conduct tests analysis. As for the experienced
testers, all of them scored 20 each in the new system, stating the same reasoning as
the Inexperienced testers.
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Figure 5.15: NASA TLX temporal demand scores of Task 2 for each tester (T),
in both systems.

Effort: The effort scores for Task 2 can be seen in Figure 5.16. The inexperienced
testers scored 70, 80 and 50 respectively in the old system. They blamed the manual
process of the task. The testers all agreed that the old system was not tailored for
the inexperienced testers in terms of usability. The consensus amongst the testers
suggested that they had to spend additional efforts adapting to the flaws of the
old system, along with the task, hence increasing the time and labour. As for the
experienced testers, they had slightly better scores ranging from 30 to 50 in the
old system. Despite their knowledge and practice with the existing system, they
still believed that it was not a pleasant experience. Intuition played an important
role when they performed the task because they could anticipate where and what
to find. Despite that, they found certain aspects of the task like the data and file
collection for the test cases a nuisance rather than a challenge. For the inexperi-
enced testers, the scores were much better in the new system. They explained that
certain aspects of the new system made the overall task and its experience intuitive
and simple. Amongst those were the neatly categorized menus which held all the
necessary information and data for the test case logically and concisely. Hence, the
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inexperienced testers felt that the interface brought a sense of predictability in re-
gards to what they wanted to see, making the task consume less effort. As for the
experienced testers, they too scored better here, accounting for 35, 15 and 20 in the
new system. They discussed the implementation of the interface and how it saved
them time on collecting data, files, and information which should have always been
at the testers’ disposal.
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Figure 5.16: NASA TLX effort scores of Task 2 for each tester (T), in both
systems.

"In the current way of doing this (old system), when there is new
project or unfamiliar test cases, I have to pinpoint a lot of the
things such as version numbers, databases etc myself, so it can
be kinda tedious as I have to go around and find it on documents
and web pages. The new system provides a lot of this stuff, so I
think this can be very valuable ." - Tester’s feedback on Task 2.

Frustration: The frustration scores for Task 2 can be seen in Figure 5.17. The
inexperienced testers altogether found this task extremely frustrating with the old
system. Their TLX scores were 70, 85 and 65 individually, suggesting a rather
frustrating experience overall due to the redundant routine of manually accumulating
test-related data. The experienced testers scored less, accounting to 30, 30 and 65
individually in the old system. As they had more experience of gathering such data
for test cases, they could intuitively realize whether the data they collected was
correct or not. Both groups of testers explained that they almost always had to go
through this routine each time they faced a new test case or during debugging/re-
running test cases which were performed a long time in the past. Hence, finding the
correct data was always a challenge because data could be missing or not archived
for more than a certain period, making the whole process very frustrating.
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Figure 5.17: NASA TLX frustration scores of Task 2 for each tester (T), in both
systems.

The TLX scores for the inexperienced testers were better in the new system. They
scored 20, 15 and 10 for frustration. The experienced testers group had relatively
less deviation, apart from one who scored 15 (65 in the old system). They claimed
to have exerted significantly less effort due to the information and data being appro-
priately structured. Even though the proposed system was new for them, it proved
to be intuitive in terms of navigation. They said that the interface was mostly
self-explanatory, which made the task not frustrating. The need for data to be in a
common platform was crucial from their perspective. Locating the necessary data
to make decisions on a test case would always require time and unnecessary work.

"The experience was smooth and quick overall. Not much time
needed to look for stuff. You know what I mean? We as testers
need to get some information on a fast basis and the tool gives
that overview quickly." - Tester’s feedback on Task 2.
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5.4.4.3 Task 3 Results

Task 3 involved readying the testing tools using the data/files from Task 2 and
creating an overview of information about the test to find the root cause of the
failure. The total time spent on Task 3 (see Figure 5.18) on the old system summed
to 101 minutes and 78 minutes for the new.
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Figure 5.18: Time taken to complete Task 3 by the testers (T), in both systems.

According to the testers, the typical issues while performing this task included the
time and effort spent in preparing the tools for analysis, navigating between the
multiple tools and files and lastly, working with large and unstructured data for test
cases. In the new system, the efforts needed to prepare tools was no longer an issue
as testers(mostly Inexperienced) agreed that the files and data required to prepare
the tools were present in the new system on the dashboard. All of them agreed that
the time for locating information was also reduced as they did not have to switch
between tools to find what they needed.

"Faster overview(in the new system), helps give insights to the
problem, and saves time from the eventual analysis in the anal-
ysis tools." - Tester’s feedback on getting a good overview.

Furthermore, the information was presented efficiently and intuitively based on the
requirements of the testers, giving them more time to focus on analyzing the test
case rather than doing unnecessary work. The testers finally concluded that finding
issues depended on the experience and the two systems did little to help there apart
from aiding to set up the analysis.
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"You can make a decision on easier test cases I think directly
in the new system. When you see the expected signal values
in the new interface, you can see from the pattern directly in
the graph and find what went wrong which could save time. For
more complicated analysis, this can also help you get a head start
but for in-depth analysis the old system provides more tools." -
Tester’s feedback on finding issues in tests.

The NASA TLX scores for Task 3 can be seen in Figure 5.19. The NASA TLX scores
in the old system for the experienced testers were 66, 55 and 34 and 69, 18 and 51
for the inexperienced testers. However, in the new system, the experienced testers
dropped to 52, 37 and 24 while the inexperienced fell to 55, 18 and 39, respectively.
The new system did reduce the workload compared to the old system, but only
slightly. This is because the actual sensor signal analysis in the current tools offers
a lot of advanced features, and if the testers know how to utilize them, they made it
easier to complete the task. For simpler tasks where those advanced features were
not needed, the testers could use the new system for faster judgment and decisions.
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Figure 5.19: NASA TLX scores of Task 3 for each tester (T), in both systems.

Mental Demand: The mental demand scores for Task 3 can be seen in Figure 5.20.
As the task required to finding issues in test cases, their ability to solve this task was
not the major drawback for the testers. It was rather the inconvenience of needing
to find things they needed in various systems. Perceptual activities like constantly
needing to move between windows of different tools made the task cumbersome and
mentally taxing. In the old system, the inexperienced testers gave a score 85, 60
and 70 while the experienced testers gave 80, 20 and 55, respectively. The testers
at the initial stages of the task did the most context switching between tools using
the old system, which was cumbersome, mentally frustrating and annoying. In the
new system, however, the testers spent less time gathering an overview of the task
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due to the information being present already in the overview section. The new
system did not explicitly help them in identifying the root-cause as this depends on
the experience and knowledge of the tester. Still, it reduced the mental effort by
decreasing perceptual activities and context switching.
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Figure 5.20: NASA TLX mental demand scores of Task 3 for each tester (T), in
both systems.

"The new tool gives me a very good overview of all the basic
information I need for a test case. This saves time for getting
the overview of things making it faster for me to make decisions."
- Tester’s feedback for Task 3.
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Temporal Demand: The temporal demand scores for Task 3 can be seen in Figure
5.21. The testers noticed that, if they could not create an overall understanding of
the task rather quickly, it would hurt their chances of finding the root-cause. The
old system had an overall higher score for temporal demand due to that. As the
task was time-boxed, the testers felt a sense of urgency while accomplishing the
task in the old system. In the new system, however, the time required to develop
and comprehend an overview of the artifacts was less. The testers also felt fewer
time constraints in the new system. The experienced testers noted a reduction of
time needed to locate information and gather an overview, leaving more time for
root-cause analysis.
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Figure 5.21: NASA TLX temporal demand scores of Task 3 for each tester (T),
in both systems.
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Effort: The effort scores for Task 3 can be seen in Figure 5.22. For the effort,
the inexperienced testers scored 75, 65 and 25 in the old system. The first two
testers suggested that the effort to find the required information from within the
different tools presented itself as a hurdle in the task. For the experienced testers,
the numbers were similarly high (70, 25 and 75) in the old system with the same
feedback as the inexperienced testers. Another reason for such high effort was due to
the time spent in not misinterpreting the information they found from the different
tools and files. All the testers admitted that the new system was good for getting
an overview and a better choice in attempting to solve easy-medium difficulty test
cases, however, they would still prefer the old system for in-depth analysis. Even
though the new system gave them easier access to information for the test artifacts,
finding the root cause of the issue was not made easier with this change. The new
system helped the testers to locate and utilize data quickly and efficiently but did
not improve the testers ability to think. The mental efforts needed to find the
root-cause would always remain high as that is based on testers experience.
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Figure 5.22: NASA TLX effort scores of Task 3 for each tester (T), in both
systems.

Frustration: The frustration scores for Task 3 can be seen in Figure 5.23. The most
frustrating aspects of the task for the testers were finding the needed data, artifacts
and their information from the files, before attempting to find the root cause in the
old system. Everyone agreed that they were habituated to the old system to the
point that the once frustrating aspects that caused them trouble during the starting
of their career eased eventually. All three inexperienced testers thought that the new
system reduced efforts for navigation of data, reducing time for locating information.
One tester opted to give a slightly higher value (from 35 to 40) because the new
system was something that the person needed to get used to. For the inexperienced
testers, the score was practically the same. The new system did not help them deal
with the frustration encountered when attempting to identify the issue in the test
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case. A common consensus here was that the required knowledge for finding root-
causes was still unique to the individual testers, which is something that the new
system does not improve. They did agree that it aided them during the task.
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Figure 5.23: NASA TLX frustration scores of Task 3 for each tester (T), in both
systems.

5.4.4.4 Task 4 Results

Time spent on Task 4 was greatly decreased in the new system compared to the
old system. Introducing a feature where where all the stakeholders involved or
responsible are listed in the new system was appreciated by the testers as they now
had an option to narrow down which stakeholder they should contact to perform
this task. The time taken for each testers for Task 4 can be seen in Figure 5.24.
The total time for the testers in the old system was 97 minutes and 41 minutes in
the new system, making it more than 50% more efficient.
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Figure 5.24: Time taken to complete Task 4 by the testers (T), in both systems.
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"The stakeholder view did stick out (in the New System) and I
think it could be very useful as it is lacking in the old system."
- Tester’s feedback on Task 4.

The NASA TLX scores in Task 4 can be seen in Figure 5.25. The scores were greatly
improved in the new system compared to the old system for all the testers. In the old
system, the information about stakeholders was not easy to find because it required
backtracking to retrieve the information, and the experience and knowledge of the
tester were needed to know where to find the information about stakeholders within
the company or department. By presenting a list of stakeholders in the new system,
the work effort was significantly reduced for the testers as the work was done by
the tool itself. From the stakeholder list, the testers could make decisions on who
was the most suitable stakeholder to contact regarding the test case. Even if an
incorrect stakeholder was chosen, it was straightforward to choose another more
suitable stakeholder from the stakeholder list in the new system.
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Figure 5.25: NASA TLX scores of Task 4 for each tester (T), in both systems.

The stakeholder list provided a good additional feature to support testers decision
making. By narrowing down and eliminating stakeholders until only the most suit-
able stakeholders were left, testers could complete this task without much work
effort.

"In the old system it’s actually hard to really know who is re-
sponsible and I usually just go to my product owner and ask him
who to contact. By providing a list of the stakeholders, it makes
it easier to narrow it down." - Tester’s feedback on Task 4.
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5.4.4.5 Summarizing Task Improvement Results

Tasks 1, 2 and 4 showed more improvement in terms of task load index and time
consumption scores than task 3. The reason was that task 1, 2 and 4 consisted of a lot
of repetitive manual tasks which were difficult to perform in the old system. Task 3
required the testers to investigate root-cause issues in the test case, which depended
a lot on how the testers evaluated the test results and situation. Aspects of Task
3 related to inspecting information were reduced in effort and time consumption.
However, the thought process of each tester was unique and did not change when
using either system. As a result, there was less improvement for Task 3 from the
use of the new system.
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Discussion

This chapter starts with a discussion on the research questions of this study based
on the results from Chapter 5. A framework will also be presented to improve
automotive testing in the context of data presentation. Lastly, future work to extend
this study will be discussed along with threats to the validity of this study.

6.1 Deteriorating Factors for Decision Making
Recall RQ1: What aspects deteriorate decision making during test analysis and di-
agnostics of automotive electronics?

Various aspects lead to deterioration of decision making which were gradually un-
covered throughout this study. Looking at the current challenges in test analysis
and diagnostics for automotive electronics at the partner company, unstructured
data and superfluous information were the primary challenges. Working with mul-
tiple tools, storage, and systems made finding and using the necessary information
to conduct test analysis difficult. The causes of such problems were also related
to excessive navigation between different tools and working with an abundance of
information. All the findings that helped answer the RQ1 were categorized and can
be seen in Table 5.3. Factors that made decision making more complicated than
necessary for the testers were thoroughly investigated in the problem identification
phase through interviews, questionnaires, observations and in the evaluation phases.
The deteriorating factors were as follow:

• Spending unnecessary time doing redundant things(such as manually collecting
related files) in the testing process.

• Lacking a good presentation of test data to create an overview for the testers.
• Not storing test-related data in a standard way.
• Needing to traverse and navigate large unstructured data and information

using the different tools all at the same time.
• Needing to locate stakeholders to aid with fault mitigation of test cases.

The testers workload and focus were used primarily to retrieve the relevant data and
information to conduct test analysis and diagnostics. The correctness of the data
was affected when it was not easily accessible. If the testers wanted to double-check
the information to confirm its correctness, their workflow was slowed because of the
difficulty in accessing data. By providing accessibility to the data, the workload
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and focus were instead shifted to the actual test analysis and diagnostic, making it
easier for the tester to put in more effort on during analysis.

6.2 Design of Test Analysis Framework with De-
cision Making Models

Recall RQ2: How should the design of a test analysis framework for automotive
testing reflect the decision making models followed by testers?

The testers mostly had a typical process of thinking and making decisions in the old
test system. For completion of each test task, the testers relied on the related data to
decide the outcome. However, as data was not efficiently available to the testers, they
could not make informed decisions effectively. For example, to begin the test analysis
process, testers had to read and understand the requirements and collect all the files
for starting the test analysis. The files were not easy to find because the testers
had to search for them manually from an abundance of other files and eliminate the
unnecessary ones. The approach and design of this process were not efficient as it
increased effort to complete the tasks. To improve the design of the new system, we
opted to understand and map how the testers perform the requirements during the
test analysis process and what kind of decision making model best described their
decision approach. Data for requirements that were mapped with the elimination
by aspects model were placed in the new system where the testers would find it with
the least amount of searching and elimination of unnecessary information possible.

The data for the requirements that were mapped with the additive/linear model
and the conjunctive model were logically categorized in various views(web pages)
in the new system. Each view represented a specific type of data. For example,
the data related to requirements, test case steps, test output files (log, signal) and
stakeholders were separated into separate web pages. Through evaluations of the
design, the testers agreed that the design choice allowed them to better understand
the data, which aided decision making because the information structure and pre-
sentation did not overwhelm or confuse them. By logically categorizing the data,
the accessibility of information and decision making satisfaction increased.

Due to the logical categorization of information into their separate views, the nav-
igation of information improved in the new system. The decision making models
helped us to design the features of the requirement to the new system in an effi-
cient manner to aid decision making by understanding the tester’s decision making
process for each feature and design the data structure accordingly.

6.3 Structuring and Presenting Data
Recall RQ3: How should data be structured, presented, and documented in this test
analysis framework to improve the quality of information available during test anal-
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ysis?

Through evaluation and interviews with the testers, the issues that affected the old
system regarding structuring test data and files, presenting test-related information
and data efficiently and documenting stakeholders were all identified. Improvements
were implemented by building prototypes of a new system. The low fidelity proto-
types were improved upon by evaluating them with expert testers, finally coming to
a consensus on the user interfaces, experience and data presentation. To ensure a
better structure for data, we opted to take inspiration from web-based dashboards
because they are intuitive in design and easy to understand. In the dashboard, we
chose to present similar types of data as logical groups.

As testers needed to use a lot of test-related data, the data was neatly organized in
the left sidebar as can be seen in Figure G.1. Each category in the sidebar revealed
a new interface with additional information and data. The requirements for the
test cases can be seen in Figure G.2 and the signals from the test object for test
data analysis and finding the root cause can be seen in Figure G.5 and Figure G.6.
The prototype made using Figma was later was converted to React.js to improve
usability, and it became the final high fidelity prototype which was later used in
the usability tests. The reason for opting to create the final high fidelity prototype
using React.js was to make sure that, during the usability tests, the testers felt as if
they were interacting with a web-based application. Throughout the development of
the prototype, the discussions we had during the evaluation phases helped identify
improvements. Efficiently structuring data and presenting it had a positive impact
on the testers ability to solve issues in test cases. They acknowledged that the
implemented improvements helped aid them in analyzing test cases by providing
testers with a good overview of information. Table 5.9 describes the findings from
the usability tests.

The requirements that were developed and the design of the new system can be
used as an inspiration to structure and efficiently present data for test analysis.
This study showed that the new system was more time-efficient and required less
effort for the testers to perform testing related tasks. General guidelines on how to
structure and present data to support decision making and communicate verdicts
efficient for test analysis of automotive electronics are as follows:

• Use a familiar design for the tool used by the testers such as a web-based
system or dashboard.

• Structure and present data of different categories in different views to not
overwhelm the tester. For example, the test requirement should be in one
view, while test object data should be in another view.

• Give an overview of the test case as the landing page to help testers understand
the context more efficient. Include the result of the overall test case and each
step, test case dates and other essential data about the test case.

• Offer relevant data that can be used for test analysis easily accessible, such
as functional and test requirements, test object information and measurement
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configuration.
• Include revisions numbers on the data and information. Revision numbers

are the different versions or states of the objects, data or information. If
a requirement gets updated for instance, a new revision number is assigned
which is usually an increment of the previous revision number.

• Include a list of stakeholders with contact information that are involved or
relevant for the test object, requirements and functionality.

• Show the different test sequences or steps in the test case with an overview of
the output. The output can be a summarized graph with sensor signal values
and information.

6.4 Accessibility of Test Analysis
Recall RQ4: How can this test analysis framework be designed to support ease of use
and accessibility of test related data during test analysis?

The data used for test analysis should be placed in one tool that is easy for the
testers to access. Having one tool instead of multiple tools increased the navigation
efficiency between pieces of analysis data. By giving the testers the data related to
requirements, test object, test cases, test diagnostics and stakeholders in one single
tool, we increased the overall accessibility and efficiency of data collection. The
categorization of data and presenting them into separate views in the same tool
according to its association also increased accessibility because the testers could
easily find and access the data they needed for the test analysis.

Because we used a common web-based design for the system, the testers felt more
comfortable with using the new tool. The motivation of using a web-based design
was because it was commonly used for decision making systems [22] and is well
known for all internet users. The design was intended to be user-centered and focus
on the tester’s needs for test analysis and diagnostics. The testers’ responses from
the evaluation phases and usability test indicated that the new system’s design was
easy to work with and made it more efficient to access the data needed for test
analysis.

An interesting finding in this study was how much the testers appreciated the new
system with its improved navigation. By providing more efficient navigation while
working with large unstructured data, it made it easier for the tester to confirm
their findings before making a decision, which reduced potential misinterpretation
of information. In the study performed by Bharati and Chaudhury [21], informa-
tion presentation does not have a positive effect on decision making satisfaction
where navigation efficiency is a part of information presentation. Their research
was conducted for customers decision making during shopping. Given the different
context between their work and this study, navigation efficiency was a useful factor
when working with a large amount of unstructured data as it can sometimes be
overwhelming for the user to remember everything. Information presentation also
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includes graphics, color and presentation style, but these factors were not something
that was noticed by the testers in this study.

6.5 Summarizing the Findings
The findings revealed various problematic aspects in both the old and the new
system. All testers agreed that information accessibility increased due to better
structuring of the test-case related files and data. As a result, the time required
to locate data reduced significantly. This can be seen in Figure 5.12 that depicts
the time taken for the Task 2 specifically. The presentation of information and
data increased the perceived value of the new system. Improved presentation of
data resulted in a decrease in time and effort for Tasks 1, 2 and 4. Information
was accessible faster with little to no context switching, which helped in decreasing
misinterpretation of information. All of this was achieved due to fulfilling user
requirements 1-10. The benefits of the new system can be summarized in Figure
6.1.

Figure 6.1: Summarizing for the findings from the interview after usability test.

The testers agreed that the new system would be a better choice to analyze test
cases with easy-to-medium difficulty. The new system would also be a better option
for testers who were reasonably new to testing. It would be a stepping stone for
them, which would gradually train them to move into more sophisticated tools and
systems eventually.
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"It’s a higher learning threshold in the old system compared to
this new system which is more intuitive and user-friendly. In the
old system, it can be challenging to find the correct information
because there is a lot of software and other tools that sometimes
is not that useful for test analysis and diagnostics. The new
system on the other hand make it more appealing to the less
experienced person and gives them a chance to slowly dive into
our work." - Tester’s feedback on the new system.

The old system, however, had the advantage when dealing with difficulty test cases.
The testers, regardless of their experience, considered the old system to be better
at a low-level analysis of test cases. The need for further analysis requires working
with tools that offer precision. If they needed to work their way around a difficult
test-case, they could use the new system to retrieve and visualize data and use the
old system for analyzing issues and finding root-causes. Analyzing test cases also
requires experience and knowledge on the domain, which neither of the systems can
provide as they are merely tools at a tester’s disposal. However, the new system
aided the overall process of testing. The testers felt that the four individual tasks
felt more relaxed compared to the old system because they did not have to perform
several repetitive and trivial tasks in the new system.

6.6 Benefits and Implication On Practice

Figure 6.2: The framework based on design science methodologies used in the
study.

Many problems and challenges could be investigated in the domain of testing in the
automotive industry. Little work has been done regarding how individuals perform
tasks and how specific task workload affects their work in the automotive industry.
In this study, an approach to improve task performance and the workload was con-
ducted by improving the data structure and presentation. The methodologies used
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in this study to find improvements can be presented in a generic framework (see
Figure 6.2) that companies can use to identify areas to improve in regards of data
structure and presentation. Companies can use this framework as a guide to inves-
tigate problems and challenges within the testing domain in their existing business
process by carrying out internal research. Due to the abstract nature of the frame-
work, we believe that it can be adapted and used in similar domains to improve and
overcome similar challenges investigated by this study.

The requirements we developed along with the testers can also help create awareness
of the problems testers face and how those problems can be rectified by implement-
ing solutions that help elevate the stakeholders. The findings from this study also
show areas where performance in automotive testing can be improved by creating
awareness of unstructured data, inefficient test analysis practices, presentation of
test data and advantages/disadvantages of the testing tool within the testing do-
main. By starting on one area to improve the unstructured data, such as testing
analysis, the awareness can be spread to other areas with challenges of unstructured
data within the company. General guidelines based on the findings of this study to
improve test analysis challenges are as follows:

• Introduce a standard method for stakeholders to store and manage data. When
there is no standard way to store data, it will require more time and effort to
find the relevant data.

• Use the right tools for the task and minimize the usage of unnecessary tools
to decrease navigation and context switching during test analysis as this can
be overwhelming for testers and can lead to loss of concentration.

• Communication between stakeholders can be improved by mapping respon-
sible stakeholders to their relevant object, artifact or domain to ask for aid
efficiently.

• Requirements revisions can be tracked to reduce misinterpretation of informa-
tion during test analysis.

The unstructured nature of the data is not an exclusive challenge in the testing
domain as testing analysis. This study looks into how the data structure and pre-
sentation can be used as a solution to improve task performance and workload when
interacting with a system. The design and evaluation methods used in this study
can be applied to data visualization research to identify further challenges regarding
the relationship between data presentation and workload performance on analytical
tasks.

A previous study by H. Wang et al. [20] showed how better visibility of the results
and outputs of tests benefits testers with a quicker general perspective. With this
study, the same results were achieved by providing a better overview of the results,
outputs and information of the test case. We also used NASA TLX as a tool to
evaluate the performance to justify the findings. We believe that the NASA TLX
is a powerful tool to assess the performance on users when conducting research for
visualization tools to improve effectiveness and efficiency of test analysis as it is
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essential to understand the interaction of testers with the visualization tool as well.

6.7 Threats to Validity

6.7.1 Internal Validity

Controlling external factors such as participants fatigue levels when performing us-
ability tests is important, and this was done by giving them a fixed recovery time
between tasks. Still, different participants may need different amounts of time to
recover, and that could influence the performance of the participants in the usability
tests. We assumed that 15 minutes of rest time would be sufficient for all partici-
pants. Another possible threat to internal validity was that the participants in the
usability tests, might have had discussions with the testers involved in evaluating
the prototypes. There was no way for us to completely isolate the testers used for
a usability test and the ones used for evaluating the prototypes. However, we ex-
plained the importance of such isolation to the testers beforehand. We also made
sure that learning effects were kept at a minimum by not having the testers repeat
the same specific task in both systems during the usability tests.

Qualitative coding of the results may be biased by our existing hypotheses regarding
the research questions, and gathered qualitative data could be interpreted subjec-
tively. We tried to minimize this effect by doing the coding together without being
biased towards our personal beliefs and perspectives. We had discussions with each
other so that the findings from the coding sessions reflected the data with limited
personal interpretation.

6.7.2 External Validity

The sample size for the interview, questionnaire, evaluation, and usability test sub-
jects could have been larger. Due to time constraints of the study, we could not
perform the usability tests with testers from other departments in the company. We
focused on one department (Power and Energy dept), which could hamper external
validity. To partially deal with this problem, we tried to broaden our data collection
to incorporate the knowledge from testers working in various departments so that
the new system would be created from a broader perspective. Since this study was
conducted with one specific industrial partner, the generalization might be limited
due to the particular setting of the company. Due to time constraints, empirical
evidence from usability tests, the study of the existing testing process for testing
and its impacts on the stakeholders could not always be studied to a greater extent.
However, to mitigate this, we had multiple interviews with the same participants on
different days to evaluate consistency in their answers while taking the extra time
and effort to validate our understanding of their replies through follow-up discus-
sion. We believe the results of this analysis are applicable, at minimum, at other
companies in the automotive domain.
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6.7.3 Construct Validity
As our research relies on using subjective measurements to answer the research
questions, there could have been times when we might have unwillingly and un-
knowingly influenced the stakeholder actions. During interviews, we tried not to
affect the stakeholders’ answers, but we might have designed the questions in ways
that would help influence the resulting responses. Hence, this could be a threat to
construct validity because research biases may have been reflected in the questions
in the interviews. During the participant observation, we tried to isolate ourselves
from the participants completely. Despite our best efforts, the feeling in the partic-
ipants was noticeable regarding, being watched and could have affected their way
of working during the observation session. Finally, there could have been additional
test cases for usability testing for both the systems because the participants could
have had better/worse scores in the TLX their feelings when analyzing a particular
test. The participants were given time to rest to minimize such effects.

6.8 Future Work
Cognitive research, especially regarding workload on individuals in the testing do-
main within the automotive industry, has not been given the focus it needs. Hence,
further investigation in cognitive workload within the automotive testing domain
could be done to broaden the problems, and aspects of the testing process ad-
dressed. The current research for testing of automotive electronics and ECU testing
has focused largely on generating and optimizing the output data. With this study,
we also hope there will be more interest in examining other aspects, such as data
presentation and structure.

Data structuring and presentation are aspects which can be further investigated as
this study showed improvements in terms of NASA TLX. The focus should also be
put upon how the data (files, sensor signal data, documentation) is being used in
an organization rather than within different domains. Furthermore, the study can
inspire researchers to take into consideration the aspects of mental workload and
how it affects decision making.
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7
Conclusion

In this study, we explored the testing domain in the automotive industry, mainly
focusing on testing of automotive electronics and its challenges in regards to data
structure and presentation. An exploratory case study was performed with Volvo
Cars, where we conducted multiple elicitation and evaluation sessions to investigate
the current challenges in data structure and presentation within the testing of au-
tomotive electronics. Thirteen stakeholders and six testers in the partner company
were involved in this study.

A prototype was created for this study to illustrate better data structure and pre-
sentation. The design of the prototype was based on good design practices and
stakeholders’ feedback, knowledge, experience and evaluation results. The final eval-
uation was conducted in the form of a usability test on the prototype to gather data
for analysis to answer the study’s research question. The prototype’s results show
that providing better data structure significantly increases the efficiency and reduces
the workload for testers when conducting test analysis and diagnostics. The correct-
ness of the data and information was also improved by increasing the accessibility
of the information and aided with decision making during the test analysis.

In conclusion, managing data is a challenging task when there is an overwhelming
amount of data present. The management of overwhelming data will always be a
challenge for a company, and it can be not easy to have perfect data management,
structure and presentation. Still, challenges can be minimized with the right prac-
tices. Good data structure and presentation is essential to increase the efficiency
and correctness of the testing process for the stakeholders involved.
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Appendix A
Interview Guides

A.1 Interview guide for product owner (Initial
round)

Goals for the interview
• Understanding the existing testing process overview.

– Protocols for testing.
– Testing process as a whole.
– Involved stakeholders in the testing process.

• Understanding the problems in the process from the perspective of the inter-
viewee

Questions
1. What is your name?
2. Which department do you work in?
3. Which domain does your department expertise in?
4. What can you tell about the testing process?
5. What can you tell about the testing process?
6. Who performs the tests in your department?

(a) What other responsibilities do they have apart from testing?
7. We heard that the department is migrating from manual to automated testing

can you tell something about this?
8. Would you describe the process of the existing testing as a whole which is

practiced in the department?
(a) Which stakeholder groups are involved here?
(b) Are there any typical problems with the current testing process? If yes,

what are they?
(c) Which stakeholder group suffers the most due to the problems in the

testing process?
9. What is the role of a tester in the test process?
10. Which tester groups should we talk to in order to know more about the work

of a tester?
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A.2 Interview guide for testers (Initial round)
Goals for the interview

• Further investigate the role of a tester in the testing process.
• Find out the practices testers do during and after the test process is done
• Understanding the problems in the process from the perspective of the inter-

viewee

Questions
1. Would you kindly introduce yourselves?
2. Are you all performing testing in your teams?
3. Is the testing process common in this department?
4. How is the test process in your perspective, as a tester?

(a) What are the objects that you test on?
(b) Do you write test-cases for the tests you do on test-objects?
(c) Can you show us examples of test-cases for test-objects?
(d) Which tools do you use for testing and why?

5. What are the problems in the existing testing process?
6. What do you do after the testing is done?
7. How do you perform analysis on the test output data?
8. Do you use any tools to perform your analysis?
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A.3 Interview guide for Evaluation Phase
Goals for the interview

• Evaluate and validate the requirements of the artifact (prototype).
• Find improvements in current requirements or new additional requirements.
• Investigate the data/information structure and presentation of the prototype.

Questions
1. Did the prototype provide useful for test analysis and diagnostics?
2. What parts in the prototype were the most useful?
3. What part in the prototype were not useful?
4. Is there some parts in the prototype that could be improved?
5. Is there something that could be added to help with the test analysis and

diagnostics?
6. Compared to the current system and process you are using for test analysis

and diagnostics, are there something missing in the prototype?
7. How was the data structure of the data in the prototype? Described in each

specific part.
8. Did the new data structure in the prototype help to draw conclusions/make

decisions in term of efficiency and correctness?
9. How was the data and information presentation in the prototype? Described

in each specific part.
10. Did the new data and information presentation in the prototype help to draw

conclusions/make decisions in term of efficiency and correctness?
11. Is there something else you want to add?
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A.4 Interview guide for Usability Test
Goals for the interview

• Compare the two systems in regards to Effort, Efficiency, and Correctness.
• Investigate the research questions:

– How the data structure and presentation helped in the new system.
– What aspects and factors the new system provided was an improvement.
– What in the current system was causing it to be difficult.

• Target research questions:
– How to structure and present data to improve decision making from un-

structured data in the context of test analysis and diagnostics of auto-
motive electronics?

– How to structure and present data in order to find the relevant informa-
tion needed to make decisions more efficiently and with reduced effort?

– Which aspects in the presentation of data deteriorate decision making
during test analysis and diagnostics of automotive electronics?

A.4.1 Comparison of the two systems
1. Comparing the old and the new system, how do you think the new system

fares in terms of usefulness?
2. How was the accessibility of the required information to solve tasks in the new

system different from the old? Was it an improvement, if yes then why?
3. While performing sub-task involving collecting the necessary files and infor-

mation for the test diagnostics using both systems, can you describe your
experience in terms of:
(a) How was the effort spent?
(b) How efficient was it?
(c) How prone to making incorrect decisions?

A.4.2 Questions targeting unstructured data and informa-
tion presentation [RQ1]

1. How is the data presented that can be challenging for the test diagnostics in
the current system? In the new system?

2. Does the information for performing test diagnostic in the current system, in
regards to DVM, log files, information about the test case, software, hardware
and stakeholder, difficult to accumulate/gather?

3. Do you believe that having all the information easily accessible would have
made your diagnosis better? If your answer is yes in regards to:
(a) Effort needed
(b) Efficiency
(c) Correctness

4. How did the new system do compared to the existing? If there is an improve-
ment can you elaborate in terms of effort and efficiency?

5. How does the data structure in the new system compare to the old system?
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(a) Does it bring any improvement? If yes, then elaborate.
(b) Does it bring any improvement in terms of effort and efficiency? If yes,

which aspects do you believe improves the effort spent and makes it more
efficient?

A.4.3 Questions targeting decision making in terms of data
presentation and structure [RQ2]

1. What are the factors in the current system that could make you take the wrong
conclusions or decisions? In regards to:
(a) Unstructured files and information
(b) Amount of information viewed at once

2. Would categorization of relevant information be visually appealing while deal-
ing with test diagnosis?

3. Do you think the new system improves decision making? If so, how?
(a) Do you think the presentation of the data has an influence on the im-

provement?
(b) Do you think the unified structure of allocating all the necessary files and

data in a central place would improve the time and effort required to take
or make decisions?

(c) Do you think that the factors you referred to are dealt with in the new
system?

A.4.4 Questions targeting the structural representation done
in the new system [RQ2]

1. What is your thought on the structural representation of the data in the new
system?

2. Was having an overview of the test case helpful?
3. Was having information about car information or measurement configuration

helpful?
4. Was having information about hardware/software information helpful?
5. How important was the requirement and DVM section? Is it useful for test

diagnosis? Did it aid in decision making?
6. How important was the historical test-case section? Is it useful for test diag-

nosis? Did it aid in decision making?
7. Was the step overview section useful for the diagnosis? Did it aid in decision

making?
8. The steps were specifically shown in the new system. How useful was this?

Did it aid in decision making?
9. The signals represented using graphs, how useful were they in terms of under-

standing the failed signals and making decisions off it?
10. Was the signals with comment fields to share knowledge between each other

useful?
11. Will it be useful to add other signals to the steps directly from the new system?

Will it provide useful?
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Appendix B
Questionnaire Guide

B.1 Questionnaire guide for Problem Identifica-
tion

1. How much are you involved within the testing process?
(a) Tester: Prepare and conducting tests. Also, analyzing the results of the

test.
(b) Analyzing: Solving the errors from the test results. Backtrack to the test

results if necessary.
(c) Both: Doing both of the above.

2. Does your team or the other teams see the testing as an important part of the
development life-cycle? Rate them within a scale of 1-5.

3. Questions about DVMs. Rate them within a scale of 1-5.
(a) How much is the effort of creating a DVM?
(b) Is it time consuming to create a DVM?
(c) Is the current way of creating DVM sufficient and optimal?
(d) Do you believe that having DVMs adds value to the test process?
(e) Do you think that the test sequences effectively target the outcome of

the test?
4. Are there some challenges or limitation when DVM? (multiple choice options)

(a) Cannot express what I want to test.
(b) The process of writing DVM feels limited.
(c) The knowledge of the function is low when writing a DVM in the early

phases.
(d) No, not what I can think of.
(e) Other.

5. If have concerns about DVMs, what are the issues with them?
6. How do you ensure the quality of the test sequence?

(a) I verify it against the DVMs Guidance.
(b) I have enough prior experience in writing test sequences.
(c) I map out requirements and verify whether the test sequence fulfill them.

I use my own methods to perform this.
(d) I use guidelines provided by the team or department.
(e) Other.
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7. Questions about the effective time in preparation of the tests. Rate them from
1-5: 1-2 hours, 3-4 hours, 5-6 hours, 7-8 hours, 9+ hours.
(a) How much effective time does it take to prepare the testing environment?

i.e software, car
(b) How much effective time does it take to conduct the actual test?

8. What is the time consuming task during the preparation of the testing envi-
ronment? (multiple choice options)
(a) Setting up the testing software.
(b) Setting up the environment cars.
(c) Configurations (e.g software, hardware).
(d) Other.

9. What is the time consuming task while conducting the actual test? (multiple
choice options)
(a) Waiting for it to finish.
(b) Faults related to software or hardware.
(c) Badly written DVM.
(d) Badly written requirement.
(e) Other.

10. Questions about the post testing process. Will focus on the process after the
tests are done and when an error occurs or a fault is found in the test results.
Rate them within a scale of 1-5.
(a) How often is it because of the test sequence?
(b) How often is it because of the DVM?
(c) Is the results given from the tests sufficient to analyse and draw conclu-

sion?
(d) Does it take a lot of time work out and analyse error or fault in the results

given from the tests?
(e) How would you rate the effort when analysing the error or fault in the

results given from the tests?
(f) When you found the source of the problem, how often is the correct

stakeholder that is contacted the right one?
11. How much time do you usually spend working with the results given by the

test before making a conclusion?
(a) <1 hour
(b) 1-2 hours
(c) 3-4 hours
(d) 5-6 hours
(e) Other.

12. What are the issues or challenges when moving from manual testing to auto-
mated testing? (multiple choice options)
(a) The functions or steps I want to test cannot be automated at the moment.
(b) It takes time to learn automated testing.
(c) It takes time to prepare necessary preparation for automated testing.
(d) I cannot backtrack the results provided from the automated testing ef-

fectively.
(e) I prefer manual testing.
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(f) Other.
13. What kind of issues do the test data, log files and results from the automated

testing have? (multiple choice options)
(a) The large amount of data.
(b) The large amount of irrelevant data.
(c) It is hard to find the relevant data.
(d) Missing information or data.
(e) The overall structure of how the test data and log files are stored.
(f) The data/log files are not in the same place.
(g) Lacking better visualization.
(h) Difficult to map the test case(DVM) with the output of the data.
(i) The files related to the test-object are stored in various places, making it

difficult to collectively analyze them.
(j) Other.

14. Which software do you use for analyzing the results of the tests? (multiple
choice options)
(a) CANalyzer
(b) CANape
(c) Other.

15. Is there some other problems or challenges you want to add?
16. How long have you been in your current position in the department?

(a) 0-1 years
(b) 1-2 years
(c) 3-4 years
(d) 5+ years

17. Demographic: Age
(a) <20
(b) 21-30
(c) 31-40
(d) 41-50
(e) 50+

18. Demography: Nationality
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B.2 Questionnaire guide for gathering subjects for
Usability Test

1. Name
2. Email
3. Department and Team
4. Experience in the field of testing (in years)
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Appendix C
Cognitive Walk-through Tasks

Tasks for the participants to perform for the cognitive walk-through. The tasks
are made for the participants to find the necessary information and data in the
prototype that could be helpful during test analysis and diagnostics.

C.1 Tasks for Low-Fidelity Prototype
1. Get information about the test case.

(a) Open the system.
(b) Go to the Overview.
(c) Get general information.
(d) Get Stakeholder and Tester information.
(e) Get hardware and software information.

2. Get information about the requirement and DVM of the test case.
(a) Open the system.
(b) Go to DVM.
(c) Get description.
(d) Get test sequence.

3. Get information about a specific step.
(a) Open the system.
(b) Go to a step number.
(c) Get the sensor signals involved in that specific step.
(d) Read the description of the specific step.
(e) Compare the sensor signals outputs in the graph.

4. Get information about test cases which are similar with the current test case.
(a) Open the system.
(b) Go to Historical Data.
(c) Get the list of similar test cases.
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C.2 Tasks for High-Fidelity Prototype
1. Get an overview of the test case.

(a) Open the system.
(b) Go to Overview.
(c) Get the results of the test case.
(d) Get an overview of the steps in the test case.
(e) Get the sensor signals used in the test case.
(f) Get the buses involved in the test case.

2. Get information about the requirement and DVM of the test case.
(a) Open the system.
(b) Go to the DVM.
(c) Get description.
(d) Get test sequence.

3. Get information about test cases which are similar with the current test case.
(a) Open the system.
(b) Go to Historical Data.
(c) Get the list of similar test cases.

4. Get the information related to the test case.
(a) Open the system.
(b) Get the software and hardware information.
(c) Get the car information, such as database and configurations.
(d) Get the tester information.
(e) Get the stakeholder information.

5. Get the links to the file-repository of the log-files used in the test case.
(a) Open the system.
(b) Go to link to log files.

6. Get information about a specific step.
(a) Open the system.
(b) Go to a step number.
(c) Get the sensor signals involved in that specific step.
(d) Read the description of the specific step.
(e) Compare the sensor signals outputs in the graph.
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Appendix E
Requirements

The user requirement specifications, including description, rationale, dependencies
and use case can be seen below. The motivation for the requirements and how it
would be useful for test analysis were described in the rationale. Use case described
how the user could use the feature of the requirement in the context of a web-based
system (Dashboard) which was the artifact.
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E. Requirements

UR1 View an overview of the test case.
Description User can view an overview of the test case. The overview

page of the test case was the landing page of Dashboard
and that included:

• The results of the test (i.e if it failed or passed)
• Overview of each step in the test case
• Overview of signals involved in the test case
• Overview of the buses involved in the test case
• Time and dates for the test case (Time-stamp)

Rationale This feature lets the user understand and get brief infor-
mation on the test case and its test object. By getting
this overview, it will help the user to quickly navigate to
more interesting and relevant aspects/information during
the analysis of the test object.

Dependencies UR3, UR10
Use Case 1. Open Dashboard.

2. View the overview of the test object:
• The overview page was the landing page of the

Dashboard, no more action needed.
• If already browsing the Dashboard, click on the

“Overview” tab on the sidebar.
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E. Requirements

UR2 View and download (if available) the initiation and meta-
data files related to the test object and the test case.

Description User can see the location of initiation and metadata files
containing the data and information related to the test
object and the test case. It also includes the directory,
identification, or name of the files making it easier to
locate them if required.

The data and information presented in the Dash-
board used these files as a reference to present to the
most relevant context for the test case. Not everything
presented in the Dashboard had access to those files, but
a reference link to where the information was stored was
indicated regardless.

Rationale This feature lets the user access all the initiation and
metadata files that are associated with the test-object.
Hence it also allowed the users to get the files quickly
for initializing their test suites. They were required to
perform the test again or open log files in their preferred
analysis tools for a more in-depth analysis, which was
necessary for more advanced test cases.

Providing faster and direct access to the user with
the initiation and metadata files would increase the
correctness, reduce effort, and increase the test process
efficiency and analysis compared to finding the files
manually.

Dependencies -
Use Case 1. Open Dashboard.

2. Click the “Links” on the sidebar.
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E. Requirements

UR3 View information on a particular step in the test case.
Description System should map test sequence with sensor signal at par-

ticular timestamp and see the information of what hap-
pened at that timestamp. The information that will be
included are as:

• The expected values of the signals and result in the
step.

• The signals that are being tested in the step.
• Graphs for the signals and the timestamp for the step.
• Being able to comment on the signals, for knowledge

sharing and archiving.
• Marking the frequently analyzed/investigated signal

as "Favorite",

Rationale This feature will give the user a brief overview of what
happen during each step of the test sequence during the
testing. The signals showed here will be analyzed here by
comparing the result with the expected outputs, as well as
between other signals.

The goal of this feature is to provide a brief overview of a
particular step, to allow the user to visualize the relevant
and correct information regarding the sensor signals for
that step. Information gathered here, could be used for
quickly performing test analysis for preferably medium
difficulty level tests. For more in-depth analysis, other
testing tools could be used instead.

Dependencies UR4, UR5, UR14, UR15
Use Case 1. Open Dashboard.

2. Click on:
• “Step Overview” on the sidebar to get all the

steps.
• “Step [number]” on the sidebar to get a specific

step.
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E. Requirements

UR4 View graphs of the sensor signals in the test case.
Description User can visualize the graphs of the sensor signals, gen-

erated from test output. The graph included the sensor
signals values/outputs in the y-axis and timestamp in the
x-axis.

Rationale This feature will provide the user with better visualization
of the signals and the steps, which would help with analysis
by getting a better overview of each step. By displaying
the sensor signals associated with the test case, this would
increase the efficiency and correctness. Furthermore, the
users will not be overwhelmed by witnessing many sensor
signal data at once due to how they were displayed accord-
ing to steps.
Overall, this feature provided the users with a simple graph
that could be useful for simple analysis by comparing sig-
nals output values, tailoring towards analyzing test cases
with medium difficulty level. More in-depth analysis could
be done on other analysis programs if required.

Dependencies -
Use Case 1. Open Dashboard.

2. Click on:
• “Step Overview” on the sidebar to get all the

steps.
• “Step [number]” on the sidebar to get a specific

step.

UR5 Search for signals.
Description User could search for the signals in the test output for

analysis.
Rationale This feature would let users attach and analyze additional

sensor signal outputs that were not the default ones pro-
vided by for each step. This would help the users see cor-
relations and perform analysis directly in the Dashboard.

Dependencies -
Use Case 1. Open Dashboard.

2. Click on:
• “Step Overview” on the sidebar to get all the

steps.
• “Step [number]” on the sidebar to get a specific

step.
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E. Requirements

UR6 View the stakeholder for the test object.
Description User could see the responsible stakeholder for a test object.
Rationale This feature would help the user to see the stakeholders

who were responsible for test object, which would make
it easier to contact them if fixing an error/issue found in
the test was their responsibility or ask domain specific
question about the test case/object.

Providing a list of the stakeholders and their roles,
would help the users decide which stakeholder to contact
efficiently and reduce the efforts compared to manually
finding the correct stakeholder.

Dependencies -
Use Case 1. Open Dashboard.

2. Click on the “Stakeholder” in the sidebar:
• More information about the stakeholder by

clicking the “i” icon next to the stakeholder.

UR7 View information of the test performers.
Description User could see the information of the test performers.
Rationale This feature would help the users to see the testers who

conducted the tests, which would make it easier to contact
them for more information or questions about test case or
object.

Dependencies -
Use Case 1. Open Dashboard.

2. Click on the “Stakeholder” in the sidebar:
• More information about the tester by clicking

the “i” icon next to the testers.
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E. Requirements

UR8 View the Design Verification Method (DVM) for the test
object.

Description Users will see the DVM for the test object. DVM includes
information about the pre-condition, post-condition, test
requirements, and test object, and test case description.
The DVM name and revision version are also included
for the users to avoid making mistakes, like refereeing the
wrong DVM version for test analysis.

The user will also see the test sequence, which de-
scribes how the test was supposed to be conducted step
by step and its verdicts, including expected and actual
results.

Rationale This feature will be used to verify test-cases with the DVM
by visually interpreting it. By providing this feature, users
will have an easier and faster access to the correct DVM.

Dependencies -
Use Case 1. Open Dashboard:

• DVM: Click “DVM” on the sidebar.
• Test Sequence: Click “Test Sequence” on the

sidebar.

UR9 View the requirements for the test object.
Description User will be able to see the requirements for the test ob-

ject. Requirements includes description of the test object’s
constraints, expected outputs, limitations and objects(e.g
signals/ECU) involved. The requirement and revision ver-
sion is also included.

Rationale This feature is used to verify test-cases with the feature
requirement by visually interpreting it. By providing this
feature, users will have an easier and faster access to the
correct requirement.

Dependencies -
Use Case 1. Open Dashboard.

2. Click “Requirement” on the sidebar.
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E. Requirements

UR10 View the ECUs and its associated Bus of the test object
used in the test case.

Description User will be able to see a list of ECUs and its associated Bus
of the test object used in the test case. Name of the ECUs
and Buses are included to allow users to quickly identify
them as opposed to doing it manually.

Rationale This feature allows the user to get an overview of the con-
text for the test case to be able to see what kind ECUs
and buses are involved in the testing. This feature will
help the user be more efficient when locating relevant data
and information during analysis in regards to buses and
ECUs.

Dependencies -
Use Case 1. Open Dashboard.

2. View the overview of the test object:
• The overview page is the landing page of the

Dashboard, no more action needed.
• If already browsing the Dashboard, click on the

“Overview” tab on the sidebar.

UR11 View the details of the software and hardware read-outs.
Description User will be able to see the software and hardware infor-

mation of the test object. The read-outs are generated by
the testing tools and provide useful information to the user
for test analysis. The read-out specific information were:

• Identifiers
• Response outputs
• ECU (serial number and part number)
• Timestamps
• Request and response time

Rationale This feature gives the user the relevant read-outs of soft-
ware and hardware information. As the read-outs usually
contains a large amount of information, providing them
briefly and concisely here will help to users reduce the work-
load when trying to understand and find read-out specific
information.

Dependencies -
Use Case 1. Open Dashboard.

2. Click “Information” on the sidebar.
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E. Requirements

UR12 View the the calibration and configuration of the test ob-
ject for the test case.

Description User will be able to see the calibration and configuration
information of the test when it was conducted. The cali-
bration is needed by the test suite to let users perform/re-
produce tests. The calibration information included:

• Topology: Car ID and Car Family ID
• ECU name and version
• Bus name and version
• Database name and version for signal sensor signals
• Measurement and analysis tools configuration

Rationale This feature let the user to set-up the calibration and con-
figuration for more in-depth analysis, using their preferred
analysis tool more efficient. Also, by providing the correct
calibration and configuration data, users will not require to
manually look for them in different storages. Furthermore,
this feature will increase the correctness during the test
analysis and diagnostics as testers usually had to do trail
and error to validate correct calibration and configuration
files amongst the incorrect ones.

Dependencies -
Use Case 1. Open Dashboard.

2. Click “Information” on the sidebar.
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E. Requirements

UR13 View historical data for a test object.
Description User can view previous test related data for similar test

object. The similarity of a test object is determined by the
test object, test case, requirement and DVM. The metadata
displayed for the user are:

• The verdict (i.e success or failed)
• Name of the test case
• Date and time
• Domain
• The author who conducted the test
• Link to the directory to initiation and metadata files

off the test-case

Rationale This feature will let the user backtrack the previous test
results of similar test cases/test-objects to get references
and knowledge for their analysis.

Dependencies -
Use Case 1. Open Dashboard.

2. Click “Historical Data” on the sidebar.

UR14 View and add favorite signals.
Description User can favorite signals to store them locally to access

them more easily.
Rationale This feature lets the user get their most frequently used

sensor signals faster and more efficiently. In some cases,
some signals should always be checked during the analysis.

Dependencies -
Use Case 1. Open Dashboard.

2. Click on:
• “Step Overview” on the sidebar to get all the

steps.
• “Step [number]” on the sidebar to get a specific

step.
3. A heart button next to the signals:

• Click a hollow heart to like.
• Click a filled heart to unlike.
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E. Requirements

UR15 View and add comments on signals.
Description Users can write and read comments on signals.
Rationale This feature allows knowledge sharing between users. It

works as a forum to discuss issues.
Dependencies -
Use Case 1. Open Dashboard.

2. Click on:
• “Step Overview” on the sidebar to get all the

steps.
• “Step [number]” on the sidebar to get a specific

step.
3. Click on the comment icon next to the sensor signal,

a pop-up windows of comments will be shown.
4. Action:

• Read comments in chronological order.
• Write a comment and then post it.
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Low-fidelity Prototype
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Appendix G
High-fidelity Prototype
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G. High-fidelity Prototype
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G. High-fidelity Prototype
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G. High-fidelity Prototype
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G. High-fidelity Prototype
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Appendix H
Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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H. Final High-fidelity Prototype
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Appendix I
NASA Task Load Index Results for

Current System / Old System

NASA Task Load Index (TLX) result for each task collected from the usability test
performed on the current system. Paper and pen approach was used with a TLX
sheet1 providing a 1-21 scale, which were multiple with 5 to give a 0-100% scale.
Weight for each demand was given by comparing each demand with each other where
the subject determined which one were the more important one.

Tester 1
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 60 75 85 10 5
Physical Demand 5 5 5 5 0
Temporal Demand 25 85 75 55 2
Performance 10 75 25 55 3
Effort 30 70 75 40 3
Frustration 20 70 60 40 2
Product Sum 510 1120 995 525 -
Score 34 74 66 35 -

Tester 2
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 40 70 60 70 4
Physical Demand 5 5 5 5 0
Temporal Demand 45 60 65 65 2
Performance 15 65 30 20 1
Effort 70 80 65 40 5
Frustration 60 85 35 60 3
Product Sum 795 1120 830 810 -
Score 53 74 55 54 -

1https://humansystems.arc.nasa.gov/groups/TLX/downloads/TLXScale.pdf
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I. NASA Task Load Index Results for Current System / Old System

Tester 3
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 65 70 40 75 4
Physical Demand 5 5 5 5 0
Temporal Demand 50 50 50 40 3
Performance 20 25 20 40 2
Effort 35 50 25 50 3
Frustration 25 65 30 30 3
Product Sum 630 825 515 740 -
Score 42 55 34 49 -

Tester 4
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 65 20 80 70 4
Physical Demand 5 5 5 5 0
Temporal Demand 35 20 75 75 3
Performance 30 25 15 10 1
Effort 75 50 75 75 4
Frustration 50 30 60 70 3
Product Sum 845 455 1040 1025 -
Score 56 30 69 68 -

Tester 5
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 80 60 20 45 5
Physical Demand 5 5 5 5 0
Temporal Demand 40 20 25 25 1
Performance 20 25 15 30 2
Effort 50 30 20 25 4
Frustration 20 30 15 55 3
Product Sum 740 580 280 575 -
Score 49 38 18 38 -

Tester 6
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 55 60 55 45 4
Physical Demand 5 5 5 5 0
Temporal Demand 40 35 70 55 2
Performance 20 20 40 50 3
Effort 65 45 50 60 3
Frustration 40 65 45 45 3
Product Sum 675 700 765 765 -
Score 45 46 51 51 -

LIII



Appendix J
NASA Task Load Index Results for New

System

NASA Task Load Index (TLX) result for each task collected from the usability test
performed on the new system. Paper and pen approach was used with a TLX sheet1

providing a 1-21 scale, which were multiple with 5 to give a 0-100% scale. Weight
for each demand was given by comparing each demand with each other where the
subject determined which one were the more important one.

Tester 1
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 30 5 65 10 3
Physical Demand 5 5 5 5 0
Temporal Demand 75 15 65 35 4
Performance 25 20 15 5 2
Effort 40 10 70 10 3
Frustration 60 20 30 25 3
Product Sum 740 205 785 285 -
Score 49 13 52 19 -

Tester 2
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 20 10 30 45 4
Physical Demand 5 5 5 5 0
Temporal Demand 25 15 30 45 2
Performance 15 5 15 15 1
Effort 20 15 50 15 4
Frustration 15 15 40 40 4
Product Sum 285 195 555 505 -
Score 19 13 37 33 -

1https://humansystems.arc.nasa.gov/groups/TLX/downloads/TLXScale.pdf

LIV



J. NASA Task Load Index Results for New System

Tester 3
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 10 15 30 20 5
Physical Demand 5 5 5 5 0
Temporal Demand 10 15 35 20 2
Performance 10 15 15 20 2
Effort 20 15 25 20 3
Frustration 15 10 15 20 3
Product Sum 195 210 370 300 -
Score 13 14 24 20 -

Tester 4
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 30 20 70 35 4
Physical Demand 5 5 5 5 0
Temporal Demand 20 20 35 20 3
Performance 15 25 35 10 2
Effort 40 35 75 25 3
Frustration 15 15 50 20 3
Product Sum 375 340 830 355 -
Score 25 22 55 23 -

Tester 5
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 10 25 20 20 3
Physical Demand 5 5 5 5 0
Temporal Demand 25 20 25 20 4
Performance 10 25 15 15 2
Effort 15 15 15 10 2
Frustration 10 20 15 35 4
Product Sum 220 315 280 330 -
Score 14 21 18 22 -

Tester 6
Demands Task 1 Task 2 Task 3 Task 4 Weight
Mental Demand 15 20 40 30 4
Physical Demand 5 5 5 5 0
Temporal Demand 15 15 30 15 4
Performance 15 20 40 10 3
Effort 25 20 50 15 2
Frustration 10 15 45 20 2
Product Sum 235 270 590 280 -
Score 15 18 39 18 -
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Appendix K
Coded Usability Test Interviews
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K. Coded Usability Test Interviews
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