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Investigation on RANS prediction of propeller induced pressure pulses and
sheet-tip cavitation interactions in Behind Hull Conditions
KELVIN ELO-OGHENE ELOHO
Department of Mechanics and Maritime Sciences
Chalmers University of Technology

Abstract
Propeller blades’ cavitation is not only a significant cause of Underwater radi-
ated Noise (URN), but it is also detrimental to the propeller blades and ship
engines due to resulting erosion and vibrations, respectively. Over the years,
different approaches have been engaged to predict cavitation using viscous
flow methodologies accurately. However, the practicalities of these method-
ologies have not been stamped.
Data from previous experiments in open-water, full and model scale are used
for verification. Details of the experimental approach used are not included
in this report. This thesis investigates propeller-induced pressure pulses and
resulting cavitation providing visuals of the cavities formed corresponding to
the pressure broadband spectra. In decades past, sheet cavitation has been
predicted more often in comparison to tip-vortex cavitation. However, this
thesis aims also to shed light on blade-tip cavitation, showing a detachment
from sheet to vortex cavitation from the propeller blade trailing edge tip.
The upstream wake on which the propeller works is simulated from the pro-
vided ship hull. This is done by performing steady-state simulations. After
which, transient simulations are performed. The transient simulations com-
prise the propeller’s rotations in cavitating and non-cavitating conditions.
The simulations aim to depict the real-life scenario by operating the propeller
in behind-hull conditions. However, the free surface and resulting kelvin waves
are neglected in this thesis.
The investigation analyses the accuracy of the approach used. Initially, the
wake field is predicted after which spectral analyses of the pressure pulses
are performed and compared to the experimental. The cavitating pattern is
also reviewed. The studies engaged in this report show the RANS method-
ology provide a accurate prediction of the propeller rotation phenomenom in
non-cavitating conditions. However, the RANS approach requires a highly in-
dependent and fine mesh to make correct predictions in cavitating conditions.
The power spectral densities predicted show disparities with the experimen-
tal result. However, an analogous visualization of cavitation is achieved. The
predictions is highly dependent on the accurate ship-propeller wake predic-
tion.

Keywords: cavitation, RANS, CFD, pressure pulses.
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1
Introduction

1.1 Background

Whether it is trade, warfare, exploration or leisure, the need for ships can not
be over-emphasized. ’Maritime transportation is the backbone of global trade
and the global economy’ - UN Secretary-General Ban Ki-moon’s message on
World Maritime Day, 2016. The need for maritime transportation stresses
the importance of ships in today’s world.

Noise generation by ships seems to take off some of the beauty radiated by
these grandiose watercraft. The exigency for minimal noise generation is now
much felt, especially in maritime transportation’s luxury and military sect.
Over the last 30 years, noise generated by ships has increased exponentially.
Ship generated noise is detrimental not only on-board the ships by a decrease
in comfort levels experienced by passengers and crews but also inimical to sea
life. Underwater Radiated Noise (URN) effects are harmful and disturbing
to sea mammals (Erbe, 2011). Unlike light, sound is emitted better in large
water bodies. Marine mammals depend on sound for communication and nav-
igation. The effect of noise levels with acoustic characteristics mostly common
to cavitating blades takes tolls on the life of marine mammals dependent on
sound for essential activities. Broadband noise of over 100 to thousands of
hertz is most often recorded at high ship speeds due to propeller cavitation
and flow around the underwater part of the ship (Kozaczka and Grelowska,
2004). "Cavitation of marine propellers is the most prevalent source of un-
derwater sound in the oceans" Ross, 1976.
Other deterring effects that can be attributed to cavitating propeller blades
include ship vibrations. At the occurence of cavitation, the pressure fluc-
tuations results to vibration of connecting structures which is transmitted
across the ship. The broadband excitation resultant can resonate with ship
structures and is therefore detrimental. Cavitation also causes degradation of
propeller blades surfaces. As the cavitites collapse in hordes and are trans-
ferred across the blade surface as the flow progresses, material erosion takes
place.
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1. Introduction

1.2 Problem Definition and Objectives

This investigation aims to predict pressure pulses induced by the propeller.
It considers the resulting sheet and tip cavitation on the propeller cases being
investigated. This thesis does not present ways to curb and reduce the result-
ing cavitation due to these pulses. The thesis is aimed to provide a meticulous
prediction of pressure pulses induced by the propeller in play.
As earlier stated, noise levels are of great concern. Therefore, analysing the
resulting pressure distribution on the hull above the propeller is incredibly
beneficial to predicting these level. Furthermore, not only does the propeller’s
operation behind the hull result in noise production, but it also affects the
resistance and propeller loading (Rijpkema et al., 2013). This just adds more
reasons why precise analyses will be greatly beneficial.
Such predictions in recent years have been engaged by using a viscous flow
CFD approach. Stern et al., 1988 list different approaches with empirical
methods for predicting propeller cavitation noise. However, this research en-
gages this problem using a RANS approach with the predefined methodology.
Computational procedures for RANS can also be used in LES, such as pres-
sure correction schemes like SIMPLE (Davidson et al., 2020). For example,
the solution of a flow field using the pressure poisson equation or SIMPLE
method could follow this order in both LES and RANS. First, solve the discre-
tised Navier-Stokes equation for velocity vector v̄i. Establish an intermediate
velocity field v̄∗i. Linear Interpolate to get the intermediate velocity field on
the faces. Solve the poisson equation for pressure or SIMPLE equation for
pressure with a multigrid method. Compute face velocities from intermediate
velocities and pressure (satisfying continuity). Reiterate till convergence is
achieved. Then compute turbulence viscosity. Before, next time step is en-
gaged.
Turbulence models are also simpler in LES. However, the computational cost
with LES is colossal. Therefore, in order to capture this minute scale turbu-
lence using LES, higher quality mesh should be used. This why LES is good
for flows that are governed by large turbulent structures. So, in situations
where the boundary layer is attached, LES will give poor results except with
finer mesh. The Direct Numerical Solutions (DNS) is also an accurate option.
However, the use of DNS comes with a higher cost. DNS is basically more
cells, better solution. For near-field resolution, using DNS will incur a lot
more cells if compared to the RANS approach. Through the years, there have
been improvements in propeller pressure pulses and cavitation predictions us-
ing various methodologies—for example, the use of the Boundary-Element
Method (BEM) by Bosschers, 2018. However, the BEM’s accuracy is ques-
tionable compared to the RANS approach.

In a nutshell, the objectives include:
• Predict the pressure pulse induced by the propeller on the hull.
• Check the interaction of the propeller with the formed jet within the

ship wake profile.
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1. Introduction

• Analyse cavitation pattern (sheet and tip-vortex) and interactions.
These investigations will be done on two hull and propeller models. The
resulting data will be compared with the experimental data acquired from
the model test of one of the cases provided.

1.3 Delimitations and Limitations
The scope of this thesis is checked to a certain extent by various characteris-
tics. Most of these boundaries are set by the limitations in this thesis. The
work in this thesis is limited by various factors. Crowned are its resources as
a master’s thesis. It ends up investigating one case model. The case model
being investigated possesses limited experimental data for validation. There-
fore, unavailable data for validation will be compared to that of the sister
case (sister ship and propeller). Correspondingly, discrepancies are expected
as the experimental data of the two cases are somewhat different. For exam-
ple, the thrust coefficients (KT) for both cases differ at design advance speed.
The KT value for case 1 (not being analysed) is approximately 0.19, and the
analysed case (case 2) is 0.217. The positions of the pressure transducers im-
plemented on the numerical model case are akin to those on the experiment,
which is set up for case 1. The minute differences in hull and propeller shape
topography will affect the paralleling of the resulting data. However, some
data are available for the case that is analysed, such as KT value and thrust
coefficients.
Secondly, experiments at varying speeds and design drafts are not performed
for this case being investigated.
The temperatures at which some experiments are performed are not specified.
Therefore, the saturation pressure, viscosity and density can not be banked
on to be accurate values.
The free surface wake is also neglected due to the resulting complexity in the
numerical model if included. This could be put in future work. The free
surface is then described as a symmetry boundary, i.e. zero scalar flux. Ne-
glecting the influence of the ship waves.
Blockage and sidewall effects corrections are also not considered. This means
tank boundary effects are not adequately identified to implement in the tow-
ing tank. Studies of blockage effects can be found in Guo et al., 2019.
This thesis does not suggest ways to curb or reduce the predicted cavitation.
This report describes the resulting cavitation and pressure pulses. It does not
present a mesh independence study but describes the grid utilised.

1.4 Outline of Thesis
The thesis is structured so that it narrates the basic information, method,
results, and conclusions. It is split into four sections.
Chapter 1 gives information about the background of the thesis and the ob-
jectives.

3



1. Introduction

Chapter 2 presents the methodology used, the basic equations, turbulence
and transfer models. It also presents some theories about cavitation and the
resulting noise.
Chapter 3 provides the results of the simulations performed on the cases pro-
vided. It presents the comparison of these results to the experimental results.
In chapters 4 and 5, discussions about the accuracy of the results are provided,
conclusions and future work are stated. The accuracy of the methodology is
examined. Finally, a conclusion is provided, and future studies stated.

4



2
Methods

2.1 Governing Equations for fluid Flow
Before diving into elelmental mass and momentum continuity equations of
flow which are RANS systems of mean flow equations, the terminology ’RANS’
is briefly outlined. Primal, RANS (Reynolds-averaged Navier–Stokes) equa-
tions describe turbulent flows. The pivots of RANS equations are the mean
flow and the effects of turbulence on mean flow properties such as pressure,
velocities and stresses (Versteeg and Malalasekera, 2007). The physical quan-
tities at different instances of time are segregated into fluctuating and time-
averaged properties (mean flow properties). However, the influence of turbu-
lence on mean flows has to be analysed. Using RANS equations to predict
flow turbulence will require the utilization of turbulence models to predict
transport terms, Reynolds stresses and compute the mean flow equations for
fluid flow (continuity and momentum equations).

2.1.1 Continuity Equations
The mass conservation and momentum equations for any incompressible flow
are the fundamentals for fluid flow. Generally, the behaviour of properties of
the flow will be presented as derivatives of time and space. For mass con-
servation, the mass flow rate into the continuum should be equivalent to the
rate at which the mass in that continuum increases,

ρ̇+ div(ρvi) = 0 (2.1)

Due to the incompressibility of the flow,

∂vi
∂xi

= 0. (2.2)

Using an Eulerian approach, which involves consideration of a fixed point (or
unit area/volume) in space, the momentum transport equation (for Newtonian
Viscous flow):

ρ
∂vi
∂t

= − ∂p
∂xi

+ ∂τji
∂xj

+ ρfi. (2.3)

5



2. Methods

Modelling the stress tensor τji Ekh, 2017:

τji = 2µtSij −
2
3µ

∂vk
∂xk

δij, (2.4)

where µ represents the dynamic viscosity. Sij is strain rate described as
Sij = ∂vi

∂xj
+ ∂vj

∂xi
.

However, the Boussinesq hypothesis is used to model Reynolds stress tensor.
In addition, when the mean velocity equals zero (still flow), the hydrodynamic
pressure will also equate to zero. So,

τij = ρo ¯v́iv́j. (2.5)

Typically, the velocity vi sums v̄i and vi ′ i.e. vi = v̄i + vi
′. v̄i represents mean

velocity while vi ′ represents fluctuating velocity. The momentum equation
2.3 can then be modified to be,

∂ρv̄i
∂t

= − ∂p̄
∂xi

+ µ
∂2v̄i

∂xj∂xj
+ fi, (2.6)

where, the partial differential of eqn 2.5 i.e. ∂τij

∂xj
= ∂

∂xj
( ∂vi

∂xj
+ ∂vi

∂xj
). So,

∂

∂xj
( ∂vi
∂xj

+ ∂vi
∂xj

) = µ
∂2v̄i

∂xj∂xj
. (2.7)

In the equations above, fi represents body force. p̄ represents the hydrody-
namic pressure. µt is taken as the turbulent viscosity (described in section
2.1.1.1 ).

2.1.1.1 Modeling Turbulent Viscosity

The turbulent viscosity, µt is modelled using the Menter shear stress transport
(SST) k - ω model. To suffice for the deficiencies of the k - ε and k - ω models.
The eddy-viscosity model Menter SST k - ω utilises features from both the
k - ω in the inner boundary layer (near-wall region) and k -ε at the outer
(fully-turbulent) region of the boundary layer (Davidson et al., 2020).
The transformation of the k - ε model to the k - ω by the relation ω = ε/(β*k).
β* = cµ (Davidson et al., 2020).

Cω = Pω + ψω +DT
ω +DV

ω (2.8)

Cω = convective term, Pω is the production term, ψω is the destructive term;
DT
ω represents the turbulent diffusion; and DV

ω represents the viscous diffusion
(Menter, 1992).

6



2. Methods

2.1.1.2 Fluid Mixture Approach

The cavitation phenomenon is portrayed by the switch of water from its liq-
uid to its vapour phase. In order to properly depict this, the homogenous
mixture approach is used. This is an approach that defines the liquid and
vapour contents in single cells in the domain as uniform. The homogenous
mixture approach treats the two-phased fluid as a mixture characterised by
uniform properties of the liquid and vapour phases. The fluid is assumed
to be immiscible and isothermal. Below are constitutive relations for the 2
phases for density ρ and viscosity µ .

ρ = αlρl + (1− αl)ρv (2.9)
µ = αlµl + (1− αl)µv (2.10)

where, α is the volume fraction and the subscripts l and v represent liquid
and vapour phases. ρl and ρv represent densities of water in liquid and vapour
phases respectively. i.e.

1 = αl + αv (2.11)
∂

∂t
(αlρl + ρv − αlρv) +∇.αlvi = 0 (2.12)

∂αl
∂t

+∇.(αlvi) = 0 (2.13)

For cavitation mass transfer modelling, the Schnerr-Sauer model is utilised.
This will be discussed in section 2.2.2. The transport equation of the liquid
fractions governs the mass transfer across these phases. i.e.

ρl
∂

∂t
αl + ρl∇.(αlvi) = ṁ (2.14)

ṁ sums both the creation of liquid phase from condensation and also its
destruction due to vaporisation.

2.2 Propeller blade cavitation dynamics
A liquid can rupture in two different ways, by increasing temperature or pres-
sure decrease. The rupture of the liquid by the increase in temperature at
constant pressure is called boiling. While, the rupture of the liquid by pres-
sure decrease to values below the vapour pressure of the liquid and constant
temperature can be referred to as cavitation (Brennen, 2014).
Cavitation on propellers is heterogeneous nucleation. Rupture occurs due
to significant interactions resultant from the motion of the propeller at the
boundary of the blades’ surface and water. To sum up, in a definition, cavita-
tion is heterogeneous nucleation of a liquid caused by the decrease of pressure
below vapour pressure resulting in the growth, then collapse of the liquid
bubbles.
Cavitation happens when the pressure on the liquid goes below the critical

7



2. Methods

pressures pv − 2S/R (Brennen, 2014), where R is the radius of the liquid
bubble and S is the tensile strength. When cavitation stems from the blade
vortices, it could be labelled Vortex Cavitation (further explained in section
2.2.3.1). In addition, a separation zone of low pressure can be formed at even
slight angles of attack, resulting in cavities formation. This is called sheet
cavitation (further explained in section 2.2.3.2).In other to model the cavita-
tion, i.e. the growth and collapse of bubbles and the convection of the fluid
in the vapour phase, the Schnerr-Sauer model comes in handy.

2.2.1 Bubble Dynamics
Understanding the behaviour of the bubble in an infinite domain can put some
light on the production of hull pressure pulses and noise due to the production
and destruction of energy during growth and collapses.

2.2.1.0.1 Rayleigh Plesset Equation: Rayleigh, 1917 derived a relation
that explains the pressure developed at the collapse of a bubble.
Let us consider a bubble in an infinite domain of Newtonian fluid at constant
temperature and density. The bubble of radius R and its contents are of
uniform temperature and pressure. The Reyleigh Plesset equation will be
presented as:

pB(t)− p∞(t)
ρL

= R
d2R

dt2
+ 3

2
(dR
dt

)2 + 2S
ρLR

+ 4vL
R

dR

dt
(2.15)

Where, t represent quantities at a specific time. pB(t) is the pressure of
the vapour in the bubble, p∞ is the pressure of the fluid domain. ρL is the
fluid density. S is the surface tension. R is the radius of the bubble. vL is
the dynamic viscosity of the fluid. (Brennen, 2014) gives a more in-depth
look into the influence of foreign gas contents within the bubbles, such as
contaminated gases, the thermal effects on bubble growth, convection due to
relative motion between the bubble and the fluid, surface roughening effects,
and non-spherical perturbations. However, Rayleigh Plesset equation used
in this thesis assumes symmetry and the spherical shape of the bubbles. It
ignores thermal effects and the presence of contaminated gases.

2.2.2 Schnerr-Sauer model
In bubble dynamics, during the growth and collapse of vapour bubbles, the
resulting bubble collapse near the blade surface produces pressure pulses of
magnitudes high enough to cause the subsequent collapse of more bubbles.
After which, a global bubble collapse is initiated. The Schnerr-Sauer model
provides a proper depiction of this pressure dynamics uninfluenced by the
fluid viscosity (Schnerr and Sauer, 2001). It also ignores bubble growth accel-
eration. The homogeneous mixture approach defines the fluid as a mixture of
water in its two phases. The model depicts the transition between these two
phases. So, the mixture can be described with only a single set of equations.

8
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The growth rate of bubbles is estimated as in equation 2.16 using the inertia
growth model (Sauer, 2000).

vr =
√√√√2

3
(ps − p∞

ρl

)
(2.16)

Where, as earlier stated p∞ is the pressure in the fluid domain and ps is the
saturation pressure.
The ratio of the volume of vapour in a cell and the volume of the full compu-
tational cell i.e. void fraction α = V olv

V olv+V oll is represented as:

α =
4
3πnR

3

1 + 4
3πnR

3 (2.17)

The volume of vapour in a unit liquid would be taken to be: αv = n.43πR
3. n

is the number of bubbles in a unit volume.
From the equations above, the vapour production rate will then be calculated
to be:

∂α

∂t
= (1− α)

4
3πR

3 + 1
−1

d

dt

(4
3πR

3
)

(2.18)

The second term depicts the change of vapour fraction per cell volume. The
velocity field accrues divergence as a result of the bubble growth. Details can
be found in Schnerr and Sauer, 2001.

2.2.3 Cavitation types

As the curl (rotation) of the velocity vector, vorticity measures the moment
of momentum of a small spherical fluid by its centre of mass (Shapiro, 1961).
Vortices are regions in a fluid body with a higher concentration of vorticity
than other regions in the fluid. Cavitation is quite typical in these cores
of irrotationality because of the low pressure in these regions. Cavitation
is portrayed as the formation of vapour bubbles (or cavities) in the fluid in
regions of low pressure. Figure 2.1 shows some common cavitation patterns.
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Figure 2.1: Common Cavitation Patterns on Ship Propellers ITTC, 2002

The propensity for cavitation to occur can be measured by the cavitation
number i.e.

σ = p∞ − pv
0.5ρlU2

∞
(2.19)

Where, p∞ is the static pressure at the point of focus in the domain.

2.2.3.1 Vortex cavitation

As earlier stated, in flows of high Reynolds number, regions of high vorticity
are almost always present. Cavitation could start in the core of these vortices.
For propellers and foil structures, the vortices are usually created at the tip
of the blades.
The fluid traverses across the propeller blade from the high-pressure side to
the low-pressure side results in vortex formation, which results in cavitation.
They could incept from the leading edge of the blade planform or roll down
the blade tip. When the latter happens, they are referred to as Tip-vortex
(Shen et al., 2009).
Due to high azimuthal velocity and corresponding Reynolds number, the pro-
peller rotations produce areas of high vorticity. In these irrotational cores
are regions of low pressure. So, most often, cavitaties could stem from these
vortex cores. This is vortex cavitation.
According to (Bosschers, 2018), the transient oscillatory dynamics of a vortex
cavity collusion with fluctuations during blade passages results in reverberat-
ing production of broadband humps. Choi et al., 2009 examines the growth,
oscillation, and collapse of bubbles grown due to vortex cavitation in cylin-
drical shapes in two and three dimensions.
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2.2.3.2 Sheet Cavitation

In specific scenarios, the mixture phase discontinuity forms a sheet on the
blade’s surface. This is due to minimum pressure on the blade surface. The
cavity detachment is also initiated on the blade surface. Cloud cavitation
could result due to re-entrant or side-entrant jet disrupting the formed sheet
cavity.
These are depicted in figure 2.1 above.

2.3 Hull-propeller pressure fluctuations

Hull pressure prediction experiments may be performed in Depressurized
Wave Basins (DWB). In this, a model scale hull is utilized. Unfortunately,
using the model scale results in discrepancies in the propeller wakefield pre-
diction. In addition, due to scale effects and corresponding Reynolds num-
ber differences, the operating wakefield differs from full-scale to model scale.
However, with CFD, these discrepancies are curbed if not eliminated (Van
Wijngaarden, 2011).
In this thesis, twenty-one probes are placed at locations on the hull above the
propeller. The pressure on these probes are reported and monitored. This
corresponds to the experimental setup as seen in fig. 2.2.

11



2. Methods

(a) Top view

(b) Side view

Figure 2.2: Location of Pressure Transducers in both Experiment and CFD sim-
ulations

Cavitation inception is checked for in locations of low pressure. As earlier
stated, it is checked in the cores of blade tip vortices for vortex cavitation.
Therefore, the density and saturation pressure of the homogeneous liquid has
to be defined appropriately at the experimental temperature ( 17.3oC ). The
compressibility of the vapour contents, which usually fill the cavities, depends
on the liquid’s properties in the gaseous phase.
The cavitation number varies across the blade due to uneven hydrodynamic
pressure. This is compared with the experimental results, and discrepancies
could result from improper positioning of the probes in the CFD simulation.
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Figure 2.3: Sample of processed signal from a Cavitating propeller.

Figure 2.3 is a sample of a processed signal of a transducer over a cavitating
propeller. It contains power spectral densities across a defined bandwidth
(range of frequencies). It also shows impulses resulting due to resulting tip-
vortex cavitation. These impulses are indicated in the red circled region.

2.3.1 Power Spectral Estimation
The pressure data accumulated from the model simulations is accumulated.
This data will cumulate as deterministic signals. In order to validate the
data, signal processing will have to be performed on it. In this case, a power
spectrum estimation is performed.
The power spectral estimation is used to analyse and extract the frequency
content of the data set. The primary focus of this is to get the spectral
resolution and not the amplitude. The Spectral Amplitude estimator will aim
to determine the Sound pressure levels. The Spectral Amplitude estimator
is based on the conservation of energy (also called Parseval theorem) which
states the total energy is conserved across both time and frequency domain
as in equation 2.20 (Kelkar et al., 1983).∫

(s(t))2dt =
∫

(S(f))2df (2.20)

The left-hand side represents the energy across the time domain; Correspond-
ingly, the right-hand side represents the energy across the frequency domain
per unit frequency, i.e. the Energy Spectral Density. Therefore, the Power
Spectral Density (PSD) will be
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PSD = RHS

T
(2.21)

Note: RHS is the right hand-side of equation 2.20. To obtain S(f) in equation
2.20, we perform a Fast Fourier Transform (FFT) of the time domain data
s(f). This follows the lines of the Spectral Amplitude Estimator, which pro-
vides a periodogram using classical estimators based on FFT on spectrograms
of data.
The Experimental data is given in spectral amplitudes. This is represented in
Sound Pressure Levels against frequencies of data. The Sound pressure level
assuming space-time invariant impedance for acoustic pressure as in this case
will be taken as in equation (Urick, 1983).

SPL = 20log10
p

pref
(2.22)

Where, p is pressure measure at an instance of time (the time difference
between each datum of pressure, dt) and pref is the reference pressure level,
taken as 1µPa (Weissler, 1971).

2.4 Separation and Gamma ReTheta Transition
model

2.4.1 Separation
At a certain point downstream along the surface of the bluff body, the main
stream flow suddenly breaks away from this body of high Reynolds number.
With the skin friction suddenly disappearing, the boundary layer thickness
suddenly becomes zero downstream the flow. The point at which this happens
is called the Separation point (Brown1969). This is the point at which the
flow separates which could happen due to the upstream attached boundary
layer encountering a sufficiently high pressure gradient.

2.4.2 γ −Reθt model
The γ − Reθt transition model is used to simulate the laminar to turbulent
regions along the flow by modifying the transport equations for turbulence.
It predict the outset of the laminar to turbulent transition along the bodies
used in this thesis which are bodies of high Reynolds number in the turbulent
boundary layer. The γ−Reθt transition model is a Correction based transition
model devised by (Langtry and Blair, 2006) , specially for unstructured CFD
codes. Like most other transition models, it uses a concept in which 0 depicts
a fully laminar flow, and 1 depicts a fully turbulent flow. This is the concept of
intermittency. The transport equation for intermittency is defined so that the
evaluation of the vorticity based on Reynolds number is used. Thereby not
requiring evaluation of momentum thickness Re, which will be used in a second
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equation for the model definition. It relates quantities and characteristics
of flow, such as the start of the transition to the pressure gradient, in two
equations. The first equation is the intermittency transport equation as earlier
stated. This evaluates kinetic energy production in the boundary layer leading
from laminar to fully turbulent flow; The second is the Transition Momentum
thickness Reynolds number transport equation. The first equation neglected
this by using vorticity based on Reynolds number in equation 2.23 (Van Driest
and Blumer, 1963). The second transport equation locates the transition
onset,

Rev = ρy2

µ

∂u

∂y
= ρy2

µ
, (2.23)

where, y is the distance from the wall and Ω the magnitude of the strain rate.
The intermittency equation is as stated in equation 2.24

∂(ργ)
∂(t) + ∂ρUjγ

∂xj
= Pγ − Eγ + ∂

∂xj

(µ+ µt
σf

) ∂γ
∂xj

 (2.24)

γ represents intermittency. Pγ is the production term and Eγ the destruc-
tion/relaminarization source term. These terms are defined in detail in Langtry
and Blair, 2006. σf is a constant.
While, the transport equation for the transition momentum thickness Reynolds
number is depicted as follows:

∂(ρ ˜Reθt)
∂t

+
∂
(
ρUj ˜Reθt

)
∂xj

= Pθt + ∂

∂xj

σθt(µ+ µt)
∂ ˜Reθt
∂xj

 (2.25)

Where, ˜Reθt is the momentum thickness Reynolds number. σθt is a constant
and the other terms are similarly defined as for the intermitency equation.
Using this method, as the vorticity Reynolds number increases. there is a cor-
responding increase in the shape factor (H). This is used to predict separation
induced transition. i.e. Rev H. Detailed literature on this can be found in
Langtry and Blair, 2006, Langtry and Menter, 2005 and Menter et al., 2006.

2.5 STAR-CCM+
The commercial package Simcenter STAR-CCM+ is utilised for simulation.
It is a multidisciplinary engineering package with an integrated user inter-
face that provides detailed physics simulations. It is a CAE solution for
solving both fluid and solid mechanics problems. The commercial package
versions 15.02.007, 16.02.008 and 16.02.008-r8 are used in this thesis. The
software utilises the SIMPLE algorithm to solve Navier-Stokes equations for
both steady and unsteady flows. The PISO algorithm can also be used in
place of the SIMPLE but only for unsteady flows.
Nonetheless, the SIMPLE algorithm is used for pressure-velocity coupling in
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both steady and unsteady flows in this thesis. It offers different discretization
methods to solve the discretised equations such as Upwinding schemes, cen-
tral differencing, and Hybrid MUSCL 3rd-order/CD.
STAR-CCM+ provides varying cell shapes for both surface and volume mesh-
ing. From polygonal to prisms to generate structured or unstructured grids.
The Gauss-Seidel point iterative method is used in this thesis. However, the
commercial package also provides other methods such as Jacobi and Incom-
plete Lower-Upper (ILU).

2.6 Simulation Setup

2.6.1 Case Description
A ship model is provided. The hull has twin-screw high-skew fixed-pitch four-
bladed propellers. The properties of the hull case are given in table 2.1 and
the propeller in table 2.2.

Table 2.1: Ship Hull full-scale properties

Hull
Design D Ballast D unit

Length between Perpendicular 225 225 m
Moulded Breadth on WL 32 32 m
Fore Draft 7 6.2 m
Aft Draft 7 5.4 m
Displacement 33722 27058 m3

WSA bare hull 7958 7146.2 m2

Block coefficient 0.669 0.648
WPA coefficient 0.883 0.8

Table 2.2: propeller properties

Values units
Diameter 5.8 m

Pitch ratio at 0.7R 1.22
Prop Tip clearance 30%

Blade number 4
Rotation direction starboard

The approximate Reynolds numbers of bodies in the domain are 1.5×106 and
2.0× 107for the model propeller and model ship hull respectively.
Ship to Model Scale using Froude scaling is 1

27.385 .
The model ship design speed is 2.32m/s. Shaft speed of model propeller
equates 640rpm. Therefore, the derived velocity of the model propeller at the
rotation speed equates 10.7m/s.
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2.6.2 Pre-processor
ITTC (ITTC, 2014) gives recommendations on computational domain di-
mensions. Figure 2.4 below shows the parent domain dimensions. The parent
domain sums both the ship hull and the propeller rotating region domain.

(a) Parent Domain (b) Rotating Region

Figure 2.4: Domain

The rotating region is cylindrical. It has a diameter of 1.25D. Figure 2.4
depicts this region. An internal interface lies between the two domain regions
to transfer physical quantities.
The Menter SST - k-ω is used as briefly highlighted in section 2.1.1.1. The
flow model is segregated and second order convection is used. The simulations
are performed at a temperature of 20◦C. Therefore, the saturation pressure
and density of water are set accordingly.
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2.6.3 Simulations Outline

Two sets of simulations are performed. One to capture the default con-
ditions and propeller inflow wake, i.e. ensure matching thrust coefficient
(KT), achieving convergence of the residuals. The other, the required post-
processing data.

Figure 2.5: Simulations Outline

Firstly, a Moving Reference Frame (MRF) simulation is run for the former.
This is a steady-state simulation that could span over 6000 iterations. Fol-
lowing, will be sets of Rigid Body Motion (RBM) simulations for the latter.
The RBMs describe transient solutions in which the propeller rotates at pre-
defined motion along its axis.
Four stages of RBM are run. The first details six propeller rotations in non-
cavitating conditions. Using Euler time advancing, each time step consists of
512 steps. With ten inner iterations for pressure and velocity evaluation. The
second order Upwind Scheme is used. This will be aimed to achieve a recur-
rent flow field, verification of the Thrust coefficient and initialize the domain
for smaller Euler time steps. After which, the second set of RBM simulations
will consist of two to three propeller rotations in non-cavitating conditions
and smaller Euler time steps. It will consist of 1024 steps per rotation. The
output data will serve for post processing consisting of data such as pressure
pulses and cavitation number at non-cavitating conditions. The third stage
of the RBM simulations will be a cavitating simulation, consisting of two pro-
peller rotations. Post-processing data such as power spectrum densities will
be attained for post-processing. The last and optional stage is same as the
previous. However, Euler time steps of 1

2048 will be used.
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2.6.4 Mesh Setup
Most of the time spent in this thesis was used for grid generation—the break-
down of the pre-defined computation domain into cells to ensure proper dis-
cretization for numerical evaluation and implementation. The mesh is differ-
entiated into two sects. The parent and rotating region. The parent mesh
consist of the bare hull and also serves as a background for the propeller (ro-
tating) region mesh. The parent region is useful for the hull-wake prediction
and contains 67.3 million cells. While the rotating (propeller) region 17.3 mil-
lion cells. Mesh refinements made are explained in sections 3.1.1 and 3.1.2.
More refinements are made to ensure a proper transition from the parent
domain to the rotating region; and proper capture of the ship to propeller
wake. Parallel Polyhedral meshes are used for the rotating region to achieve a
wall y+ distribution of 1 across the blade’s surface. In contrast, trimmer-cell
meshes in the parent domain are implemented and aim for y+ values of less
than one (<1) across the hull surface.

Figure 2.6: Mesh Overview

2.6.5 Solver details
The control volume method ensures the conservation of flow properties across
the domain for each finite cell. An iterative approach is utilised to treat
transport phenomena such as diffusion, convection and sustenance of source
terms, i.e. associated with production and destruction of flow property. The
SIMPLE algorithm is used to ensure proper coupling of primary pressure and
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velocity terms. Guass Siedel point iterative technique is used to apply this
algorithm. This is implemented using the concept of Algebraic Multigrid.
The commercial software STAR-CCM+ employs the Algebraic Multigrid ac-
celeration concept to combat slow convergence. The Second-order upwind
discretization method is used. Under-relation factors of 0.2, 0.8 and 0.8 are
used for pressure, velocity and K − ω computations respectively.
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Results

Using the methodology in chapter 2, simulations are performed. The ship to
propeller wake, hull-pressure fluctuations and cavitation are captured. The
hull-pressure data numerically derived is compared with experimental results.

3.1 Model case and CFD uncertainty analyses

3.1.1 Propeller Models
A high-skew propeller model in figure 3.1 is considered. The ship wake to the
propeller is generated by analysing the velocity flow profile from the ship hull
assigned to the propeller.

(a) Front view (b) Lateral view

Figure 3.1: High skew propeller

Propeller-Induced Hull pressure experimental analyses have already been per-
formed using this model. The test results were provided preceeding this inves-
tigation. They consist of ship resistance test results, open-water tests results,
service performance results and harmonic analyses, including hull pressure
analyses.
The model is of similar characteristics with an almost equivalent propeller
diameter. The propeller is right turning. Only the port-side propeller is de-
picted in the domain. The particulars of the propeller and assigned hull are
stated in tables 2.2 and 2.1.
Figure 3.2a shows the propeller with the surrounding grid. Figure 3.2 shows
the grid topology on a propeller blade. Figure 3.2b show the grid topology
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(a) Propeller with surround-
ing grid

(b) Figure showing mesh transition from rotating to
background mesh

near-field the propeller blades. Figure 3.2b also shows the grids at the tran-
sition from a region of rotation at 1.25 the diameter of the propeller far field
to the open-water test region in the computational domain. This region of
rotation is defined by a cylindrical shape, whose diameter is 1.25 times the
propeller diameter. The near-field propeller blade grid depicts a geometric
progressive, smooth variation of the grid outward the blades’ surfaces—this
aids in capturing the viscous layer near the blade surface. The surface mesh
around the interface of the near field rotating zone is characterised by high
curvature, which grows span-wise both ways. At the interface of the rotating
region are two different mesh setups. Outward the rotating zone is hexagonal
shaped grids with minimal skewness.
In contrast, the region of rotation in itself utilises polyhedral cells. This is
due to the complex geometries of the propeller. Each cell of the polyhedral
mesh consists of a median of 14 faces.

Initially, the cell count for the propeller rotating region cumulates to 4 million
cells. After, various fixes, which include cell skewness fixes, removal of non-
positive cell volumes and cells causing turbulence kinetic energy (k)discrepancies.
Refinements are added to occupy the position of the derived propeller vortex.
This is obtained by extracting the vortices at a preset Q-criterion (Q) value
(Hu et al., 2019). Q >= 50 is used The cell count alleviates to 17.3 million
cells. Figure 3.3 shows the cells in the near field vortices at Q > 200.
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Figure 3.2: Propeller Blade Grid

Figure 3.3: Cells near-field, Q>200

3.1.2 Ship model
The flow profile provides the wake at which the propeller operates from the
ship model, whose properties are described in table 2.1. The hull possesses
a twin-screw propeller setup, which presents the starboard and portside of
the ship from the longitudinal mid-ship section identical. Therefore, only the
port side of the longitudinal mid-ship is considered.
The model scaled ship is placed in a modelled tank which serves as the back-
ground mesh for the propeller rotating grid region. Initially, the background
mesh contains a cell count of 10 million, but this count is inflated after mesh
fixes due to skewness, non-positive cells and high k valued cells are trou-
bleshot. The resulting mesh consists of over 67.3 million cells. Figure 3.4b
shows the resulting mesh. The wake from the ship to the propeller contains
finer mesh to capture the propeller’s flow profile upstream with high resolu-
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tion.

(a)

(b)

The background mesh utilises hexahedral shaped cells trimmed at the input
surface to achieve minimal cell skewness. These cells are aligned at the centre
of the rotating propeller region. These cells are initially polyhedral but possess
one or more edges or faces trimmed. This results in a lesser number of cells
than a polyhedral cell-dominated region. Both propeller and ship surfaces
have no-slip boundary conditions defined.
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3.1.3 Solution Convergence and Thrust Coefficients
Checking the solution of the discretized equations with that of the continuous
mathematical models for verification provided a rightly accurate result for
the MRF simulations as in figure 3.4. As the simulation is switched transient,
wiggles can be observed across the inner iterations discrediting the bound-
edness of the solution. However, this could be a corollary of the use of the
Upwinding scheme. The residuals are then elevated as there is a switch from
non-cavitating to cavitating conditions.

Figure 3.4: Residuals

The table below shows the disparities between the mean KT value and ex-
perimental value at various stages of the simulations.

Table 3.1: KT comparison (experimental value: 0.217)

Values deviation(%)
MRF 0.225 3.5

Non-Cav 0.2166 0.2

The torque coefficient (KQ) variates between 0.018 and 0.043. With a mean
value of 0.0277 at an advance ratio, J = 1.045. The experimental value com-
pared with KQ is that of a sister propeller and ship. The KT from open-water
experiments at this advance ratio for the sister ship is 0.148. So, disparities
are expected. A deviation of 22% is resultant from the mean value compared
to the experimental value of the sister propeller which is 0.036.
Note that KQ, KT and J are coefficients which define the general character-
istics of the propeller. Equations 3.1, 3.2 and 3.3 define these parameters.

KQ = Q

ρlD5n2 (3.1)

KT = T

ρlD4n2 (3.2)

J = VA
nD

(3.3)
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In equations 3.1, 3.2 and 3.3, Q represents propeller torque, T represents
propeller thrust, VA represents the advance velocity, n represents the angular
velocity of the propeller, and D represents the propeller diameter.

3.2 Wake Prediction

Figure 3.5 shows the ship wake at design draft and speed. It depicts the
ship wake from midship portside at 0.975Lpp. The propeller is a 4-bladed
twin-screw fixed-pitch propeller. Unlike single-screw propellers, the wake of
the twin-screw propeller is characterised by a jet structure which is viewed
as a region of zero velocity in the figure.It is a vortex structure from the aft
body of the hull. This structure impacts the blade, contributing significantly
to the noise produced by twin-screw propellers ships. The nominal propeller
upstream wake is predicted due to the MRF, which is a steady-state simula-
tion. The wake depicts the contour distribution of velocity defined as 1− Vx

Vinf
.

Vinf represents the Inlet velocity.

Figure 3.5: Ship to Propeller wake

3.3 Hull Pressure pulses

The plots in 3.6 focus on the spectral resolution of the pressure pulse levels
at design speed. Alongside are the analytical and experimental data plots
showing the Power Spectral Density at varying frequencies. However, the
experimental data is of the sister case (hull and propeller). Therefore, dis-
crepancies are expected. Figure 3.6 depicts the pressure levels on probe 5 of
the 21 probes as defined in fig. 2.2.
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3.3.1 Data Comparison

(a) CFD model (b) Experimental

Figure 3.6: Spectral Analyses Comparison

Figure 3.6 shows the spectral distribution of the pressure pulses in power spec-
tral density per frequency (1Hz). Spikes across the broadband characterise
the spectrum of the pressure on the hull at BPFs. With a derived model
propeller speed of 10.67rpm, the BPFs are at 42.68Hz. These can be seen
as impulses across the narrow-band spectrum which can be accredited to the
occurrence of cavitation at those frequencies, both consisting of tip-vortex
and detached sheet-tip cavitation. Acoustically, this will be heard as "pop-
ping bubbles" in copious numbers. In reality, these are imploding bubbles of
vapour, as explained in 2.2. The more significant spikes at narrow-band at
the inception are accredited to cavitation and possible pressure suction as the
blade passes under the hull. Occasionally, more spikes are recurrent, but a
slow logarithmic decay can also be identified in the non-cavitating solution.
Spectral flatness can be seen across the spectrum in the cavitating simulation
(see fig. 3.10). The number of frequencies measured for the cavitating and
non-cavitating solutions are 4102 Hz and 1856 Hz respectively. This highest
SPL captured are at 9.6Hz and 42.7Hz for cavitating and non-cavitating con-
ditions respectively. This might be due to inclusion of sheet cavitation in the
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cavitating solution.
The PSD plots for the CFD model for cavitating conditions (figure 3.7) does
not identify some expected distinct tonal components of the data. It is char-
acterised by a high amount of Spectral flatness. The spikes in the data are
spatially distributed and details are neglected if compared to the experimen-
tal data plots. The frequencies of the tonals are also a bit off BPF. And
achieved spectrum level of CFD model are sometimes higher than that of the
experimental.
However, for non-cavitating conditions as in figure 3.9, unlike in cavitating
conditions, frequency resolution of the PSDs are much finer. Therefore, dis-
tinct tonals are more often identified. The tonals are also identified at BPF.
Difference in amplitude exists but these discrepancies are expected as the data
for comparison is that of a sister case.

3.3.1.1 Analyses of Variance

Analysis of Variance (ANOVA) is list of statistical methods to analyse dif-
ferences among mean values. Firstly, the Spectral densities are broken down
into different frequency bands. After which, the PSDs are averaged for each
band. Then, an ANOVA is run. Table 3.3 shows the output data from the
Variance Analyses. On the tables, SS represents the sum of squares of the
variances, df represents the degree of freedom associated with each row in
the table. This is the number of bands created minus one. MS is the Mean
squares for each table row, which is the ratio SS

df . F is the ratio of the MS of
the data compared.

Table 3.2: Analyses of Variance of Sound Pressure Levels for cavitating conditions

row SS df MS F
1. CFD model data and exp. 8077.0 42 192.31 2.20

Error in CFD model data and exp. 3663.6 42 87.23

2. CFD model data and exp. (sister case) 8916.3 42 212.3 5.82
Error in CFD model data and exp. (sister case) 1532.4 42 36.5

3. Both exp. cases 6008.92 42 142.07 5.42
Error in both exp. cases 1108.28 42 26.388

Table 3.3: Analyses of Variance of Sound Pressure Levels for non-cavitating con-
ditions (CFD model against Experimental for sister case)

SS df MS F
CFD model data and exp.(sister case) 38511 225 171.16 4.19

Error 9190.5 225 40.85

To analyse the data in table 3.3, we review what an analyses of data between
two indifferent data will look like in table 3.4.
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3. Results

Figure 3.7: Spectral Analyses Comparison for Cavitating condition between CFD
model and Experimental

Table 3.4: Sample ANOVA for two data with same SPL

SS df MS F
3625.03 42 86.31 0

Error 0 0 ∞

In table 3.4, The ratio of the mean squares (MS) for each frequency sums 86.3.
The second row "Error" stands for the variability of the data unaccounted for.
Therefore, it depicts the default error expected between the data. A df of
zero as in the sample ANOVA shows zero degree of freedom i.e. zero pairs of
data frequencies with varying data. And, an SS of zero represents the sum of
the square of the variance, which is zero as expected. The MS is ∞ because
of zero degrees of freedom (number of pairs of data with variability).
Back to the analyses of variance of the CFD model data. The expected
discrepancies between the data from the CFD model analyses and the exper-
imental data are the values in row 3 of table 3.3. However, the rows 1 and 2
show the resultant discrepancies.
The spectral flatness of the signals (cavitating and non-caviting) are 0.9973
and 0.9970 respectively. Spectral flatness is ratio of the geometric mean of the
Fourier Transform (FT) of a signal to its arithmetic mean (Boashash, 2015).
A spectral flatness of 1 sounds similar to white noise. The seemingly flatness
for cavitating condition could be due numerical or post-processing errors.
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3. Results

Figure 3.8: Spectral Analyses Comparison for Cavitating condition between CFD
model and Experimental (Sister case)

Figure 3.9: Spectral Analyses Comparison for Non-cavitating condition between
CFD model and Experimental (Sister case)

30



3. Results

Figure 3.10: Full Spectral Analysis of Probe 1 data
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3. Results

3.4 Cavitating Pattern

(a) 286◦ CFD model (b) 286◦ Experimental

(c) 312◦ CFD model (d) 312◦ Experimental

(e) 338◦ CFD model (f) 338◦ Experimental

(g) 360◦ CFD model (h) 360◦ Experimental

Figure 3.13: Cavitation comparison
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3. Results

(a) 26◦CFD model (b) 26◦ Experimental

(c) 52◦ CFD model (d) 52◦ Experimental

(e) 78◦ CFD model (f) 78◦ Experimental

(g) 104◦ CFD model (h) 104◦ Experimental

(i) 130◦ CFD model (j) 130◦ Experimental

Figure 3.11: Cavitation comparison
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3. Results

(a) 156◦ CFD model (b) 156◦ Experimental

(c) 182◦ CFD model (d) 182◦ Experimental

(e) 208◦ CFD model (f) 208◦ Experimental

(g) 234◦ CFD model (h) 234◦ Experimental

(i) 260◦ CFD model (j) 260◦ Experimental

Figure 3.12: Cavitation comparison
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3. Results

Figure 3.14: Irrotationality at center of cavity

Figures 3.11, 3.11 and 3.13 show the resultant cavities at different angles of
rotation for both experimental and CFD model setups. These show astute
similarity.
Cavities are formed initiated at each blade passing. There are resultant cav-
ities formed at the tip of the propeller blade upon impact (i.e. 26◦). This
is then detached from the tip in a vortex (i.e. 52◦). This is a sample of the
resultant detached tip-vortex cavitation. At 78◦, the remaining cavities from
earlier make impact with the leading edge of the following blade. This re-
sults in short-lived leading wedge vortex cavities. It is shortly detached into
the tip-vortex cavities. The vapour structure on the blade at 26◦ are charac-
terised sheet and some cloud cavities. A resultant vortex cavity is attached
to the sheet cavities at the blade tip, i.e. Attached sheet-tip cavities. These
attached sheet-tip vortex cavities initially increase in radius downstream due
to vortex strengthening as vorticity rolls up. The increase in radius of the
vortex cavities structure is followed by a decrease as the core of the irrota-
tional structure increases in radius downstream, as seen at 52◦ The pressure
in the centre of this irrotational vorticity structure can be attributed to the
circular distribution of the velocity azimuthally as in figure 3.14.
The structure at 78◦ consists of cavities from the preceding blade passage.
What can be identified as a sheet which initiates from the leading edge down
the blade tip. This is probably resultant due to the skewness of the blade,
which then leads to a closure as seen at 104◦ which might be a closure-vortex.
The cavities structure is characterised by a sheet and does not increase in ra-
dius downstream. This is because the cavities do not possess so much strength
to retain the size of the cavities. Another sample of this can be seen on the
blade at 286◦. While that of the attached sheet tip-vortex cavitation can be
seen at 234◦.
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4
Conclusion and Discussions

4.1 Validation and Verification of Methodology

A twin-screw vessel with two four-bladed propellers is being analysed. Hull
pressure data and resulting cavitation are being examined. Initially, experi-
mental data is provided for these propellers. These data are then validated
against data from a CFD model scale prediction. The CFD model scale pre-
dicted data are the results of an investigation using RANS.

One query is about the amplitudes of the power spectral densities for the
CFD model prediction. Compared to that of the experiment, the difference
is obvious. Disparities are expected. To check these disparities, the variance
analyses for the cavitating conditions in table 3.3 can be used. The expected
mean square of the variance (MS) is 142 while the achieved MS for the CFD
model against the experimental for the sister case is 212. This shows a high
per cent discrepancy. The residual error expected is 26.388. However, the
achieved residual error is 36.5. Which shows less disparities resulting from
the error. Even though data between both experimental cases (main and sis-
ter cases) for the non-cavitating conditions are not available for evaluation,
comparing the CFD model in non-cavitating case to the Experimental sister
case, the resulting mean error is less (171.2) with a mean square ratio of 4.2.
With this, it is obvious that there are less discrepancies from residual errors
and much more from the numerical prediction for the data of the cavitating
simulations. This could attributed to the lack of a good mesh for numerical
prediction in cavitating conditions. For non-cavitating conditions, a coarse
mesh properly spatially distributed would provide acceptable predictions with
an accurate wake prediction. Another possibility is post processing errors, as
experimental data was not accurately extracted. However, if discretization
errors are fixed, the RANS method does produce a near accurate prediction
of the pressure pulses at first order blade passing frequencies (BPF). The
transition between the background (core) mesh and the rotating region could
also affect the wake prediction. Therefore, a proper transition ratio between
the propeller rotating region and the background mesh is aimed at. This is
done by ensuring equal sizes and distribution of cells at the transition layer
for both background and rotating region.
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4. Conclusion and Discussions

4.1.1 Frequency Resolution
Imperative in Fast Fourier Transform of data in time series to frequency do-
main is frequency resolution. A properly resolved signal will be fine enough
to identify tonal components autonomous of noise. To improve frequency res-
olution, the sampling frequency could be decreased or the number of samples
could be increased. Thereby, increasing frequency bins. Frequency bins are
the differences between frequency samples in a frequency domain data. They
are intervals between data samples.
Reducing the sampling frequency is illogical as it would decrease the frequency
range. So, the next option is to increase the number of samples. In this in-
vestigation, to do that will be to perform more simulations which were not
affordable.Also, the commercial software normalises extracted data to export
a maximum of 5000 samples. This limits the amount of samples available for
analyses. Even though, smaller time steps are used corresponding to Euler
time steps as low as 9.15∗10−5 seconds per time-step. The resulting sampling
intervals are 1.22 ∗ 10−4 and 2.69 ∗ 10−4 for cavitating and non cavitating
conditions respectively. Therefore, improving the spectral resolution was not
performed which affected the data utilised, and correspondingly, the results
of the spectral analyses.
As a consequence of these, the frequency resolution is not fine enough to pin-
point much specific tonal components of the frequency domain data.

4.2 Cavitation and Hull-Pressure Fluctuations
As the propeller rotates in the ship wake, the resulting pressure fluctuations
can be observed to occur during the blade passage under the hull surface.
This possibly results in pressure suction causing the occasional pressure pulses
detected by the transducers. Cavitation can be seen in various forms such as
closure vortex, sheet, and tip vortex.
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5
Future Work

A mesh independence studies was not performed. Therefore, the accuracy
of the solution could have been affected by this. Future engagements should
include data from varying mesh. The limitation to this is the requirement for
accuracy at different project stages. The propensity of the dependence of the
solution to the mesh is higher at the start of the MRF and switch to cavitat-
ing conditions. Therefore, occasional mesh fixes to achieve an independent
solution has to be made at different points in the simulation. This repetitive
step consumes computational resources and time. However, a successful in-
dependent solution will provide much more accurate results.
The influence of the other underwater appendages such as brackets and rud-
ders should be investigated. The velocity profile on the impact on the blade
varies from that of the ship at 0.975Lpp aft bow. The impact of the jet from
the region of irrotationality in the ship wake on the blade could be a good
case for investigations.
The free surface wake was also neglected in this project. Therefore, the results
are not accurately a match compared to real-life scenarios. In addition, the
inclusion of the free-surface wake could be burdensome to the numerical solu-
tion. However, if this is successfully implemented, the accuracy of the result
in comparison to reality would be significantly improved. The information
about the inclusion of the free surface in the model experiment is not known.
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5. Future Work

.
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A
Appendix 1

Below are Spectral Analyses of the Hull-pressure data across the 21 probes.

Figure A.1: Spectral Analyses Comparison, Probe 2

(a) CFD model scale predicted (b) Experimental
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Figure A.2: Spectral Analyses Comparison, Probe 3

(a) CFD model scale predicted (b) Experimental

Figure A.3: Spectral Analyses Comparison, Probe 4

(a) CFD model scale predicted (b) Experimental
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Figure A.4: Spectral Analyses Comparison, Probe 5

(a) CFD model scale predicted (b) Experimental

Figure A.5: Spectral Analyses Comparison, Probe 6

(a) CFD model scale predicted (b) Experimental
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Figure A.6: Spectral Analyses Comparison, Probe 7

(a) CFD model scale predicted (b) Experimental

Figure A.7: Spectral Analyses Comparison, Probe 8

(a) CFD model scale predicted (b) Experimental
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Figure A.8: Spectral Analyses Comparison, Probe 9

(a) CFD model scale predicted (b) Experimental

Figure A.9: Spectral Analyses Comparison, Probe 10

(a) CFD model scale predicted (b) Experimental
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Figure A.10: Spectral Analyses Comparison, Probe 11

(a) CFD model scale predicted (b) Experimental

Figure A.11: Spectral Analyses Comparison, Probe 12

(a) CFD model scale predicted (b) Experimental
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Figure A.12: Spectral Analyses Comparison, Probe 13

(a) CFD model scale predicted (b) Experimental

Figure A.13: Spectral Analyses Comparison, Probe 14

(a) CFD model scale predicted (b) Experimental
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Figure A.14: Spectral Analyses Comparison, Probe 15

(a) CFD model scale predicted (b) Experimental

Figure A.15: Spectral Analyses Comparison, Probe 16

(a) CFD model scale predicted (b) Experimental
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Figure A.16: Spectral Analyses Comparison, Probe 17

(a) CFD model scale predicted (b) Experimental

Figure A.17: Spectral Analyses Comparison, Probe 18

(a) CFD model scale predicted (b) Experimental
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Figure A.18: Spectral Analyses Comparison, Probe 19

(a) CFD model scale predicted (b) Experimental

Figure A.19: Spectral Analyses Comparison, Probe 20

(a) CFD model scale predicted (b) Experimental

X



A. Appendix 1

Figure A.20: Spectral Analyses Comparison, Probe 21

(a) CFD model scale predicted (b) Experimental
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