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Fatigue Performance of Welded Steel Girders with Corrugated Webs
ERIK SAVE
KARL ÅKERMO
Department of Architecture and Civil Engineering
Division of Structural Engineering and Building Physics
Lightweight Structures
Chalmers University of Technology

Abstract
Steel girders with corrugated webs have been widely studied regarding their static
capacity. They are known to have high out-of-plane stiffness as well as shear buckling
capacity. This permits the use of deeper web plates without the need for additional
stiffeners. However, an important aspect that has not been studied to a large extent
is the fatigue capacity of these structures. A number of fatigue tests have previ-
ously been performed to determine their fatigue resistance. Those tests have shown
the complexity of the fatigue performance due to the complex geometry and shear
transfer mechanism. One aspect that is argued to influence the stress state is the
transverse bending of the flanges due to shear flow in the web. This effect and its
influence on the structural hot spot stress at fatigue critical points has not been
examined until today and is therefore further investigated in this thesis. This the-
sis initially presents a state of the art literature review of previous work on fatigue
performance of corrugated web girders followed by the procedure, results and discus-
sion of the finite element analyses performed. Evaluation of previously performed
experimental tests shows that the fatigue performance of corrugated web girders is
slightly better than what is currently suggested in the design standard EN 1993-1-9.
Based on the finite element analysis, it is found that the transverse bending of the
flanges has an effect on the structural hot spot stress at the fatigue critical points
and should be considered in fatigue design. A proposal is presented for considering
the structural hot spot stress as a superposition of two parts corresponding to pri-
mary and transverse bending of the flanges. Also, suggestions on how to efficiently
and accurately model a corrugated web girder using finite element method are given.

Keywords: Corrugated Web, Welded Steel Girder, Fatigue, Finite Element Mod-
elling, Structural Hot Spot Stress, Transverse Bending
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Utmattningskapacitet hos Svetsade Stålbalkar med Korrugerade Livplåtar
ERIK SAVE
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Institutionen för Arkitektur och Samhällsbyggnadsteknik
Konstruktionsteknik och Byggnadsteknologi
Lättviktskonstruktioner
Chalmers Tekniska Högskola

Sammanfattning
Den statiska kapaciteten hos stålbalkar med korrugerade liv har studerats i stor
utsträckning i tidigare studier. Den här typen av balk tillhandahåller hög styvhet
i tvärriktningen och hög skjuv- och skjuvbucklingskapacitet, vilket i sin tur tillåter
djupare livplåtar utan behov av extra avstyvningsplåtar. Utmattningskapaciteten
hos dessa typer av balkar har å andra sidan inte studerats i samma utsträckning,
vilket ofta är en dimensionerande faktor i svetsade konstruktioner. Ett antal ut-
mattningstester har dock utförts i litteraturen där författarna är eniga om att detta
är ett komplext problem som involverar en mängd parametrar. En parameter som
påverkar spänningsförhållandet i den dragna flänsen är den transversella böjningen
av flänsen som uppstår på grund av skjuvflödet i livet. Effekten av denna spänning
på spänningskocentrationer i den dragna flänsen har hittills inte studerats och detta
är därför undersökt i denna rapport. Initialt presenterar denna rapport en "state of
the art" litteraturstudie över utmattningskapaciteten hos balkar med korrugerade
livplåtar. Följande presenteras metod, resultat och diskussion kring finita element
metoden analyser som utförts. En analys av tidigare utförda utmattningstester visar
att utmattningskapaciteten hos stålbalkar med korrugerade livplåtar är högre än vad
som tidigare föreslagits i litteraturen. Utifrån finita element analyser visar denna
rapport att den transversella böjningen av flänsen har en effekt på spänningskon-
centrationerna vid de kritiska punkterna i den dragna flänsen. En ekvation för hur
spänningskoncentrationerna i dessa punkter kan delas upp i två delar kopplade till
primär- och transversell böjspänning är föreslagen. Avslutningsvis är ett struktur-
erat och noggrant sätt att modellera stålbalkar med korrugerade livplåtar med hjälp
av finita element presenterat.

Nyckelord: Korrugerade livplåtar, Svetsade stålbalkar, Utmattning, Finita element
metoden analys, Spänningskoncentrationer, Transversell böjning
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1
Introduction

The Swedish road administration along with several private actors are currently
trying to promote the use of stainless steel in bridge design. The main reason for
this promotion is the superior resistance to environmental corrosion in stainless steel
compared to carbon steel, leading to substantial cost reductions in inspections, re-
painting and replacements during the service life of the bridges. However, stainless
steel has a higher initial cost (Karlsson, 2018) than carbon steel which gives an in-
centive to find highly material-efficient structures.

Girders with corrugated web plates are a desirable solution to this aim. This type of
girder has been used in bridge design in many countries in Europe and Asia due to
its superior out of plane stiffness and shear capacity compared to conventional stiff-
ened plate girders. This design permits an increase in web height without the need
for adding stiffeners to the web which increases the structural capacity-to-weight
ratio, leading to more effective material utilization. Up to date, there is a large
amount of test data and studies on the static capacity and behaviour available on
corrugated web girders. However, the fatigue performance of these structures has
been studied to a smaller extent which is troublesome since the fatigue capacity
of steel bridge girders is often the limiting design aspect. It is therefore of high
interest to investigate the fatigue performance of these types of girders. The initial
intent of this thesis was to investigate the fatigue performance of corrugated web
girders made in stainless steel. However, as will be evident in Section 2.1, the fatigue
performance of welded stainless steel structures is regarded as equal to the fatigue
performance of carbon steel in the design codes (Hobbacher, 2016; EN:1993, 2005).
Furthermore, there are no fatigue tests or information available in the literature on
the use of stainless steel in corrugate web girders. Therefore, this thesis will focus
on corrugated web girders made in carbon steel.

1.1 Aim and scope
The complex geometry and stress state in corrugated web girders compared to con-
ventional stiffened plate girders creates uncertainty in fatigue assessment of these
types of structures. The aim of this thesis is therefore to examine the fatigue be-
haviour and resistance of these corrugated web girders and to investigate if there
is a unified way of determining the fatigue performance. As this major aim gives
rise to several questions, the main issue has been divided into the following questions:

1



1. Introduction

• Which corrugation geometry parameters affect the fatigue performance and
what rate?

• How does the force- and stress field in the flanges affect the location of the
critical crack along the girder?

• How can the global response and the complex stress state be modelled effi-
ciently?

1.2 Objectives
The objective of this thesis is to provide insight for bridge designers in regards to
fatigue performance of corrugated web girders. This knowledge can further be used
to optimize the design of these structures.

1.3 Limitations
In this thesis, the fatigue performance of corrugated steel girders is sought. It is
known from experimental studies that the fatigue critical point for bending cases is
located in the flange connected to the weld toe, therefore this thesis will be restricted
to considering this issue.

As mentioned, fatigue tests have solely been performed on corrugated web girders
with carbon steel but the fatigue resistance for stainless steel and carbon steel is
considered equal in the design recommendations from the International Institute of
Welding. Therefore the fatigue resistance of these girders made of carbon steel is
investigated.

Finally, only trapezoidal corrugated web girders will be analysed in this thesis.
However, it is yet important to understand the fatigue performance of all types of
corrugations and loading conditions. Therefore, the literature review is presenting
all previous work performed on corrugated girders in regard to fatigue.

1.4 Approach
The thesis has been divided into three parts. Firstly, in chapter 2, a state of the
art literature review where what is known today about fatigue in corrugated web
girders is conducted. The literature review includes analytical, numerical and ex-
perimental findings along with comments and statistical evaluation from previous
work. Additionally, a collective fatigue resistance class for the tested specimens is
suggested. Secondly, in Chapters 3 and 4, the analysis part including procedure and
results of finite element modeling is presented. Thirdly, in Chapters 5 and 6, discus-
sion, conclusions and suggestions for further studies are presented for the analysis
part. The connection to previous studies is also discussed in these chapters. In the
appendix, the script used for the analysis part is given.
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Literature review

In the last decades, many researchers have carried out fatigue tests and analyses
on corrugated web girders to establish the fatigue performance of plate girders with
corrugated webs. Experimental, numerical and analytical studies with varying beam
geometries, loading conditions and weld methods have been performed. In the fol-
lowing chapter, an investigation of these studies is conducted to establish what can
be concluded on the fatigue performance of corrugated web girders (CWG) and what
parameters or behaviours that possibly need further research.

2.1 Fatigue in Stainless steel
In order to determine the fatigue performance of welded stainless steel details com-
pared to carbon steel details several fatigue tests have been performed in the past.
According to Baddoo (2017) numerous authors have tested various types of welded
details. Earlier test show that the fatigue performance for austenitic and duplex
stainless steel show similar or slightly higher fatigue performance than carbon steel,
while more recent studies show slightly lower fatigue performance for stainless steels,
throwing some doubt on the earlier anticipated superior performance. However, the
design recommendations presented in Eurocode (EN:1993, 2005) and International
Institute of Welding (IIW) (Hobbacher, 2016) suggest using the same S-N curves for
stainless steel as for carbon steel. furthermore, there are not yet any design curves
for stainless steel available in the codes. In the case of corrugated web girder details
made in stainless steel, there are no tests or information to be found in the literature.

Since there are no tests or information to be found on the use of stainless steel
in corrugated web girders, the investigation of fatigue performance of CWGs are
performed on girders with regular carbon steel. It can then be argued that since
stainless steel is treated as carbon steel in regard to fatigue in the codes, the findings
in this thesis are also applicable to corrugated web girders in austenitic and duplex
stainless steel.
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2.2 Geometry of corrugated web girders

Some parameters that are affecting the structural response of the beam are shared
with plate girders with flat web profiles namely:

• leff , effective length of the girder.
• hw, web height.
• tw, web thickness.
• aw, weld throat thickness.
• tf,top, bf,top, thickness and width for top flange.
• tf,bot, bf,bot, thickness and width for bottom flange.

For the corrugated web profiles, additional geometrical parameters appear to de-
scribe the design. Two main corrugation types (CT) can be recognized in the lit-
erature, namely sinusoidal (SI) and trapezoidal corrugations (TR), see Figure 2.1.
A sinusoidal shaped corrugation has smooth transitions and can be described by
the corrugation depth HC , bend radius R and length of a full wavelength lwl. For
the trapezoidal corrugated web, additional parameters are required to describe the
geometry namely:

• θ, corrugation angle
• lpar, parallel fold length
• linc, inclined fold length, or:
• linc,hor, the projected length of the inclined fold along the longitudinal axis.

θ

Figure 2.1: Trapezoidal (a) and sinusoidal (b) corrugation.
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2.3 Fatigue in corrugated web girders
The literature presents both agreement and disagreement on parameters that in-
fluence the fatigue performance of corrugated web girders. To be able to design a
fatigue-resistant CWG, knowledge about the following aspects are required:

• Where the fatigue critical points occur.
• Which geometrical parameters affect the severity of the stess concentrations.
• What loading conditions are governing.

It is concluded in previous studies that the fatigue class of corrugated webs fit some-
where between Category B, B’ and C in AASHTO Specifications (AASHTO, 2013;
Sause et al., 2003) which correlates to fatigue design categories (FAT) of 125 or 112
and 80 in Eurocode 3 (EN:1993, 2005). The upper and lower bounds correspond
to constructional details of a plate with longitudinal weld and a welded transverse
attachment, see Figure 2.2.

Figure 2.2: S-N curves and fatigue classes for upper and lower bounds of CWGs.
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There is a common understanding in the literature that the most critical point with
regard to fatigue in corrugated web steel girders with trapezoidal corrugations is the
"S-point" presented in Figure 2.3. The S-point is located at the beginning of the
bend region in the intersection between a longitudinal fold and an inclined fold. It is
also stated from previous authors (Ibrahim, 2001; Abbas, 2003) that the two main
parameters affecting the severity of the stress concentration at this point are the
corrugation angle θ and the radius of the bend region R, both presented in Figure
2.3. Generally, smaller corrugation angles and larger bend radius result in lower
stress concentrations.

Figure 2.3: S-point in corrugated web steel girders.

Figure 2.4 presents the most common fatigue failure in a CWG. At S-point, the
crack initiates at the weld toe and propagates a few millimeters along the weld toe.
The crack then changes direction and propagates further through the tensile flange,
perpendicular to the principal stress until failure.
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Figure 2.4: Crack propagation for CWG.

2.4 Analytical studies
Corrugated web girders are complex structures that often require numerical analysis
to explain the structural response accurately. However, a few authors have demon-
strated explanations of how different loading situations and geometries influence
the capacity of the beam. The two corrugation profiles, trapezoidal and sinusoidal
waved girders perform differently depending on the loading type. Trapezoidal cor-
rugations perform superior to sinusoidal corrugations under static loading. This can
be originated from the "accordion effect" which is more pronounced in sinusoidal cor-
rugations. The accordion effect signifies that the corrugated web barely contributes
to the bending capacity of the beam, thus when calculating the second moment
of inertia analytically, only the contribution from the flanges is considered. Subse-
quently, only the contribution from the web is considered when calculating the shear
and shear buckling capacity. Since sinusoidal corrugations have no parts of the web
that are parallel to the longitudinal axis of the girder, the contribution to flexure
from the web is less than that of trapezoidal corrugations, which have sections of
the web that are parallel to the longitudinal axis and thus contributing more to the
bending capacity (Kövesdi et al., 2012). On the other hand, sinusoidal corrugations
perform better under fatigue loading conditions since the geometrical stress con-
centrations are smaller compared to trapezoidal corrugations. It is suggested from
previous studies that the static load-bearing capacity decreases with approximately
10% between sinusoidal and trapezoidal corrugations (Ibrahim, 2001).
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The literature seems to agree that the most severe loading conditions with regard to
fatigue damage on corrugated web girders are those that give rise to combined shear
and bending action. This is due to that the shear flow in the eccentric web-to-flange
connection gives rise to an additional transverse in-plane bending moment in the
flanges. This secondary bending effect results in longitudinal stresses in the flanges
in addition to those induced by primary bending. The magnitude of these stresses
depends on the following factors(Kövesdi et al., 2012; Abbas, 2003):

• The geometry and the number of corrugations.
• If the load is applied on a longitudinal or inclined fold.
• The support conditions.

An illustration of the flange transverse bending can be seen in Figure 2.5. An in-
depth study of this phenomenon along with methods to calculate these secondary
bending effects are given by Abbas et al. (2006) and Abbas et al. (2007), respectively.
One of these methods is called the "fictitious load method", where a transverse load
that gives rise to transverse bending and lateral shear in the flanges is considered.
Abbas analytical study resulted in a general formula (eq.2.1), describing the addi-
tional bending moment for a sinusoidal shaped girder at a certain position along the
beam:

M sin
t = py · L2

0 ·HC

2 · hw
·{ 1

Π2 ·[(1−2· z
L0

)·Π·cζ+2·sζ+(Π·cΠ−2·sΠ+Π)· z
L0
−Π]} (2.1)

where:

Π 2 · π · n py Uniformly distributed in-plane load
cζ cos(2 · π · n z

L0
) L0 Girder span

cΠ cos(2 · π · n) n Number of corrugation waves
sζ sin(2 · π · n) z Position of the analyzed cross-section along
sΠ sin(2 · π · n) the girder
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Figure 2.5: Transverse bending of the flanges due to eccentric shear flow.

Since the first analytical formula from Abbas (2003) applied exclusively to sinusoidal
shaped girders, correction factors for calculating the transverse bending moment for
trapezoidal corrugations were later developed by the same researchers Abbas et al.
(2007). It was shown that the correction factors could be originated to the difference
in area under one half wavelength between the corrugation types. The authors also
showed that the additional transverse bending moment could be calculated for any
corrugation type and geometry by first calculating the transverse bending moment
for a sinusoidal corrugation with the same corrugation depth and wavelength and
then multiplying with the corresponding C-factor. The C-factor for different types of
corrugations are presented in Table 2.1 and the transformation equation is presented
as Equation 2.2 below:

Mt = Ci ·M sin
t (2.2)

The corresponding C-factors for different corrugations are presented in Table 2.1.

Table 2.1: C-factors by Abbas et al. (2007).

Corrugation Area of half wave length [
∫ Lwl/2

0 edz] C-ratio

Sinusoidal Hc·lwl

2·π 1

Trapezoidal Hc

2 [lpar + linc,hor/2] π[ b+linc,hor/2
lwl

]

Triangular Hclwl

8 π/4

Rectangular Hc·lwl

4 π/2
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Figure 2.6: Corrugation types for calculation of C-ratios.

Furthermore, similar in-plane bending also occurs in constant bending zones where
no shear is present (Kövesdi et al., 2012). This is once again originated from the
accordion effect. Since the parallel sections of the web contribute more to the sec-
ond moment of inertia than the inclined sections of the web, the flanges in the
parallel sections will experience lower normal stress than the flanges in the inclined
sections. The non-uniform stress distribution will then give rise to a transverse in-
plane bending of the flanges. This behaviour has however not yet been explained
analytically and therefore, numerical analyses are recommended when examining
this phenomenon. This transverse bending contribution is commonly referred to
as the secondary transverse bending but is normally neglected due to its marginal
magnitude.

2.5 Numerical studies
Numerical analyses have been performed alongside analytical and experimental tests
to further investigate how the various parameters influence the structural behaviour
of the corrugated girders. The numerical analyses are initially modelled as a digital
twin, i.e. with the same geometry and material parameters as the associating exper-
imental test girders. After the model has been compared to conform with the struc-
tural behaviour of the experimental test, a chosen individual parameter of interest is
subsequently adjusted to study its influence, commonly described as one-factor-at-a-
time analysis (OFAT). The finite element software used include ABAQUS, ANSYS
and fe-safe. Following sections briefly describe the numerical analyses from previous
authors and their main findings.

2.5.1 K. Anami and R. Sause. (2005)
In 2005, Anami et. al modelled a flange detail with a single trapezoidal corrugation
wavelength attachment and applied uniform nominal stress to the flange part, see
Figure 2.7. This model provided the opportunity to study the behaviour of these
kinds of details without the influence of secondary nominal stresses induced in the
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flange by shear flow in the web, as discussed in Section 2.4. The corrugation angle
θ and the bend radius R were adjusted in the model to investigate their effects on
the level of stress concentration at the S-point. The hypothesis of the study was
that this type of detail should fall between the fatigue strength category of a T-form
joint and a longitudinal gusset plate joint. A noteworthy finding in this study is
that by increasing the transverse distance, H1 between point S and the parallel fold,
by increasing the bend radius, the influence of the parallel fold can be eliminated
and thus the detail could be regarded as a T-form joint with an inclined attachment
(Anami and Sause, 2005). However, it is important to note that the authors inten-
tionally excluded the complex stress conditions usually found in this kind of detail
by applying normal stress directly to the flange. This provides the opportunity to
study the single corrugation detail itself, but it also renders the application of the
results to a girder with more complex stress conditions questionable, for which the
authors give background to for further research.

Figure 2.7: Studied detail by (Anami and Sause, 2005).

2.5.2 A. Ibrahim, W. W. El-Dakhakhni and M. Elgaaly
(2006)

A full girder model, a three waved and a single waved corrugated model were set up
in this study. The aim was to study whether a full corrugated girder model is needed
for structural analysis or if a more simple model is sufficient to explain a similar re-
sponse. The stress distributions from the models were compared to previous test
results described in Section 2.6.2.4. The results showed that the stresses differed
between 0.7 - 8.5%, 0.5 - 8.7%, and 3 - 10.8% for the full-girder, three-corrugation
and the single-corrugation model compared to the tested girder, respectively, see
Table 2.2. The authors concluded that a single-corrugation finite element model
can be used with sufficient accuracy (Ibrahim et al., 2006).

Furthermore, OFAT analyses were executed studying how the stress concentration
was influenced by the bend radius R. As described in Section 2.2, sinusoidal corruga-
tion performs better in regard to fatigue than trapezoidal corrugation. Therefore, a
case of maximum radius, Rcircular, of which the inclined fold and parallel fold would
tangent in their mid-lengths, was initially calculated for the trapezoidal corrugation.
This maximum radius was then compared to an increasing actual bend radius for
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Table 2.2: Difference of FE-models to experimental tests.

Model Minimum stress difference Maximum stress difference
Full girder model 0.7% 8.5%
Three wavelength model 0.5% 8.7%
Single wavelength model 3% 10.8%

the trapezoidal corrugation. By subsequently increasing the bend radius, the stress
concentration factor (SCF) was gradually reduced at the S-point. The authors con-
cluded that the fatigue life of the trapezoidal corrugated detail could increase to
that of a sinusoidal corrugated detail if the bend radius was larger och equal to one
fourth of the bend radius in case of sinusoidal corrugation.

2.5.3 B. Kövesdi, B. Jáger and L. Dunai (2012)
In this study, numerical analyses were conducted to examine the behavior of cor-
rugated girders under different loading conditions. Before adjusting the loading
situation, the FE model was first verified by modeling the girder with the same con-
ditions as the experimental specimens. After the structural response of the FE model
conformed with the experimental results, the loading conditions were changed. The
study examined the influence of applying a three-point bending load on an inclined
or a parallel fold. Furthermore, various cases were examined based on the number
of half-corrugation waves between the support and the loading point. The results
showed that the most unfavorable loading situation regarding the additional trans-
verse bending moment was when supports and loading were located in the middle of
an inclined fold with a whole number of corrugation lengths between the supports
and loading point. From these findings, Kövesdi et al. (2012) concluded that the
previous analytical formula, explained in Section 2.4 does not capture the additional
stresses for this most unfavorable scenario. The authors then suggested an enhanced
and simplified expression for describing the average and maximum local transverse
bending for trapezoidal corrugations:

Mt,avg = V ·Hc

4 · hw
· (2 · lpar + linc,hor) (2.3)

Mt,max = V ·Hc

2 · hw
· (2 · lpar + linc,hor) (2.4)

where V is the shear force in the section.

2.5.4 Z.Y. Wang, Q.Y. Wang and Y.Q. Zhang (2013)
In 2013, Wang et al. (2013a) conducted both experimental and numerical analy-
ses to study small-size welded details. The details consisted of half a corrugation
wavelength with web welded to a flange, see Figure 2.8. The fatigue behaviour was
examined for details with corrugation angles of 30° and 45° during cyclic tensile
loading subjected to the flange. The results showed that both for the experimental
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and numerical analysis, the details with 45° corrugation angles achieved a higher
stress concentration factor, thus shorter fatigue lives of roughly 50%. Furthermore,
the location of the S-point approached closer to the parallel fold as the angle was
increased. The authors also concluded that effective notch stress analysis is use-
ful when determining critical stress concentrations as they conform well with the
experimental data.

Figure 2.8: Corrugated small-scale weld detail.

2.5.5 S.Y. Wang, Q.Y. Wang and R.J. Jiang (2015)
Wang et al. (2015) examined the interaction of flange thickness tf and corrugation
angle θ using effective notch stress approach. The flange thickness was increased
from 5 mm to 10 mm for a girder with a constant 45° corrugation angle. The
doubling of the flange thickness showed an increase in fatigue life of 133% due to
the reduced stresses in the flange when subjecting the model to the same load.
However, the increase in flange thickness will substantially increase the structural
weight of the girder, approximately by 50%. The same procedure was subsequently
performed for a girder with a corrugation angle of 30°. It could be seen that a
reduction in corrugation angle corresponds to a fatigue life increase of 35% which
corresponds approximately to an increase of flange thickness of 2 mm. The authors
recommendation from a material’s weight point of view was to reduce the corrugation
angle rather than increase flange thickness for better fatigue resistance. Results by
Wang et al. (2015) are presented in Figure 2.9.
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Figure 2.9: Fatigue life estimation as a function of tf and θ.

2.5.6 J. Xu, H. Sun, S. Cai, W. Sun and B. Zhang (2019)
Several OFAT parametric analyses were made in this study. The parameters that
the authors examined were:

• θ, corrugation angle.
• R, bend radius.
• aw, weld throat thickness.
• α, inclination angle between flange and horizontal axis.

The influences of these parameters were compared by the varying stress concentra-
tion, described by the maximum principal stress measured at a distance of 2 mm
from the weld toe at the critical S-point. Initially, the corrugation angle was ex-
amined. By increasing the angle from 30° to 60°, the authors concluded that the
stress concentration was increased by approximately 30%. The bend radius was in
the same way examined by a varying range between 50 and 200 mm. The results
showed that the concentration factor was reduced by 30.9% for the total range but
approximately half of the reduction was located between R=50mm and R=100mm.
This suggests that a minimum value of R equals 100 mm for this girder would be
suitable Xu et al. (2019). The authors also confirmed this suggestion with design
code recommendations from The Chinese National Standard which states a recom-
mendation for R equal to a minimum of 97 mm or 15 times the web thickness. The
inclined angle of the oblique flange, α was supposed to represent a box girder case.
This angle was modelled between 10° and 30° in relation to the horizontal axis. The
results showed that the stress concentration is lowered marginally with 1.7% with a
decrease from 30° to 10°. Finally, the weld size was examined within a range of 6 to
10 mm. The largest 10 mm weld raised the stress concentration by 3.8% compared
to a size of 6 mm. This parametric study mostly follows the conclusions from previ-
ous authors except for the study of the weld size. Previous authors e.g Kövesdi and

14



2. Literature review

Dunai (2014), have concluded by experimental tests that the weld size is a major
factor affecting the fatigue life. This difference could be explained by challenges in
numerical modeling of representational welds.

2.6 Experimental studies
Numerous laboratory tests have been executed to acquire an understanding of how
a corrugated web girder made of carbon steel is affected by different kinds of loading
and their interactions. However, not as many fatigue tests have been performed due
to two main reasons. First, experiments within this topic are normally expensive
due to that large scale specimens are required to achieve a realistic behaviour of
the girders and secondly, due to the time-consuming nature of high cycle fatigue
testing. Therefore, every experiment that has been previously executed is valuable
to include to understand fatigue resistance of these type of girders. Since the girders
vary in many aspects e.g. geometry, type of loading and welding procedure, it is
important to carefully review every test to understand which tests are relevant and
comparable to each other. This section covers how the tests have generally been
performed and which conclusions that can be drawn from them.

2.6.1 Test procedure
The tests have been performed similarly by three-point or four-point bending, see
Figure 2.10. Strain gauges are generally placed along the beam, especially through-
out the flanges. Prior to fatigue testing, the specimens are loaded statically to obtain
the static response of the girder. The specimens are subsequently subjected to cyclic
loading at different stress ranges until either failure occurs or that the testing time
has ended, defined as "run-out". During the test, the girders are visually examined
for cracks and the strains are measured by the strain gauges. The deflection in
mid-span is often measured using linear variable differential transformers (LVDTs).

Figure 2.10: Conceptual three- and four-point bending of beams.
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2.6.2 Previous experiments
Different techniques and focus for e.g loading and welding have been effectuated
by previous authors. It is therefore essential to examine how the tests have been
performed to be able to determine comparable results. The main differences in
geometry and load situation of the various tests are presented in Table 2.3. The
stresses (∆σnom) are defined as the maximum nominal stress ranges at the top of
the bottom flange at fracture location. This section will follow the same structure as
previous Section 2.5 by briefly describing the experimental studies from the literature
along with their findings.

2.6.2.1 J. D. Harrison (1965)

The first fatigue experiments for corrugated web girders were performed by Harri-
son (1965). Two sinusoidal girders were tested in four-point bending at measured
average stress ranges in the flange of 185 MPa and 156 MPa. The two girders failed
at 1.1 and 2.35 million cycles, respectively. The first girder failed prematurely from
a notch in the flame cut edge of the tension flange. For the second girder, Harrison
(1965) reported several cracks initiating from the web-to-flange fillet weld. Both
girders failed outside the pure bending zone where combined shear and moment
occurs, explained in Section 2.4.

2.6.2.2 M. Korashy and J. Varga (1979)

Korashy and Varga (1979) tested 18 stiffened steel girders with different geometries
in four-point bending. Eleven girders were stiffened by discrete (DI) sinusoidal cor-
rugation while the other seven were conventional I-girders with vertical stiffeners.
The calculated nominal stresses for the partial corrugated specimens varied between
132-216 MPa with associating fatigue lives between 1 and 2.7 million cycles. The
study focused on how corrugation affected the fatigue life compared to convention-
ally stiffened girders. The results from Korashy and Varga (1979) reported that the
sinusoidal shaped girders showed approximately 25% increased fatigue life compared
to the conventional I-girders due to the reduced stress concentration, described in
Section 2.3.

2.6.2.3 R. Rodriguez (2000)

Rodriguez (2000) investigated how bearing stiffeners affect the fatigue life of CWGs.
The experiments were performed by testing six girders with varying stiffener types
under cyclic loading. Rodriguez (2000) concluded that the vertical stiffeners should
not be attached to the tension flange and cut short to avoid the stress region in
the flange and lower web. Furthermore, the best location of the vertical stiffener
was determined to be in the center of the inclined fold. This is due to the reduc-
tion of the eccentricity of the applied load with respect to the web. Even though
these are valuable results, only the sixth specimen from this study is comparable to
the other studies since they share the same stiffener situation. It should be noted
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that the failure modes for Rodriguez (2000) specimens differ from the rest of the
experimental tests mentioned in this report, some of them even develop cracks in
the compressed flange. The only specimen that shows the same failure mode as the
rest of the experimental test and which also share the same stiffener situation is, as
mentioned, specimen number six. This should be kept in mind if data points gath-
ered from (Rodriguez, 2000) would deviate from trends seen for test data gathered
for the other experiments mentioned in this section.

2.6.2.4 S.A. Ibrahim (2001)

The first experiments of plate girders with trapezoidal corrugation was completed
by Ibrahim (2001). The six specimens with the same geometry were subjected to
four-point bending with different stress ranges. The nominal stress ranges spanned
from 64.7 MPa to 161.8 MPa which resulted in fatigue lives between 17.61 and 1.24
million cycles, respectively. All the girders failed within the constant moment zone
unlike the previous experiments but still at the critical S-point, described in Sec-
tion 2.2. The first of the six girders failed prematurely due to a start-stop of the
weld at the inclined fold line between the longitudinal and inclined folds where high
stresses arise. As the first specimen did not result in the expected fatigue life, the
sixth specimen was performed as a repetition of the first girder but with the weld
start-stop adjusted to be located at the middle of the inclined fold instead. This
change resulted in a fatigue life increase from 2.61 to 9.34 million cycles.

2.6.2.5 H. H. Abbas (2003)

Prior the experimental testing, Abbas (2003) determined the theoretical critical
fatigue points by analytical methods, which is special for this study. Abbas (2003)
concluded that the stresses in the tensile flange in the shear region were higher than
the stresses within the constant moment zone due to flange transverse bending,
described in Section 2.4. The points where the maximum stresses were expected to
be located were therefore post-weld treated using ultrasonic impact treatment (UIT)
to improve their fatigue strength. Abbas (2003) then completed fatigue testing of
eight girders with trapezoidal web corrugation. The girders had repetitive geometry
and were subjected to four-point bending. Three girders were first tested at a higher
stress range of 138 MPa which resulted in fatigue lives between 1.3 and 1.45 million
cycles. A lower stress range of 103 was then subjected to another set of three girders
which resulted in two run-outs and one premature failure. The two run-outs were
terminated after 7.3 million cycles. For the test failing prematurely, a defect was
noted in the web-to-flange fillet weld which interrupted the test at 2.56 million cycles.
The last two test girders were re-fabricated from one beam of each prior test set.
These girders used robotic welding instead of semi-automatic welding to evaluate the
effect of welding procedure on fatigue resistance. The results showed that robotic
welding increased the fatigue life by approximately 42%. Stress ranges of 110 MPa
and 138 MPa gave fatigue lives of 3.5 and 1.99 million cycles, respectively.
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2.6.2.6 N. Kotaki, A. Ichikawa, E. Sasaki, C. Miki and T. Hosaka (2003)

In this particular study, two tests were performed on a large scale system level which
means that the girders were tested in sets of two. This resulted in two specimens
more similar to a complete bridge. The two sets of beams were tested in four-
point bending and the nominal stress ranges at the top of the bottom flange were
calculated to 150 MPa for both specimens. The fractures occurred in the constant
moment zone close to the support after 1.38 and 1.60 million cycles (Kotaki et al.,
2003).

2.6.2.7 J. Machacek and M. Tuma (2006)

In 2006, Machacek and Tuma (2006) tested ten beams with sinusoidal corrugations
and stiffeners welded to the upper and lower flange under cyclic shear load. The
specimens were loaded under three-point bending with shear stress ranges that var-
ied between 30 MPa to 60 MPa which resulted in fatigue lives between 0.77 and
2.72 million cycles. Machacek and Tuma (2006) set the run-out limit for the exper-
iments at 3 million cycles. Four of the specimens reached run-out, two specimens
failed due to a crack in the upper flange to web weld, three specimens failed due
to a crack in the stiffener to web weld and only one of the tested beams failed in
the bottom flange to web weld. Due to the different stiffener and load configuration
of these tests compared to other authors mentioned in Section 2.6, the results from
this study are not comparable with other studies. Nevertheless, the authors provide
valuable recommendations for fatigue design of girders with sinusoidal corrugated
webs under shear and transverse loading.

2.6.2.8 Z. Y. Wang, Q. Y. Wang and Y. Q. Zhang (2013)

Two trapezoidal corrugated girders were tested under three-point bending by Wang
et al. (2013b). The girders were designed with the same geometry but with different
corrugation angles of 30.6° and 45°. The nominal stress ranges were calculated to
147.2 and 118.9 MPa which resulted in fatigue lives of 1.05 and 3.27 million cycles,
respectively. However, the first girder with a corrugation angle of 30.6° failed ear-
lier than predicted from a notch in the flame cut edge of the flange plate. In this
study, Wang et al. (2013b) tested two additional girders including scallops (weld
access holes) in the web. These scallops resulted in high stress concentrations at the
cut-outs and a substantially lower fatigue life and are therefore not comparable to
the other girders discussed in this thesis.

2.6.2.9 B. Kövesdi and L. Dunai (2014)

Kövesdi and Dunai (2014) tested a total of six girders with trapezoidal corrugation.
The overall geometry of the specimens was kept constant while the loading situation,
stress ranges and the weld sizes varied. Two specimens were tested under four-point
bending and four specimens under three-point bending. The stress ranges varied be-
tween 100.6 MPa and 148.81 MPa and the fatigue lives resulted between 1.31 million
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and 3.27 million cycles. The two specimens tested under four point bending and one
of the specimens tested under three point bending did not fail and reached run-out
after 4 million cycles. Noteworthy from the three remaining tests, all loaded with
approximately the same stress range, is that when the weld size increased from 3mm
to 6mm the fatigue life decreased with almost 40%. This indicates that the weld size
of the flange to web connection plays an important role in the fatigue life of these
girders. Furthermore, Kövesdi et. al conducted a statistical analysis of the results
obtained from their tests together with results obtained from previous authors to
determine a characteristic fatigue strength for trapezoidal corrugated web girders.
The results suggested that trapezoidal corrugated web girders with corrugation an-
gle θ < 39° can be considered to be in fatigue detail category 90 according to EN
1993-1-9, although further investigation was suggested to study how the corrugation
geometry affects the fatigue detail category.

2.6.2.10 Z.Y. Wang, Q. Y. Wang and R. J. Jiang (2015)

This study is a repetition of the experiment performed by Wang et al. (2013b), de-
scribed in Section 2.6.2.8. Two girders with the same geometries and stress ranges
but with corrugation angles of 30° and 45° were subjected to three-point bending.
The specimens with corrugation angles of 30° and 45° failed after 3.31 and 3.24 mil-
lion cycles, respectively (Wang et al., 2015). Since the location of the final fracture
was not reported, additional contact with Z.Y. Wang regarding these girders was
sought. Clarification from Wang provided additional information that the girders
failed in regions close to the support (approximately 440-500 mm from the support)
which was not expected due to a substantially lower stress range in that section
(Personal contact, Wang (2020)).

2.6.2.11 J. Xu, H. Sun, S. Chai, W. Sun and B. Zhang (2019)

The largest beam tested under cyclic loading was studied by Xu et al. (2019). The
12 meter long girder with trapezoidal web profile and oblique flanges was tested
under four-point bending. A nominal stress range at fracture location of 62.95 MPa
resulted in a fatigue life of 5.74 million cycles. The girder failed outside the constant
moment zone.
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2.6.3 Summary of experimental studies
The review of the experimental results suggests that they are partly confirming and
partly contradicting the theoretical predictions in terms of cracking locations along
the beams and/or the fatigue life of the details. To increase the comparability of
results, the specimens have been condensed to a smaller number of girders. The
girders have been sorted by geometry, stiffener configuration and according to rec-
ommendations from the guide for statistical analysis for fatigue results (Schneider
and Maddox, 2003) and the background document of Eurocode EN 1993-1-9 (Sed-
lacek et al., 2003).

The tests that have reached run-out or failed prematurely add to the uncertainty
in the corresponding fatigue life. This uncertainty can both lead to a significantly
lower or higher prediction of the fatigue class and are therefore excluded from fur-
ther processing. This is supported by recommendations from Schneider and Maddox
(2003). It is worth noticing that many experiments have failed prematurely due to
weld defects even though inspections were performed prior to testing. This proves
the importance of quality welding.

For the geometry of the girders, previous authors have concluded that corrugation
type, existence of some structural details (e.g scallops), and loading type change
the stress concentration and cracking modes. Therefore the sinusoidal and discrete
corrugations, girders with scallops and deviant stiffener configurations are excluded,
along with girders tested in shear. Hence, the final girders that are determined
to be comparable for post-processing all share trapezoidal corrugations, have not
failed prematurely or reached run-out, and have similar loading, cracking, and stiff-
ener situation. The factors that still differ are the individual trapezoidal geometries,
stresses, fracture zone, three or four-point bending and in a few cases, the welding
procedure.

Two unexpected findings were noticed, namely the fracture zones for the four and
three-point bending. Theoretically, due to the additional transverse bending mo-
ment, fracture is predicted in the zones where high moment and high shear occur
but the experiments show that this is not certain. Approximately half of the girders
from the four-point bending cases fail in the constant bending zone which suggests
that the transverse bending induced by shear flow is not that significant in these
cases. Similarly, for specimens subjected to three-point bending, fracture location
is predicted close to where maximum shear and bending stresses occur, thus in the
middle of the span. Often, this is a correct predication but a few experiments result
in cracking at a distance away from the load position. The properties of all tested
specimens and properties of the specimens used for further evaluations can be seen
in Table 2.3 and 2.4, respectively.
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2.6.4 Analysis of experimental studies
From the comparable data gathered in the previous chapter, two S-N curves for
trapezoidal corrugated web girders have been established as shown in Figure 2.11.
Since the number of data points is limited, the best-fit regression lines are estimated
with a fixed slope of 1:3 as recommended by the guide on statistical analysis of
fatigue data for welded details (Schneider and Maddox, 2003). The solid black and
gray S-N curves represent a fatigue class (95% confidence limit) where data points
over 5 million cycles have been excluded and where data points over 5 million cy-
cles have been included, respectively. The exclusion of data points over 5 million
cycles is based on recommendations from the background document of EN 1993-1-9
(Sedlacek et al., 2003) and Schneider and Maddox (2003). These recommendations
are provided to accurately estimate the best-fit regression line with regard to the
constant amplitude fatigue limit (CAFL). However, since every valid data point is
valuable and the number of valid data points is restricted, an S-N curve is also
calculated, including data points over 5 million cycles to investigate their effect on
the fatigue class. The inclusion of the three points located above 5 million cycles is
motivated by the fact that the fatigue response in reality often shows fatigue damage
even for stress ranges below the predefined CAFL. As can be seen in Figure 2.11,
the difference between the two characteristic S-N curves are not that significant and
the suggestion is therefore to follow the recommendations from EN 1993-1-9 and
the guide from Schneider et. al, which in this case gives a more conservative fatigue
class for the observed detail.

Two points with a low stress range can be noted from Rodriguez (2000) and Xu et al.
(2019). These points are located above 5 million cycles and should be excluded from
S-N curve calculations by recommendations from Eurocode (EN:1993, 2005) and
the guide on statistical analysis of fatigue data by Schneider and Maddox (2003).
Nonetheless, the deviance of these data points compared to the rest of the data
points is interesting. These two specimens were tested at a relatively low stress
range which in general explains their ability to sustain a large number of load cycles
even though they are found below the CAFL. The first explanation to this is that
fatigue still can occur below the CAFL and therefore not fully representative of the
reality. An explanation for the less number of cycles for the data point produced
by Xu et al. (2019) compared to Rodriguez (2000) could be that this specimen is
substantially larger than the rest of the specimens seen in Figure 2.11, and as stated
by Fisher et al. (1974), larger specimens in general shows lower fatigue lives than
smaller specimens. Another explanation could be that the oblique flanges on this
specimen decrease the fatigue performance, although Xu et al. suggest that the
inclined angle of the oblique flanges should have a relatively small impact on the
fatigue performance of the girder, see Section 2.5.6. A third explanation could be
that this specimen has relatively large welds and high corrugation angle compared to
the other specimens, which should decrease the fatigue performance of the specimen.
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Figure 2.11: Summary of previous fatigue tests on trapezoidal CWG.

To post-process the data gathered in Figure 2.11 and to evaluate the findings pre-
sented in Sections 2.4 and 2.5, comparisons were performed between tests and pa-
rameters for individual specimens. Two distinct outliers can be recognized in Figure
2.11, namely two points from Wang (2015) and Kövesdi (2014). The most probable
explanation to this, found in the previous sections is that the weld thicknesses of
these two specimens are substantially lower than for most of the remaining speci-
mens (3mm compared to 5-8mm for most of the remaining specimens). The effect of
weld size on fatigue performance on corrugated web beams was reported by Kövesdi
and Dunai (2014) where it could be seen that by increasing the weld size from 3mm
to 6mm, the fatigue life decreased substantially due to larger internal defects, in-
creased residual stresses and larger stress concentrations at weld toe (Fisher et al.,
1970, 1974). There are however differences in other critical parameters between
these points which should have an effect on the fatigue performance. For example,
the outlying point from Kövesdi has a larger corrugation angle than the deviant
point from Wang, which should decrease the fatigue performance in comparison to
the aforementioned point. The ratio between additional transverse bending and
global bending moment of the bottom flange is concurrently larger for the point
from Wang. This suggests a counteractive behaviour between parameters, resulting
in the two points with different geometries still showing similar fatigue performance.
The remaining specimens from Wang (2013) and Wang (2015) also have weld thick-
ness equal to 3mm but still performs considerably worse than the outlier by Wang,
this can again be originated to their substantially higher corrugation angle.
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The specimens of Ibrahim follow the regression line relatively accurate since the gird-
ers have the same geometry with no well-distinguished parameter and are tested in
different stress levels. A grouped scatter can be seen between 1.4 and 1.6 million
cycles. These girders are from Kotaki, Kövesdi and Abbas and are tested in similar
stress ranges. The girders result in similar fatigue lives probably since the geometries
from these authors are similar with only a few exceptions. Abbas data point shows
marginally worse performance probably due to the higher weld thickness of 8 mm.
Kövesdi and Kotaki however, have similar weld sizes (5-6 mm) but a large difference
in corrugation angle. The specimens from Kotaki have a low corrugation angle of
30° compared to Kövesdi’s 39° which lead to a small increase in the fatigue resistance.

Abbas experiment also produced two deviant points which demonstrate a slightly
higher fatigue performance than the rest of the specimens in the same test, this
can be explained by that these two specimens were both robotic welded while the
remaining three specimens were semi-automatic welded which would result in poorer
weld quality and thus poorer fatigue performance.

2.6.4.1 Statistical analysis

To statistically prove the observations in the above section regarding the significance
of single geometry parameters on fatigue performance, statistical analyses are per-
formed. The aim of the statistical evaluation is to determine if the data in Figure
2.11 belong to different populations based on geometry parameters, which would
yield different fatigue classes. Statistical evaluations are useful when larger data
sets with numerous parameters are involved since it can be challenging to assert an
overlying trend. In the best practice guide for statistical evaluation by Schneider and
Maddox (2003), several statistical tests are provided to evaluate statistical differ-
ences between data sets. Particularly tests that evaluate the statistical equivalence
between two sets of S-N curves have been used in this analysis. These tests include
whether the slopes or the intercepts of two S-N curves are consistent. As previously
mentioned, a fixed slope of 1:3 is chosen for the calculation of the S-N curves in this
thesis and a test whether the slopes of two S-N curves are consistent is therefore un-
necessary. Only the statistical equivalence between the intercepts of two S-N curves
was therefore tested. Equation 2.5 from the recommendations by Schneider and
Maddox (2003) was used to evaluate the intercepts and is presented below. If the
condition of Equation 2.5 is true, the null hypothesis is accepted meaning that the
two data sets belong to the same population and no statistical difference between
the intercept of the two regression lines can be observed, see Figure 2.12. Thus, if
the null-hypothesis holds true, no statistical difference in fatigue performance can
be observed. The data points included in the statistical evaluation are those that
are located below 5 million cycles in Figure 2.11.
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Figure 2.12: Procedure of Statistical Evaluation.

Previous knowledge from sections 2.4, 2.5 and Eurocode suggests a number of pa-
rameters that should have a significant effect on the fatigue performance and the
data were therefore sorted and evaluated based on these. The factors studied were
the corrugation angle θ, bend radius R, weld thickness aw, flange thickness tf , l/tf -
ratio, R/Rcircular-ratio and the "σt/σnom-ratio".

The corrugation angle and bend radius are included since they are stated by numer-
ous authors to be major factors influencing the fatigue resistance. This has been
proven by authors analytically and numerically as well for experiments studying
small size weldments. The flange thickness, weld size and l/tf -ratio are parame-
ters commonly appearing in EN 1993 for determination of correct fatigue class of a
structural detail. Therefore, they are also included to see their influence on fatigue
performance. As explained in Section 2.5.2, Ibrahim (2001) concluded by numerical
studies that by increasing the bend radius to one fourth the length of an equiva-
lent sinusoidal shaped girder, the stress concentration could be significantly reduced
and therefore the R/Rcircular-ratio is investigated. The σt/σnom-ratio is a hypoth-
esis that a trend could be seen if a certain CWG geometry would result in a high
transverse bending stress compared to the longitudinal stress in the flange. If the
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hypothesis would hold true, many factors would be indirectly included in this ratio
since θ, Lpar, Linc, HC and hw are needed to calculate σt. The additional transverse
bending stresses were calculated for the girders according to the simplified fictitious
load model, according to equation 2.3 by Kövesdi et al. (2012)

The above-mentioned factors are expected to influence the fatigue performance of
the specimens and the data are therefore initially sorted into batches with high and
low values. If a significant difference is found, the data will be further divided. Table
2.5 shows the parameters studied in the statistical analysis and the ranges for the
high and low categories.

Table 2.5: Factors tested for statistical significance.

Parameter Low cat. High cat.
Corrugation angle, θ θ < 37° θ ≥ 37°
Bend radius, R R ≤ 60mm R > 60mm
Flange thickness, tf tf < 15mm tf ≥ 15mm
l/tf l/tf < 85 l/tf ≥ 85
R/Rcircular R/Rcircular < 0.25 R/Rcircular ≥ 0.25
σt/σnom σt/σnom < 0.17 σt/σnom ≥ 0.17
Weld thickness, aw aw < 5mm aw ≥ 5mm

The statistical evaluation did not indicate a significant difference between any of
the data batches, which does not conform with previous knowledge. This could
however be originated to a number of reasons and/or a combination of them. One
reason could be the general scatter often seen in fatigue test data as a result of
several factors, such as high variability of residual stresses and internal weld defects.
Another reason is the low number of specimens. This is problematic for statistical
analysis since every individual point has a high impact on the result. Finally, there
is a possibility that the complex combined action of several parameters trumps the
influence of one single parameter.

As the statistical evaluation was unsuccessful in grouping the data, further analyses
are performed for the whole data set. Since highly deviant data points influence sta-
tistical results substantially in small data sets, those points are normally excluded.
This is also recommended by Schneider and Maddox (2003) and therefore, the out-
lying data points from Kövesdi and Wang are ignored in order to further investigate
the cluster closer to the mean regression line.
As expected, when calculating the regression lines for the reduced data set, the mean
lines are lowered when these high values are excluded. However, the characteristic
curves result in higher fatigue classes. This is explained by significantly reduced
scatter and standard deviation which results in a tighter safety margin, see Figure
2.13. A second statistical evaluation is performed for the reduced data set using
the same parameters shown in Table 2.5, including weld size. Still, no significant
difference can be determined for the data. As stated previously, it probably owes to
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the large number of parameters affecting the fatigue resistance which could therefore
balance each other out when they are not considerably different.
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Figure 2.13: Summary of previous fatigue tests on trapezoidal CWG, excluding out-
liers.

Alternatively, visual examination of the reduced data set is carried out by plotting
the values with regard to different parameters. When plotting against flange thick-
ness, it can be seen that the points are roughly grouped into two clusters, with the
exception of two values from Abbas’ experiments, see Figure 2.14. From the group
where the girders have high flange thickness, the points from Abbas show higher
fatigue resistance compared to the other points from the same author. These points
appear to have no extraordinary geometry. The only difference was that they be-
longed to girders that were produced by robotic welding instead of a semi-automatic
procedure. This finding shows the importance of weld quality and could therefore
be questioned whether the results from Abbas are comparable to the other CWGs.
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Figure 2.14: Data points grouped by flange thickness category.

After excluding these points, it can be seen that the scatter is more distinctively
divided into two groups with low and high flange thickness, see Figure 2.16. The
grouping is supported by previous knowledge that flanges with low thickness ex-
perience a high stress gradient effect, meaning that stresses are rapidly decreasing
from the surface to the middle of the thickness. The gradient effect results in that
an appearing crack quickly grows outside a high stress zone, which could stop the
crack propagation, see Figure 2.15. This finding suggests that similar to many other
welded details in Eurocode, corrugated web girders could be grouped in different
fatigue classes in regard to their flange thickness. However, more test data is needed
to prove this statistically.

Figure 2.15: Stress gradient effect on thin and thick plates.
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Figure 2.16: Data points grouped by flange thickness category, excluding points from
Abbas.

When calculating the regression lines based on this grouping, two different char-
acteristic fatigue classes can be distinguished, namely FAT 108 and FAT 121, see
Figure 2.17. It is uncertain that these fatigue categories are precise but it could still
provide an indication of the effect of flange thickness on the fatigue performance
of CWGs. Furthermore, when selecting all the valid trapezoidal points (excluding
the outliers as recommended by Schneider and Maddox (2003)), their characteristic
fatigue category falls into a fatigue class 120, see Figure 2.13, which is higher than
what previous authors have suggested.
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Figure 2.17: Fatigue classes by flange thickness category.

2.7 Discussion of literature review
The conclusions from numerical and analytical studies conform generally well with
each other, agreeing on many stress raising parameters. As mentioned earlier, the
experimental results also conform relatively well with numerical and analytical stud-
ies within the same test, but they do not agree when comparing tests from different
authors. This is an interesting finding that both validate numerical and analytical
results, and acknowledges the complexity of interaction between parameters and the
importance of consistent conditions when performing fatigue testing.
Since the nominal stress method is a conventional method used to establish the
fatigue performance of welded specimens, the stress range where the final fracture
crack is expected is also calculated for every specimen. These stresses are then
compared to the actual nominal stresses at the final crack location and the results
show large differences. Using the theoretical nominal stresses lead to a substantially
higher scatter due to the fact that the cracking often appears at locations where
lower primary bending stresses are present. Therefore, the applicability of using
nominal stresses based on only primary bending when designing CWGs, which is the
current recommendation in Eurocode (EN:1993, 2005), would lead to a conservative
prediction of the fatigue life.
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Both Abbas (2003) and Kövesdi et al. (2012) recommend numerical analyses, es-
pecially for girders with multiple number of wavelengths due to the complexity in
analytical methods to best predict the structural response for a corrugated struc-
ture. However, many numerical analyses are still not able to capture where the final
fracture occur which should be considered when designing CWGs.

2.8 Conclusion of literature review
With the literature review presented in this chapter, it becomes evident that the
nominal stress method based on primary bending stresses leaves more to be desired
when it comes to predicting where along the girder the crack will initiate. It is stated
several times in the previous sections that the transverse bending of the flanges can
have a significant influence on the longitudinal stress component in the flanges.
However, the effect of the transverse bending of the flanges on the geometric stress
at the S-point has not been studied in the literature. Further investigation on this
could give significant insight into where along the girder the crack can be expected
to initiate. By studying the relation between the longitudinal nominal stress, the
additional longitudinal stress from transverse bending and the geometric stress, an
understanding for the stress state at critical points along the girder can be achieved
which serves a great purpose when designing bridges with corrugated web girders.

Furthermore, the literature does not provide a thorough and distinct way of how
to efficiently study the structural hot spot stress (SHSS) at the S-points along the
girder in finite element modelling. Insight in this will provide valuable information
for future researchers studying behaviour of CWGs. The following chapters of this
thesis are therefore providing a suggestion of a structured way of modelling CWGs
along with a comparison of different SHSS assessment methods available in the
literature, intending to find the most efficient model in terms of computational cost.
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As mentioned in Section 2.8, an investigation on the relation between nominal stress
coming from primary bending, transverse bending stress, and geometric stress, also
known as structural hot spot stress, at S-points along the girder will be performed.
In order to do this, several girders with varying geometries are modelled using the
commercial finite element software ABAQUS. In the following chapter the modelling
methods, type of elements, and stress evaluation methods used are presented and
discussed.

3.1 Analysis procedure
Previous authors have concluded that transverse bending of the flanges due to eccen-
tric shear flow in the web affects the stress state in the flanges and consequently the
fatigue performance. Although, the effect on the stress concentration at the fatigue
critical points due to transverse bending has not been investigated. It is important
to study this effect prior to performing further studies on single parameters and
their interactions in order to determine where along the girder a crack is expected.

As previously mentioned, the maximum transverse bending moment (for the worst
load and support condition with respect to transverse bending) can be described by
equation 2.4, first defined by Kövesdi et al. in 2012 (Kövesdi et al., 2012). This
equation is a function of the eccentric shear flow in the web and a few geometric
parameters. The equation is repeatedly presented below.

Mt,max = V ·Hc

2 · hw
· (2 · Lpar + Linc,hor) (2.4)

With equation 2.4 as background, four girder geometries that will result in a spec-
trum of transverse bending moment values applied to the flanges are chosen in order
to study their influence on the structural hot spot stresses at the S-points along the
girder. In addition to this, the parameter space chosen for the girder geometries is
chosen based on CWG geometries for bridges presented in Karlsson (2018). This
is done to attain cases closer to real bridge girders. The majority of the geometric
parameters are kept constant between studied girders in order to isolate the effect
on transverse bending to one parameter connected to the magnitude of shear flow
(hw) and one parameter connected to the corrugation geometry (Lpar).The common
geometry parameters for the models are presented in Table 3.1.
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Table 3.1: Common geometry parameters for test girders.

Parameter Dimension
Web thickness, tw [mm] 9
Flange width, bf [mm] 300
Flange thickness, tf [mm] 30
Corrugation depth, Hc [mm] 200
Projected fold length, Linc,hor [mm] 265.4
Corrugation angle, θ [°] 37
Bend radius, R [mm] 60
Weld thickness, aw [mm] 9

The varying parameters for this analysis are the height of the web and the length of
the parallel fold. The web height is chosen to study the magnitude of shear flow on
the fatigue critical point while the parallel fold length is chosen to study the effect
of change in corrugation geometry. These parameters are suggested to be the most
influential parameters with regard to local transverse bending moment according
to the formerly mentioned Equation 2.4. The matrix for the varying parameters
is presented in Table 3.2. This results in two long girders with different heights
(girders 2 and 4), and two shorter girders with different heights (girders 1 and 3).

Table 3.2: Variable parameters for test girders.

CWG 1 CWG 2 CWG 3 CWG 4
Web height, hw [mm] 1500 1500 3000 3000
Parallel fold length, Lpar [mm] 200 400 200 400

The four CWGs are modelled with the same number of corrugation wavelengths,
subjected to four-point bending. The total number of wavelengths is set to 15 and
the point loads are located at a distance of one-third of the full effective length from
the supports, similar to previous experiments. Hence, the models are divided into
three equal sections consisting of five full wavelengths where the middle section is
theoretically experiencing a constant bending moment and the other sections being
under combined shear and moment action, see Figure 3.1. This allows for a study
of two regions along the girder where 1) the longitudinal stress state in the flanges
is governed only by primary bending moment and 2) where the longitudinal stress
state in the flanges is governed by both primary bending moment and shear flow
in the web. In order to study the influence of transverse bending of the flanges on
SHSS at the S-points, a comparison between the stress concentration factor (SCF )
in the combined moment and shear region and the constant moment region is made.
In this case, the stress concentration factor is equal to the ratio between the hot
spot stress and the longitudinal stress coming from primary bending in the same
section, SCF = σSHSS/σp. A magnitude of 300kN was applied to both point loads
for every girder.
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Figure 3.1: FE Experiment setup.

As can be seen in Figure 3.1, the sectional forces are analytically explained with
"sharp transitions" under the point loads since the load distribution through the
depth of the girders is neglected. In reality and subsequently in FE-modelling, local
stresses at the point of application of concentrated loads are distributed through
the depth of the girders, resulting in a more smooth transition of shear force under
point loads.
Therefore, to assure a stress concentration factor that is excluding any effect of shear
force, a girder subjected to pure moment is modelled as shown in Figure 3.2.

Figure 3.2: Constant moment applied to girders.

Furthermore, one corrugation wavelength welded to a flange plate subjected to uni-
form tension is modelled, see Figure 3.3. This is done to investigate if a simplified
tension model could represent a whole CWG under pure bending. As suggested by
Wang et al. (2013a).
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Figure 3.3: Tensile forces applied to the flange detail of one wavelength.

3.2 Structural hot spot stress methods
In this section, a brief introduction to the concept of geometric or hot spot stress and
how it can be calculated according to the design codes (Hobbacher, 2016; EN:1993,
2005) is presented. The methods are further used and compared for the girders
mentioned in Section 3.1.

In the vicinity of a weld toe, the stress distribution through the thickness of the
plate becomes highly non-linear, see Figure 3.4. This non-linear stress distribution,
also referred to as notch-stress, owes to the overall change in geometry, the change
in stiffness, and to the local geometry of the weld toe itself. According to the In-
ternational Institute of Welding (IIW) standard, the structural or geometric stress,
also known as structural hot spot stress, is the stress that includes all stress raising
effects of a structural detail excluding the effect of local profile of the weld (Hob-
bacher, 2016). In other words, the non-linear peak stress caused by the weld toe
geometry is to be excluded from the notch-stress in order to achieve the hot spot
stress. This is typically done by linearly extrapolating stresses that are located at
a distance away from the weld toe. The exclusion of the non-linear peak stress is
sought due to three reasons. Firstly, it provides a consistent way of determining
the hot spot stress since a single-valued solution can be achieved. Secondly, it is
reasonable since the local weld geometry is usually not known in the design of a
welded detail. Thirdly, the peak stress is captured on the resistance side since the
SN-curves are obtained from fatigue testing. Additionally, the exclusion of the peak
stress provides a way to avoid the infinite stress concentration forming at weld toes
in finite element analyses due to sharp transitions between weld toe and plate.
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Figure 3.4: Notch stress at a weld toe (Hobbacher, 2016).

Besides the definition mentioned above, IIW also defines two types of hot spot
stresses in its standard (Hobbacher, 2016) as shown in Figure 3.5. Type a hot spots
are associated with weld toes on a plate surface, while type b hot spots are associated
with weld toes on a plate edge. The reason for dividing these hot spots into two
categories is the difference in stress distribution through the thickness of the cracked
plate. In type a hot spots, the distribution varies greatly through the thickness while
for type b hot spots, it is more uniform. For linearization of stress profiles in type a
hot spots, the thickness of the cracked plate is therefore considered as a parameter
while in type b hot spots, the thickness of the plate is not considered (Al-Emrani
and Aygül, 2013).

Figure 3.5: Hot spot types according to IIW standard. (Hobbacher, 2016).

The main advantage of the SHSS method is that the macro stress raising factors are
captured on the load side which reduces the amount of S-N curves needed on the
resistance side for evaluation of fatigue design. In IIW standard and Eurocode, there
are two SHSS classes representing load-carrying and non-load-carrying fillet welds
that correspond to FAT 90 and FAT 100, respectively (Hobbacher, 2016; EN:1993,
2005).
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In IIW standard there are several methods mentioned for evaluating hot spot stresses
for complex welded structures. Two standard procedures of calculating the struc-
tural hot spot stress at the weld toe are referred to as the "surface stress extrapo-
lation method" (SSE) and the "through-thickness at weld toe integration method"
(TTWT). Both of these methods are relatively cumbersome to use in finite element
analyses since they demand a certain amount of post-processing of stresses in order
to calculate the SHSS. This creates an incentive to compare these methods to other
IIW-approved methods that are more easily implemented in finite element analyses
like the 1mm stress method proposed by Xiao and Yamada (2004), since this would
considerably reduce the post-processing effort of the analyses. The following sub-
section presents an introduction to these three structural hot spot stress evaluation
methods and how they are implemented in the S-point model.

3.2.1 Surface Stress Extrapolation
As mentioned in Section 3.2, the surface stress extrapolation (SSE) is the standard
or conventional method used in IIW (Hobbacher, 2016). SSE is based on linear or
quadratic extrapolation of surface stresses at reference points at prescribed distances
away from the non-linear peak stress. An illustration of the extrapolation line can
be seen in Figure 3.6. The major advantage of the SSE method is that it can both be
implemented in finite element analyses and also be verified in physical experiments
by reading strain gauge measurements on the surface close to the weld toe. In finite
element analyses, the method demands a number of criteria regarding the mesh size
and shape for different types of hot spots. The S-point in corrugated web girders
characterizes as type a hot spot according to IIW standard. The recommended
evaluation method is therefore linear extrapolation using two reference points at
0.4t and t away form the weld toe, on a path perpendicular to the weld toe. This
perpendicular path can be challenging to define when post-processing results using
this method for complex geometries. Furthermore, when the correct path is found,
the stresses at the correct reference points need additional post-processing. The
hot spot stress is calculated using extrapolation equation 3.1 in IIW standard as
presented below:

σhs,SSE = 1.67 · σ0.4t − 0.67 · σ1.0t (3.1)
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Figure 3.6: Linear surface stress extrapolation.

3.2.2 Through Thickness at Weld Toe Integration
This method is based on separating the stress profile through the thickness of the
stressed plate at the weld toe into three components. The three components are the
membrane stress σm, the bending stress σb and the non-linear peak stress σnl. The
structural hot spot stress is then calculated by superposing σm and σb. The equations
for calculating σm, σb and σnl according to IIW standard are presented below, where
σ(x) is the relevant direct stress through the thickness of the stressed plate. In finite
element analyses, σ(x) can be defined as a list of nodal stresses at the nodes through
the thickness of the plate. This method is regarded to acquire accurate SHSS but
with the disadvantage of requiring a higher amount of post-processing.

σm = 1
t
·
x=t∫
x=0

σ(x)dx (3.2)

σb = 6
t2
·
x=t∫
x=0

(σ(x)− σm) · ( t2 − x)dx (3.3)

σnl = σ(x)− σm − (1− 2x
t

) · σb (3.4)

σhs,TTWT = σm + σb (3.5)
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Figure 3.7: Through thickness at weld toe integration.

3.2.3 1mm stress method
In 2004, a structural hot spot stress evaluation method was developed by Zhi-Gang
Xiao and Kentaro Yamada and is now accepted as an alternative method to evaluate
SHSS in IIW. In this method, the SHSS for a welded detail is equal to the stress cal-
culated 1mm below the surface, at the point where the crack is expected to initiate.
This method was first validated against a reference detail, a non-load-carrying cru-
ciform joint, where the 1mm stress was plotted against number of cycles in fatigue
tests. This revealed a sufficiently narrow scatter band where the lower band of the
data correlated well with fatigue class FAT 100 in IIW (Xiao and Yamada, 2004).
The method has since then been validated for several welded details including load
carrying welds (Doerk et al., 2003; Rong et al., 2014). Furthermore, Xiao and Ya-
mada suggested that for 3D elements the element length in the thickness direction
of the plate should not exceed 1mm, hence the name 1mm stress method(Xiao and
Yamada, 2004). The main advantage of the 1mm method is that only one nodal
stress is needed to calculate the SHSS which reduces post-processing effort consid-
erably, as well as making way for easier automation of the finite element analysis
and post-processing using computer scripts.
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Figure 3.8: The 1mm stress at a weld toe.

3.2.4 Hot spot stress in biaxial stress state
In the case of a biaxial stress state on the surface of the stressed plate, as is the
case for the girders mentioned in Section 3.1 IIW recommendations suggest using
the maximum principal stress if the principal stress acts within ±60° with respect
to the normal to the weld toe, and if the direction of the principal stress is not
changing during loading (proportional loading) (Hobbacher, 2016). Otherwise, the
stress perpendicular to the weld toe should be used to determine the structural
hot spot stress, see Figure 3.9. For the girders mentioned in Section 3.1, the angle
between the maximum principal stress and the normal on the weld toe is always
< 60° and the loading is proportional, which means that the maximum principal
stress at the S-point is used to calculate the hot spot stress.
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Figure 3.9: Hot spot stress at weld toe for biaxial stress state (Hobbacher, 2016).

3.3 Modelling of CWG
Since the SHSS evaluation methods demand very fine meshes in order to capture
accurate results in the vicinity of stress singularities, submodeling techniques pro-
vided by ABAQUS are used to reduce the overall model size and computational
time while attaining high resolution at areas of interest. Three levels of modelling
are used to capture the SHSS at the S-point where the point of crack initiation is
expected. The first-level model is the global model representing the full CWG. The
second-level model is defined as the intermediate model and represents one corru-
gation wavelength. The third-level and final model is defined as the S-point model
which represents the small region around the intersection of the parallel and inclined
fold. Submodeling is commonly performed as "cuts" from a larger model to a smaller
model representing a detail of the global model. The smaller model is consequently
constructed with more detail and assigned a finer mesh which then replaces the
larger model at the specific location. The common boundaries of the larger and the
smaller model are referred to as the cut boundaries which are located sufficiently far
from the point of interest to not be subjected to boundary distortions. All the mod-
els use the same material parameters and are calculated with linear elastic analysis
since stresses with regard to fatigue are sought. Despite that linear elastic analysis
and that submodeling technique is implemented, a large amount of computational
capacity is yet required to acquire the large amount of results from the analyses.
Therefore, the computations in this study are performed on resources at Chalmers
Centre for Computational Science and Engineering (C3SE), provided by the Swedish
National Infrastructure for Computing (SNIC). Furthermore, to quickly and accu-
rately generate models and to post process the results obtained in the analyses in
an efficient and structured way, python scripting is utilized. The python script used
for creating the global, intermediate and S-point models is presented in Appendix
A.
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3.3.1 Global model
The global system is modelled as a simply supported girder, either with full length
or half length by using symmetry condition at the middle of the girder, see Figure
3.10.

Figure 3.10: Simply supported girder, symmetry condition.

Generally, girders with symmetry condition are chosen for lower computational time.
Full-length girders are however chosen in cases where two load applications in four-
point bending are narrow and the constant moment zone is of interest. By using
full-length girders for these cases, the associating submodels can be placed at a
distance from the point loads, thus providing results more similar to the constant
moment in that zone.

In addition to the boundary conditions, the ends of the girders are modelled with
multi-point constraints (MPC). The I-section of the beam, highlighted in red, is
connected to a master node in the middle of the bottom flange using rigid beam
constraint, see Figure 3.11. The coupled constraints are assigned beam properties
and the master node is in turn assigned to the support conditions. The reason for
the additional constraints is to assure that the I-section at each girder end remains
plane in the Y-Z plane. This type of modeling additionally conforms with the three
and four-point bending experiments where transverse stiffeners usually are welded
to the ends.
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Figure 3.11: Rigid beam constraints at the I-section at the supports.

The geometric parameters that are needed to describe the global model are the
length of the beam along with the I-section profile, the corrugation depth, the cor-
rugation angle and the parallel fold length. The elements used in this model are
8-node quadratic, second-order shell elements (S8R). These elements are effective in
bending dominated problems and provides reliable results for small strain problems.
Furthermore, they are able to capture geometry induced stress concentrations in an
accurate way (Smith, 2009). The global model and the mesh used can be seen in
Figure 3.12.

Figure 3.12: Global model’s mesh.
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3.3.2 Intermediate model
Since the region of stress concentration at the point of interest in the global model
possesses a highly coarse mesh, it is not suitable to translate the global structural
response directly to the model representing the S-point. In that case, the cut bound-
aries of the S-point model would be too close to the stress concentration area in the
global model, which would yield inaccurate transformation of stresses to the bound-
aries of the S-point model. Therefore, an intermediate model is introduced to reduce
the size and increase the resolution of the stress filed in the vicinity of the S-point.
To transfer the structural response from the global shell model to the intermedi-
ate model, shell-to-solid submodeling is used. In shell-to-solid submodelling, the
submodel is made up of solid elements and replaces a region where shell elements
are used in the global model. Hence, the degrees of freedom are prescribed to the
surfaces of the submodel by using driving nodes meaning that displacements and
rotations at the common surfaces are mapped from the global model and numeri-
cally approximated to the intermediate model. An illustration of the intermediate
model connected to the global model is shown in Figure 3.13.

Figure 3.13: Overlay plot, shell-to-solid modeling. Global model composed of shell
elements drives the intermediate model made up of solid elements.

The intermediate model is designed as a full corrugation length to have the model
boundaries sufficiently far away from the S-point. The reason is again to avoid
influence from the model boundaries at the smaller region of interest. The elements
used in the intermediate model are ten-node quadratic tetrahedral solid 3D elements
(C3D10) with the advantage of accurately performing automatic meshing along with
high general-purpose properties (Smith, 2009). Furthermore, the intermediate model
level is where the bend radius and weld geometry are first introduced in the finite
element analysis. The intermediate model and its mesh is presented in Figure 3.14
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Figure 3.14: Intermediate model’s mesh.

3.3.3 S-point model
Even though the intermediate model has a more refined mesh than the global model,
it still does not provide desirable resolution in the stress field in the vicinity of the
S-point. Therefore, a second submodel representing the S-point is created to achieve
this. For the final model, solid-to-solid submodeling is used, meaning that the surface
of the submodel is driven by nodes from the intermediate model, see Figure 3.15.
Again, it is important to ensure that the cut boundaries for this model also are
located at a sufficient distance from the stress concentration area to ensure accurate
transfer of displacements, and subsequently stresses, from the cut boundaries. The
dimensions of the S-point model varies depending on the flange thickness. These
dimensions in x-, y- and z-direction are calculated with origin in the intersection
between the longitudinal fold and the parallel fold. In x-direction, the dimensions
are set to 2.5 times the flange thickness in both positive and negative direction, but
not more than a quarter of a wavelength in total. In z-direction, the dimensions are
set to the corrugation amplitude plus the projected length of the weld in positive
direction and 2.5 times the flange thickness in the negative direction. In y-direction,
the dimensions are set to 1/20 of the web height in positive direction and the flange
thickness in negative direction.
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Figure 3.15: Overlay plot, solid-to-solid submodeling.

The mesh for this model is required to be highly structured to be able to use the
geometric stress evaluation methods described in Section 3.2. As can be seen in
Figure 3.16, the mesh is arranged to be perpendicular to the weld toe with high
resolution (≤ 1mm) in the area of interest. By assigning this particular mesh struc-
ture, the three previously mentioned stress evaluation methods (SSE, TTWT and
1mm stress) can all be implemented for this model. The elements used are solid
twenty-node quadratic hexahedral elements (C3D20R) which are high performing
elements for linear elastic calculations (Smith, 2009).

Figure 3.16: S-point model’s mesh.
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3.4 Verification of Model
For validation of the models, a recreation of a girder from the experiments from
Ibrahim (2001) is performed. This beam is chosen since the author thoroughly doc-
uments the material parameters, geometric parameters and strain gauge locations
and readings. First, it is imperative in finite element modeling to ensure that the
mesh size of the model is sufficiently fine to not affect the results. A mesh con-
vergence analysis is therefore performed on each model. For the global model, the
average longitudinal stress (S11) across the top side of the bottom flange in mid-
span (path MCP1), see Figure 3.17, is recorded while the mesh size is successively
refined. When the error in stress between the current and previous iteration becomes
less than 2% the mesh size is deemed fine enough to have a negligible effect on the
results. For the intermediate model longitudinal stresses (S11) are recorded across
the top side of the bottom flange in the middle of a parallel fold (path MCP2), see
Figure 3.17, while the mesh is successively refined. The mesh for the intermediate
model is deemed fine enough when the error of the stress between the current and
previous iteration is less than 1%. For the S-point model, the mesh size is governed
by the mesh size restrictions for the 1mm stress method mentioned in Section 3.2.3
and a 1mm mesh size is assumed to give convergent results. A validation of this as-
sumption is presented in Section 4.1. A summary of the mesh convergence analysis
can be seen in Table 3.3 where the mesh sizes chosen for the models are highlighted.

Figure 3.17: Strain gauge and convergence path locations for convergence study of
FE mesh.
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Table 3.3: Mesh convergence for global model.

(a) Mesh convergence for global model

Global element size Stress at MCP1 Error [%]
bf/3 171.4 -
bf/6 179.4 4.4
bf/12 179.7 0.3

(b) Mesh convergence for intermediate model

Global element size Stress at MCP2 Error [%]
bf/6 176.96 -
bf/12 174.01 1.7
bf/24 173.32 0.4

When accurate meshes are achieved, validation of the FE model against the girder for
the actual experiment is performed. For the global model, this is done by comparing
stresses and deflection in the FE model to stresses and deflection recorded by the
strain gauges and the LVDTs in the experiments conducted by Ibrahim (2001),
see Figure 3.17 for the location of the strain gauges. The intermediate model is
then validated against the global model and the S-point model is validated against
the intermediate model by comparing stresses at the same locations in the models.
A comparison between stresses obtained in the models and stresses obtained from
Ibrahim (2001) can be seen in Table 3.4. It should be noted that it is difficult to
record the stresses in the models at the exact location of the strain gauges in the
experiments since the coordinates of these are not given. The same situation applies
when comparing stresses on paths between the models. As the mesh structure
changes between the models it is difficult to ensure that the paths have the exact
same coordinates. Obviously, this induces some error in the comparison between the
models and the readings from the experiments, nonetheless, the errors presented in
Table 3.4 are deemed acceptable as a validation of the models. Furthermore, between
the global and intermediate model, a comparison of stresses at a node that is ensured
to have the exact same location in both models have been made. The error between
these two stresses is very small, see Table 3.4b, which again proves the validity of
the models.
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Table 3.4: Comparison between FE models and experimental data from Ibrahim
(2001).

(a) Comparison between global FE model and experimental data

Global
FE model

Experimental
(Ibrahim)

Error [%]

Deflection at mid span [mm] 15.10 14.99 0.73
Stress at SGP1 [MPa] 181.45 171 5.76
Stress at SGP2 [MPa] 174.3 173.8 0.26

(b) Comparison between global FE model and intermediate FE model

Global
FE model

Intermediate
FE model

Error [%]

Stress at SGP1 [MPa] 181.45 178.47 1.6
Stress, node on tension flange
at mid span[MPa]

156.61 155.98 0.4

(c) Comparison between intermediate FE model and S-point FE model

Intermediate
FE model

S-point
FE model

Error [%]

Stress, on path [MPa] 183.81 186.28 1.3
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Results

This chapter presents the results obtained from the analyses mentioned in Chapter
3. The results are further discussed in Chapter 5.

4.1 Evaluation of SHSS methods
As mentioned in Section 3.2, a comparison between three methods for calculating the
structural hot spot stress at a weld toe is performed in order to do determine if the
more easily implemented 1mm stress method gives reliable results compared to the
conventional methods, SSE and TTWT. Figure 4.1 shows the maximum principal
stress contours for an S-point model located in the constant bending moment region.
A finding worth noticing in this contour plot is that the maximum principal stress
appears at the weld toe connected to the web in the middle of the bend radius, and
not in the S-point where it is expected.

Figure 4.1: Maximum principal stress contour at S-point in constant moment zone,
girder from the experiments by Ibrahim (2001).
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This finding suggests that a crack should initiate in the middle of the bend region at
the weld toe connected to the web, which does not conform to previous experimental
results. One explanation to why a crack is not observed at this location in the
experiments could be that the low thickness of the web plate combined with the
bending action subjected to the web induces a very sharp stress gradient through
the thickness of the plate, see Figure 4.2. In this case, an initial micro-crack would
grow out of the highly stressed region at an early stage which would stop the crack
propagation. It could also be a fabrication of the FE model since the stress decreases
dramatically over the distance of one element thickness, which makes this a highly
localized "stress singularity" and the SHSS evaluation methods might have difficulties
capturing this case.

Figure 4.2: Stress contour through web thickness, girder from experiments of Ibrahim
(2001).

With this as background along with the fact that cracks have not been observed
at this location in the experimental tests, this hot spot is excluded from further
investigation. The exclusion of this hot spot can also be motivated with the fact
that the main aim of this thesis based on the analyses mentioned in Chapter 3 is
to investigate the influence of transverse bending of the flanges on the SHSS at the
S-points along the girder.
When the weld toe connected to the web is excluded from the contour plot, see
Figure 4.3, the maximum principal stress appears at the S-point as expected. The
1mm stress, SSE stress and TTWT stress for girders by Abbas (2003) and Ibrahim
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(2001) are plotted in Figure 4.4 for an S-point located in the constant bending
moment region. For the girder by Ibrahim (2001), two mesh sizes were analyzed in
order to investigate the mesh sensitivity of the SHSS methods.

Figure 4.3: Maximum principal stress contour at S-point when web is neglected,
girder from the experiments by Ibrahim (2001).
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Figure 4.4: Comparison between structural hot spot stress methods.

Between the three methods, the 1mm stress method seems to be the most mesh
sensitive. Although it should be noted that the difference for the 1mm stress between
1mm mesh and 0.5mm mesh is < 4%, which can be deemed negligible. For further
analysis of the test girders, this finding serves as validation for using 1mm thick
elements when applying 1mm stress method to calculate the SHSS. Comparing the
three methods, it can be seen that 1mm stress and TTWT correlate the most and
result in higher structural hot spot stresses compared to SSE, which in case of fatigue
life assessment provides hot spot stresses that are more conservative. With this as
background along with the fact that the TTWT method is a conventional method
for calculation of SHSS according to IIW (Hobbacher, 2016), the 1mm stress method
is deemed to provide results that are reliable enough to use for further analyses of
the girders.

4.2 Stress state in bottom flange
In order to validate the assumptions made in Section 3.1 regarding the choice of
parameters that govern the magnitude of transverse bending of the flanges, a number
of graphs are produced. Figure 4.6 shows the transverse deflection along the south
edge (see Figure 4.5) of the bottom flange for all girders.
As predicted in Section 3.1, girder 2 experiences the largest transverse deflection
while girder 3 experiences the smallest deflection, which in turn would lead to the
largest and smallest transverse bending stresses, respectively. It should be noted
that the transverse deflection in this case is both governed by the transverse bending
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moment and the slenderness of the web. Meaning that for the deeper girders, girder
3 and 4, the flanges will be able to deflect more since the stiffness of the web in
the transverse direction is lower. This higher deflection does not necessarily mean
that the transverse bending stress is higher, which will be seen later in Section 4.2.2.
What becomes evident from Figure 4.6 is that the transverse bending of the flanges
can be described by a global and local bending action where the local action is
attributed to the "waviness" of the curves.

Figure 4.5: Definition of "North" and "south" edges along the bottom flange.
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Figure 4.6: Transverse deflection of bottom flanges for all test girders.

Figures 4.7 and 4.8 show the longitudinal stresses (S11) along the north and south
edges of the bottom flanges of the girders. The oscillation of the curves is again
attributed to the local transverse bending of the flange. The global transverse
bending action is less evident in these graphs but is presented later in this section.
Worth noting in figures 4.7 and 4.8 is that the maximum stress is constantly located
in the combined shear and moment regions, although for girder 3 (Figure 4.8a), the
maximum stress in the constant moment region is close to that of the combined
region.
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(b) Girder 2

Figure 4.7: Longitudinal stresses (S11) along north and south edge of bottom flange
for girders 1 and 2.

By extension this means that a crack should be expected in the combined region
for all four test girders, considering that the principal stress at the S-points on the
girders has more or less the same direction as the longitudinal stress at these loca-
tions. In case of girder 3, this expectation might not hold true since the maximum
stress in the constant moment region is very close to that of the combined region.
Referring back to the literature study in Chapter 2, this could be an explanation to
why some girders in the experiments fail in the constant moment region and others
in the combined region, meaning that girders that are subjected to a high amount
of transverse bending might be more prone to failure in the combined region.
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(a) Girder 3
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Figure 4.8: Longitudinal stresses (S11) along north and south edge of bottom flange
for girders 3 and 4.

In figures 4.9 and 4.10 three curves can be seen. The blue curves represent the
average longitudinal stress between the north and south edges of the bottom flange.
This curve is assumed to represent the primary bending stress along the girder and
the oscillation of the curve owes to the difference between contribution to flexure
from the web between a parallel section and an inclined section, as described in
2.4. The black curve represents the difference between average longitudinal stress
in the flange and longitudinal stress along the south edge of the girders. This
curve is assumed to represent the transverse bending stresses along the bottom
flange. Referring back to earlier in this section, the linear slopes of these curves is
attributed to the global transverse bending action and the oscillation to the local
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bending action. Validation of the distribution of these curves can be seen when
reviewing earlier work on the flexure behaviour of CWGs by Abbas (2003).
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Figure 4.9: Average and delta stresses for girders 1 and 2.
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The green curve represents the superposition of the black and blue curves. Note
that this curve produces the exact same stress curve seen in figures 4.7 and 4.8,
supporting that the longitudinal stress from primary bending and the transverse
bending stress indeed can be calculated as the average between the edge stresses
and the difference between the edge stresses and the average stresses, respectively.
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Figure 4.10: Average and delta stresses for girders 3 and 4.
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4.2.1 Comparison between average longitudinal stress and
bending stress from beam theory

To further investigate the longitudinal stress distribution in the flanges, the graphs in
figures 4.13 and 4.14 are produced. In these figures, the longitudinal stress is plotted
across the flange width in five sections for one wavelength(3) in the combined shear
and moment region and one wavelength(8) in the constant moment region. This is
done for girders 2 and 3 and the location of the sections can be seen in Figure 4.11.

Figure 4.11: Longitudinal stress sections girders 2 and 3.

The graphs show approximately a linear trend between the flange edges, which is
also supported by previous work by Kövesdi and Dunai (2014). Local reduction
in stresses appears where the web intersects the flange, which is reasonable. Since
the total longitudinal stress can be expressed as a superposition of primary and
transverse bending stresses (Abbas, 2003), and assuming that the transverse bending
stresses follow a "generic" bending stress distribution as illustrated in Figure 4.12,
the stress distribution in the sections can be approximated by the dotted lines in
figures 4.13 and 4.14.
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Figure 4.12: Superposition of primary and transverse bending stresses.
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Figure 4.13: Longitudinal stress profiles across the flange width in various sections
for girder 2.
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Figure 4.14: Longitudinal stress profiles across the flange width in various sections
for girder 3.

Following the reasoning of the superpositioned stress distribution in previous Figure
4.12, the primary bending stresses in the sections should be equal to the stress at
the centerline of the flange on the approximated dotted curves. This assumption
is checked by calculating the bending stresses in the sections with simple bending
theory, using Navier’s formula (see equation 4.1), and comparing them to the values
obtained from the approximated curves. Note that when calculating the second
moment of inertia for the girders, the "accordion effect" mentioned in Section 2.4 is
taken into account, thus neglecting the bending capacity of the webs. The compari-
son and the errors between the calculations can be seen in Table 4.1, which indicates
that this approximation is fairly accurate. Note that the largest error appears in
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section I in all cases. This section is located in the middle of a parallel fold and the
large error can repeatedly be attributed to the contribution to flexure capacity from
the web, which is neglected according to the "accordion effect". Note also the slope
difference between wavelength 3 and 8 for section V in all cases. Section V is located
in the middle of an inclined fold where the transverse bending moment should be
the largest. At wavelength 8 the slope of the line in section V is approximately
zero, indicating that the transverse bending stresses are close to zero in this section,
which is expected. At wavelength 3 the slope of the line a section V is the largest,
which is also expected.

σp = N

A
+ M

Iy
z (4.1)

Where:
N Axial force action on the cross section
A Area of the cross section
M Bending moment action on the cross section
Iy Second moment of inertia for the cross section
z Distance from center of gravity of the cross section to the point of interest

Section Beam
theory
[MPa]

Approx-
imated
[MPa]

Error
[%]

I 63.95 57.20 11.8
II 68.22 65.18 4.7
III 67.58 70.17 3.7
IV 68.86 72.85 5.5
V 71.05 72.63 2.2

(a) Girder 2, wavelength 3

Section Beam
theory
[MPa]

Approx-
imated
[MPa]

Error
[%]

I 142.11 128.02 11.0
II 142.11 136.63 4.0
III 142.11 142.09 0.01
IV 142.11 146.19 2.8
V 142.11 147.79 3.8

(b) Girder 2, wavelength 8

Section Beam
theory
[MPa]

Approx-
imated
[MPa]

Error
[%]

I 22.81 20.37 12.0
II 23.90 23.25 2.8
III 23.57 24.59 4.1
IV 24.23 25.64 5.5
V 25.35 25.91 2.2

(c) Girder 3, wavelength 3

Section Beam
theory
[MPa]

Approx-
imated
[MPa]

Error
[%]

I 50.69 45.42 11.6
II 50.69 48.22 5.1
III 50.69 49.98 1.4
IV 50.69 51.35 1.3
V 50.69 52.16 2.8

(d) Girder 3, wavelength 8

Table 4.1: Comparison between primary bending stress from beam theory and ap-
proximated primary bending stress.
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For further analysis, the longitudinal stresses along the bottom flanges of the gird-
ers are separated into stresses coming from primary bending and stresses coming
from transverse bending. Stresses from primary bending are calculated as the mean
value between the north and south edges of the girders and the transverse bending
stresses are calculated as the difference between the edge stress on the flange and
the primary bending stress.

For further analysis, section III is selected when calculating longitudinal stresses
from primary bending. This is motivated by that from a design perspective the
corrugation geometry of a CWG is often described without the bend radius, hence
the coordinates for that point analytically are easy to determine. Additionally, the
difference in primary bending stress between this section and the exact section of
the S-point (section IV) is negligible.

4.2.2 Stress state at S-points
The S-points where the influence of transverse bending of the bottom flange is
evaluated are presented in Figure 4.15. Since the girders and loading scheme are
symmetric, only half of the girders are plotted and analyzed.

Figure 4.15: Studied S-points along the girders.

Figure 4.16 shows the variation of longitudinal stress coming from primary bending
at S-points along the girders. As expected, the distribution follows the moment
distribution of a four-point loading scheme presented in Figure 3.1.
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Figure 4.16: Variation of longitudinal stress from primary bending at S-points along
the girders.

The variation in transverse bending stresses at the S-points can be seen in Figure
4.17. The transverse bending stresses are calculated both as mentioned in Section
4.2.1 (solid lines) and by equation 2.4 (dotted lines). Repeatedly, it becomes evi-
dent that the assumptions made in Section 3.1 regarding which girder experiences
the largest and smallest amount of transverse bending seems to hold true. Referring
back to Section 4.2 it becomes evident that girder 2 experiences a greater amount of
transverse bending than girder 4, even though Figure 4.6 shows larger transverse de-
flections for girder 4. Furthermore, this graph shows that equation 2.4 overestimates
the transverse bending acting on the flange and is not able to capture the variation
in transverse bending stress coming from the global transverse deflection seen in
Figure 4.6. This will be discussed later on in Chapter 5. The transverse bending
stresses used for further analysis are those calculated as mentioned in Section 4.2.1
(solid lines in Figure 4.17).
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Figure 4.17: Variation of transverse bending stresses at S-points along the girders.

The structural hot spot stress is calculated using the 1mm stress method mentioned
in Section 3.2 at the S-points along the girder. Figure 4.18 shows the variation
of SHSS at the S-points. As expected, the structural hot spot stress increases as
the primary bending stresses increase. Important to note in this graph is that
the largest SHSS appears in S-point 5 which is located in the combined shear and
moment region, i.e not where the primary bending stress is the largest. An exception
can be seen for girder 3 where the largest SHSS appears in S-point 7 located in the
constant moment region. This indicates that girders with a low contribution of
transverse bending could be more prone to fail in a region where primary bending
is the highest.
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Figure 4.18: Variation of structural hot spot stress at S-points along the girders.
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Figure 4.19 shows SSHS normalized by the primary bending stress at S-points along
the girders. From this plot, it becomes evident that the SHSS to primary bending
stress ratio increases when moving from the constant moment region to the com-
bined shear and moment region. This indicates that the transverse bending stresses
introduced in the combined region in fact have an effect on the structural hot spot
stress at the S-points. The exponential trend of this curve towards the support is
probably due to that the primary bending stresses approach zero towards the sup-
port. It is therefore the increase that happens between the 7th and 5th S-point
that is of interest in this graph since it is this increase that indicates the difference
between the combined shear and moment region and the constant moment region.
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Figure 4.19: SHSS normalized by primary bending stress at S-points.

Figure 4.20 shows transverse bending stress plotted against SHSS, both normalized
by primary bending stress at the S-points. Here, a separation between the two
groups can be distinguished. The shorter girders with short parallel folds (girders
1 and 3) and the longer girders with long parallel folds (girders 2 and 4) seem to
follow each other, respectively.
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Figure 4.20: Relation between transverse bending stress normalized by primary bend-
ing stress and SHSS normalized by primary bending stress at S-points.

Following the logic for superposition of primary and transverse bending stresses, a
proposal that the structural hot spot stress at an S-point can be described by a
linear combination of those two is presented in Equation 4.2:

σSHSS = σp · SCFp + σt · SCFt (4.2)

Where:
σSHSS Structural hot spot stress
σp Primary bending stress
SCFp Stress concentration factor for primary bending stress
σt Transverse bending stress
SCFt Stress concentration factor for transverse bending stress

Rewriting this formula, the equation for a linear relation can be achieved as follows.
σSHSS
σp

= SCFp + σt
σp
· SCFt (4.3)

Studying equation 4.3 it can be seen that the two fractions correspond to the x-
and y-axis in Figure 4.20. In this case, the stress concentration factor for transverse
bending stresses corresponds to the slope of the curves and the stress concentration
factor for primary bending stresses corresponds to the y-intercept, i.e where σt/σp
is zero. It can be seen in Figure 4.20 that girders 1 and 3 and girders 2 and 4 belong
to approximately the same linear relation, respectively.
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With this in mind, one set of SCFp and SCFt in Equation 4.2 should be able to
predict SHSS for girders 1 and 3 while another set of SCFp and SCFt should be
able to predict it for girders 2 and 4. Therefore, mean values for SCFp and SCFt
between girders 1 and 3 and girders 2 and 4, respectively, are sought.

As can be seen in Figure 4.20 the curves do not reach zero for σt/σp at S-point
number 8 in the middle of the constant moment region, meaning that the transverse
bending stress does not reach zero at this point which is expected analytically.
Therefore, the stress concentration factor for primary bending is calculated from
the pure bending and uniform tension models described in Section 3.1 in order to
establish more precise values for SCFp. The stress concentration factor for primary
bending is in this case calculated as SHSS at an S-point divided by the primary
bending stress. As can be seen in Table 4.2a girders 1 and 3 and girders 2 and 4
correlate well, which conforms with earlier trends. Note that if extrapolating the
lines in Figure 4.20 to σt/σp = 0 approximately the same values for SCFp found for
the pure bending model in Table 4.2a would be obtained. With this in mind, the
values for SCFp obtained from the pure bending model are used for further analysis.
This result also proves that the uniform tension model is not able to capture this
effect as precisely as the pure bending model. The mean value for SCFp between
girders 1 and 3 and girders 2 and 4 can be seen in Table 4.2b.

Table 4.2: Stress concentration factor for primary bending stress from pure bending
and uniform tension models.

(a) SCFp for the girders

Girder SCFp pure bending
model

SCFp uniform ten-
sion model

Girder 1 1.394 1.304
Girder 2 1.445 1.343
Girder 3 1.402 1.314
Girder 4 1.457 1.352

(b) Mean SCFp for the girders

Girders Mean SCFp pure
bending model

Mean SCFp uniform
tension model

Girders 1 and 3 1.40 1.31
Girders 2 and 4 1.45 1.35

Figure 4.21 shows the variation of stress concentration factor for transverse bending
stresses, calculated by rearranging equation 4.2. For design purposes, the stress
concentration for transverse bending stresses is assumed to be equal to 1 in the con-
stant moment region since theoretically there is no transverse bending moment from
shear flow in this region. As can be seen in this figure, SCFt is not exactly constant
in the combined shear and moment region which is not supported by Equation 4.2
and Figure 4.20. This could be explained by that the values close to discontinuity
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regions (support location and load application points) get distorted. In this case,
if the number of wavelengths would have been greater in the combined shear and
moment region, a more constant trend could have been seen for S-points far from
the discontinuity regions. Thus, the trend seen for the combined region in Figure
4.21 would show a more "S-shaped" trend. With this as background, the values for
SCFt at S-points 2 and 5 are excluded from further analysis. SCFt is then calcu-
lated as the mean value between SCFt at S-points 3 and 4 for girders 1 and 3 and
for girders 2 and 4, respectively. The values for SCFp and SCFt for the girders are
summarized in Table 4.3.

Table 4.3: SCFp and SCFt for the 4 studied girders.

SCFp SCFt
Girders 1 and 3 1.40 1.68
Girders 2 and 4 1.45 1.50
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Figure 4.21: Variation of SCFt at S-points.

Figure 4.22 shows a comparison between the structural hot spot stress obtained from
the FE-models (solid lines), calculated with the 1mm stress method, and the struc-
tural hot spot stress calculated with the proposed Equation 4.2 (dotted lines). As
can be seen, the proposed equation correlates well with the FE-analyses, especially
in the combined shear and moment region.
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Figure 4.22: Comparison between SHSS obtained from FE-analyses and SHSS cal-
culated with the proposed equation.
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5
Discussion

The fatigue aspect in corrugated web girders is a complex question after having
analysed previous work of different authors and the results coming from this report.
There have been uncertainties regarding the analytical methods, the FE-modeling
and the previously executed experiments.

5.1 Analytical methods
As have been stated previously, several geometrical parameters, load cases and
boundary conditions affect the fatigue performance of a corrugated web girder. For
instance, the support condition in the transverse direction and the load applica-
tion plays a vital role regarding the transverse deflection mode for the flanges as
mentioned by Abbas (2003). This means that the location of the critical S-points
changes depending on these parameters. It is possible to predict this analytically
with formulas developed by Abbas (2003), although they become quite cumbersome
to do so depending on the number of wavelengths, loading schemes and support loca-
tions and it might, therefore, be more economical to predict this through numerical
investigations. On the other hand, the very simplified Equation 2.4 developed by
Kövesdi et al. (2012) to calculate the maximum bending stress subjected to the
flanges is useful since it reduces the calculation time tremendously. Although it
should be noted once again that the support conditions and loading scheme affect
the transverse bending to a great extent, which is not captured in this formula.
An example of this can be seen in Figure 4.17, where the difference in transverse
support condition between the analysis conducted in this thesis compared to the
ones used by Kövesdi et al. (2012) when suggesting Equation 2.4 leads to an overes-
timation of stresses. This is not mentioned in the new draft of part 1-5 of Eurocode
EN:1993:DRAFT (2019) which could be something to consider for upcoming studies
and drafts.

The proposed equation (Eq.4.2) for calculating the structural hot spot stress at S-
points along the girder is in good agreement with the structural hot spot stresses
obtained from FE-analyses, especially in the combined shear and moment region.
In the constant moment region, small errors are introduced due to the assumption
that transverse bending stresses coming from shear flow in the web in this region
are zero. In reality, this is not true since there is a gradual decrease of shear forces
into the constant moment zone, owing to that the load is distributed through the
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depth of the girder. However, in beam theory, this effect is neglected and the as-
sumption regarding zero shear in the constant moment region is therefore considered
reasonable. It should also be noted that in a real bridge case there is seldom any
sections along the bridge that experiences solely shear or moment, meaning that the
transverse bending of the flanges will be theoretically determinable and thus, the
proposed equation will be valid in most practical situations.

As can be seen in Table 4.2b the stress concentration factor for primary bending
varies between the girders with long parallel fold (girders 2 and 4) and the girders
with short parallel fold (girders 1 and 3). A conclusion can, therefore, be drawn
that the length of the parallel fold has an effect on the stress concentration at the
S-point, although it is small and most probably negligible compared to the influence
of e.g the corrugation angle or the bend radius. With this in mind, it is important
to note that the stress concentration factors presented in Table 4.2b and used in
Equation 4.2 are only applicable to the corrugation geometries of the tested gird-
ers. The corrugation geometry will very likely have a considerable effect on the
stress concentration factor for both transverse and primary bending stresses and it
is therefore suggested for further research to investigate these effects.

As mentioned before by several authors and seen in Figure 4.20, the magnitude of
transverse bending compared to primary bending in a section along a girder can be
substantial. In sections with high primary bending stresses, the transverse bending
stresses for the test girders are between 15-20% of the primary bending stress. This
means that even for a girder (girder 3) that is designed to give a small contribution
of transverse bending stresses it still amounts to around 15% of the primary bending
stress, which is substantial from a fatigue design point of view. The relevance of
these finding from a designer’s point of view is therefore substantial.

5.2 FE-modelling
Regarding the modeling of the experimental FE-beams, they are modelled to be
accurate when comparing to conventional three and four-point bending tests which
have been performed in previous experimental studies. However, as has been stated
previously, the boundary conditions and type of loading considerably affect the
structural response. In a real bridge case, these factors can initially be hard to
predict and are also prone to change during the service life of the structure, which
will lead to change in the fatigue response of the CWGs. Therefore, it should be
noted that while FE modeling is a useful tool for predicting stress concentrations
and deflection modes for CWGs, it could at the same time lead to a degree of false
comfort for the designing engineer.
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5.3 Experimental tests
After having studied the transverse bending of the flanges thoroughly it became
clear that the deflection mode of the bottom flange might play an important role in
determining whether girders tested in four-point bending will fail in the combined
shear and moment region or the constant moment region. Comparing the deflection
mode of the test girders in Section 3.1 to the deflection mode of girders tested in
four-point bending from Chapter 2, it can be seen that girders that have half and
full corrugation wavelengths in both the combined shear and moment region and the
constant moment region deflect differently compared to girders with half wavelengths
in one region and whole wavelengths in the other. Girders with half wavelengths in
one region and whole wavelengths in the other deflect with a single curvature with the
maximum deflection appearing in the constant moment region. Girders with whole
wavelengths in both regions on the other hand deflect with a double curvature with
the maximum deflection in the combined region. This observation could indicate
that girders with half wavelengths in one region and whole wavelengths in the other
fail in the constant moment region, and girders with whole wavelengths in both
regions fail in the combined shear and moment region. An illustration of the two
types of deflection modes observed for the girders mentioned in Section 3.1 and the
experimentally tested girders mentioned in Chapter 2 can be seen in Figure 5.1.
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Figure 5.1: Transverse deflection modes for girders from experimental tests men-
tioned in 2.

The girder from Rodriguez’ experiments (2000) is an exception in this case since
this girder fails in the combined shear and moment region even though the largest
transverse deflection appears in the constant moment region. Explanation for this
could be that the weld was poorly executed at the point of failure or another weld
defect-related issue existed. It should also be noted that the results obtained by
Rodriguez (2000) differ substantially from results obtained from other experiments
mentioned in Chapter 2.
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6
Conclusions

This report aimed to investigate whether a unified way of calculating corrugated
web girders with regard to fatigue can be suggested. As have been discussed in the
report, fatigue performance of CWGs can be highly complex to evaluate which previ-
ous authors also have experienced. Two issues were noticed to be less commented on
within this subject from earlier work, namely the importance of transverse bending
and overall experiments on structural hot spot stresses using FE-modeling. There-
fore, analyses were performed to investigate both of these topics.

6.1 Concluding remarks
The following conclusions are drawn from this study:

• After conducting statistical analysis on previous fatigue tests on corrugated
web girders no statistically significant difference could be seen between corru-
gation geometry parameters for the test specimens. Moreover, when plotting
the test results in an S-N curve a sufficiently narrow scatter band was observed,
leading to a suggested fatigue class for corrugated web girders equal to FAT
120.

• Modeling of CWGs with submodels is an efficient way when thorough analyses
of the structural hot spot stresses are sought for. However, as the most detailed
model yet requires a large amount of computational power, its applicability in
general design practice is questionable. However, a global shell model is able to
predict transverse and vertical deflection as well for longitudinal stresses. This
is valuable both for design and maintenance purposes since the prediction of
the locations of the critical fatigue points become substantially more accessible.

• The 1mm stress method proves to provide accurate results when calculating
structural hot spot stresses for corrugated web girders. It reduces the process-
ing of FE-modelling results significantly and is recommended by the authors
to use for future researchers when conducting e.g parametric studies on the
effect of corrugation geometry on fatigue performance.
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• The upcoming draft of part 1-5 of Eurocode 3 states that the transverse bend-
ing of a corrugated web girder should be considered in the design. The asso-
ciated formula described in the previous section has been discussed with the
conclusion that it is in most cases a conservative expression. However, as it
is important to acknowledge its weaknesses, it is also important to stress the
fact that this expression will capture the most extreme load situation. This
upper bound way of calculating transverse bending stresses will probably pro-
vide more confidence for future engineers to design CWGs.

• Investigation on the effect of transverse bending of the bottom flange on the
structural hot spot stress at the S-point revealed that the structural hot spot
stress can be divided into primary and transverse bending stresses with corre-
sponding stress concentration factors SCFp and SCFt, respectively.

6.2 Suggestions for further studies
As mentioned earlier, the stress concentration factors for primary and transverse
bending stresses are highly dependent on the corrugation geometry and the SCFs
suggested in this thesis are only valid for the corrugation geometry of the tested
girders. It is therefore suggested to carry out more extensive parametric studies to
investigate the effect of corrugation geometry on the stress concentration factors for
primary and transverse bending stresses.
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# -*- coding: mbcs -*-
from part import *
from material import *
from section import *
from assembly import *
from step import *
from interaction import *
from load import *
from mesh import *
from optimization import *
from job import *
from sketch import *
from visualization import *
from connectorBehavior import *

import math
import regionToolset

#----------------------------------------------------------------I N P U T  D A T A---------------------------------------------------------------

# Material parameters
elastic_modulus =                                               # Elastic modulus [Pa]
poissons_ratio  =                                               # Poissons ratio

# I-section
web_height =                                                    # Web height [m]
t_w =                                                           # Web thickness [m]
b_f =                                                           # Flange width [m]
t_f =                                                           # Flange thickness [m]

# Corrugation geometry      
corr_depth =                                                    # Corrugation depth [m]
l_par =                                                         # Parallel fold length [m]
corr_ang =                                                      # Corrugation angle in degrees

# Model settings global model
num_tot_wavelengths =                                           # Number of total wavelengths on the girder
point_load =                                                    # Point load magnitude [N]
load_position =                                                 # Load application, ex 5 = end of 5th wavelength from left support
sym = 'false'                                                   # Symmetry condition or not. 'false' = no symmetry. 
global_element_size =                                           # Global element size

# Model settings intermediate model
bend_radius =                                                   # Bend radius [m]
weld_throat_thickness =                                         # Weld throat thickness [m]
intermediate_element_type =                                     # Type of elements in intermediate model. 'free' for free mesh, 'quad' for structured mesh
intermediate_element_size =                                     # Element size for intermediate model
intermediate_model_position =                                   # Wavelength of interest, 1 = first wavelength and so on 

# Model settings S-point model
s_point_element_size =                                          # Element size for S-point model
web_height_s_point =                                            # Height of web in S-point model

#---------------------------------------------------------S T A R T  O F  S C R I P T------------------------------------------------------------------

## DEBUG MODE, when debug mode is on the analyses are not submitted
debug = 1                                                           # 1 = debug mode on, 0 = debug mode off
## DEBUG MODE

#  Determining number of wavelengths for the model, if symmetry 
if sym == 'false':
    num_wavelengths = (num_tot_wavelengths)                         # Number of wavelengths in case of no symmetry
    num_full_wavelengths = int(num_wavelengths)                     # Number of whole wavelengths, no symmetry

    rest_wavelength = num_wavelengths-num_full_wavelengths          # Number of partial wavelenghts remaining, 0.25=quarter wavelength  
else: 
    num_wavelengths = (num_tot_wavelengths/2.0)                     # Number of wavelengths on the symmetry girder
    num_full_wavelengths = int(num_wavelengths)                     # Number of whole wavelengths on symmetry girder
    rest_wavelength = num_wavelengths-num_full_wavelengths          # Number of partial wavelenghts remaining ,# 0.25=quarter wavelength    

# Coordinates and parameters used in script
l_par = l_par/2
# Angles
corr_ang=corr_ang*(2*pi/360)                                        # Corrugation angle in radians for script
weld_ang=45*(2*pi/360)                                              # Weld angle in radians for script
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# Y - coordinates
corr_amp=corr_depth/2                                               # Corrugation amplitude [m]
web_height_global=web_height+t_f                                    # Web height used in shell model [m]
half_web_thickness=t_w/2                                            # Half of web thickness [m]

# X - coordinates
proj_l_inc = corr_amp/math.tan(corr_ang)                            # Projected length of inclined fold
l_wavelength=4*(proj_l_inc+l_par)                                   # Length of wavelength [m]
quarter_wavelength = proj_l_inc+l_par                               # Length of a quarter wavelength
load_position = 5*l_wavelength                                      # Load application, distance from support [m]
s_point_model_position = intermediate_model_position-0.5            # Position of S-point within intermediate model

#-----------------------------------------------------------G L O B A L  M O D E L---------------------------------------------------------

# Change name of model
mdb.models.changeKey(fromName='Model-1', toName='global_model')
global_model = mdb.models['global_model']

## Create quarter wavelength

# Create web part
global_model.ConstrainedSketch(name='web_sketch_global', sheetSize=10.0)
web_sketch_global = global_model.sketches['web_sketch_global']
web_sketch_global.Line(point1=(0.0, 0.0), point2=(proj_l_inc, -corr_amp))
web_sketch_global.Line(point1=(proj_l_inc, -corr_amp), point2=(quarter_wavelength, -corr_amp))
global_model.Part(dimensionality=THREE_D, name='Part1', type=DEFORMABLE_BODY)
global_part_1 = global_model.parts['Part1']
global_part_1.BaseShellExtrude(depth=web_height_global, sketch=web_sketch_global)

del web_sketch_global

# Create datum planes for flanges
global_datumpl1 = global_part_1.DatumPlaneByPrincipalPlane(offset=0.0, principalPlane=XYPLANE)
global_datumpl1 = global_part_1.datums[global_datumpl1.id]

global_datumpl2 = global_part_1.DatumPlaneByPrincipalPlane(offset=web_height_global, principalPlane=XYPLANE)
global_datumpl2 = global_part_1.datums[global_datumpl2.id]

# Create bottom flange
global_model.ConstrainedSketch(gridSpacing=0.02, name='bot_flange_sketch_global', 
    sheetSize=1.05, transform=global_part_1.MakeSketchTransform(
    sketchPlane=global_datumpl1, 
    sketchPlaneSide=SIDE1, 
    sketchUpEdge=global_part_1.edges.findAt((proj_l_inc+l_par/2,-corr_amp,web_height_global),), 
    sketchOrientation=BOTTOM, origin=(0.0, 0.0, 0.0)))
bot_flange_sketch_global = global_model.sketches['bot_flange_sketch_global']
bot_flange_sketch_global.rectangle(point1=(0, b_f/2), point2=(quarter_wavelength, -b_f/2))
global_part_1.Shell(sketch=bot_flange_sketch_global)

del bot_flange_sketch_global

# Create top flange
global_model.ConstrainedSketch(gridSpacing=0.02, name='top_flange_sketch_global', 

    sheetSize=1.09, transform=
    global_part_1.MakeSketchTransform(
    sketchPlane=global_datumpl2, 
    sketchPlaneSide=SIDE1, 
    sketchUpEdge=global_part_1.edges.findAt((proj_l_inc+l_par/2,-corr_amp,web_height_global),), 
    sketchOrientation=BOTTOM, origin=(0.0, 0.0, web_height_global)))
top_flange_sketch_global = global_model.sketches['top_flange_sketch_global']
top_flange_sketch_global.rectangle(point1=(0, b_f/2), point2=(quarter_wavelength, -b_f/2))

global_part_1.Shell(sketch=top_flange_sketch_global, 
    sketchOrientation=BOTTOM, 
    sketchPlane=global_datumpl2, 
    sketchPlaneSide=SIDE1, sketchUpEdge=
    global_part_1.edges.findAt((proj_l_inc+l_par/2,-corr_amp,web_height_global),))

del top_flange_sketch_global

# Create material
global_model.Material(name='Steel')
global_model.materials['Steel'].Elastic(table=((elastic_modulus, poissons_ratio),))

# Create Flange and web sections
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# Create Flange and web sections
global_model.HomogeneousShellSection(idealization=NO_IDEALIZATION, 
    integrationRule=SIMPSON, material='Steel', name='Flange', 
    nodalThicknessField='', numIntPts=5, poissonDefinition=DEFAULT, 
    preIntegrate=OFF, temperature=GRADIENT, thickness=t_f, thicknessField='', 
    thicknessModulus=None, thicknessType=UNIFORM, useDensity=OFF)
global_model.HomogeneousShellSection(idealization=NO_IDEALIZATION, 
    integrationRule=SIMPSON, material='Steel', name='Web', nodalThicknessField='', 
    numIntPts=5, poissonDefinition=DEFAULT, preIntegrate=OFF, temperature=
    GRADIENT, thickness=t_w, thicknessField='', thicknessModulus=None, 
    thicknessType=UNIFORM, useDensity=OFF)

# Partition quarter wavelength
p1 = (proj_l_inc, 0, 0)
p2 = (proj_l_inc, -b_f/2, 0)
p3 = (proj_l_inc, 0, web_height_global)
p4 = (proj_l_inc, -b_f/2, web_height_global)

global_model.ConstrainedSketch(gridSpacing=0.02, name='partition_sketch_global', 
    sheetSize=1.1, transform=global_part_1.MakeSketchTransform(
    sketchPlane=global_datumpl2, 
    sketchPlaneSide=SIDE1, 
    sketchUpEdge=global_part_1.edges.findAt((proj_l_inc,-b_f/2,web_height_global),), 
    sketchOrientation=BOTTOM, origin=(0.0, 0.0, web_height_global)))
partition_sketch_global = global_model.sketches['partition_sketch_global']
partition_sketch_global.Line(point1=(proj_l_inc, -corr_amp), point2=(proj_l_inc, b_f/2))
partition_sketch_global.Line(point1=(proj_l_inc, -corr_amp), point2=(proj_l_inc, -b_f/2))
global_part_1.PartitionFaceBySketchThruAll(
    faces=global_part_1.faces.findAt(((p1),), ((p2),), ((p3),), ((p4),)),
    sketch=partition_sketch_global, sketchOrientation=BOTTOM, 
    sketchPlane=global_datumpl2, sketchPlaneSide=SIDE1, 
    sketchUpEdge=global_part_1.edges.findAt((proj_l_inc,-b_f/2,web_height_global),))

del partition_sketch_global

# Copy and mirroring quarter wavelength for creation of symmetry girder
global_model.Part(compressFeatureList=ON, mirrorPlane=YZPLANE, name=
    'global_part_2', objectToCopy=global_part_1)
global_part_2 = global_model.parts['global_part_2']

global_model.Part(compressFeatureList=ON, mirrorPlane=XZPLANE, name=
    'global_part_3', objectToCopy=global_part_1)
global_part_3 = global_model.parts['global_part_3']

global_model.Part(compressFeatureList=ON, mirrorPlane=XZPLANE, name=
    'global_part_4', objectToCopy=global_part_2)
global_part_4 = global_model.parts['global_part_4']
 
## Assigning flange and web sections to parts

# Assign sections to first quarter
pf11 = (0, b_f/2, 0)
pf21 = (0, -b_f/2, 0)
pf31= (quarter_wavelength, b_f/2, 0)
pf41 = (quarter_wavelength, -b_f/2, 0)
pf51 = (0, b_f/2, web_height_global)
pf61 = (0, -b_f/2, web_height_global)
pf71 = (quarter_wavelength, b_f/2, web_height_global)
pf81 = (quarter_wavelength, -b_f/2, web_height_global)
pw11 = (0, 0, web_height_global/2)
pw21 = (quarter_wavelength, -corr_amp, web_height_global/2)

global_part_1.SectionAssignment(offset=0.0, offsetField='', 
    offsetType=MIDDLE_SURFACE, region=Region(
    faces=global_part_1.faces.findAt(((pf11),), ((pf21),), 
    ((pf31),), ((pf41),), ((pf51),), ((pf61),), ((pf71),), ((pf81),))), 
    sectionName='Flange', thicknessAssignment=FROM_SECTION)
global_part_1.SectionAssignment(offset=0.0, offsetField='', 
    offsetType=MIDDLE_SURFACE, region=Region(
    faces=global_part_1.faces.findAt(((pw11),), ((pw21),))),
    sectionName='Web', thicknessAssignment=FROM_SECTION)

# Assign sections to second quarter
pf12 = (0, b_f/2, 0)
pf22 = (0, -b_f/2, 0)
pf32= (-proj_l_inc-l_par, b_f/2, 0)
pf42 = (-proj_l_inc-l_par, -b_f/2, 0)
pf52 = (0, b_f/2, web_height_global)
pf62 = (0, -b_f/2, web_height_global)
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pf62 = (0, -b_f/2, web_height_global)
pf72 = (-proj_l_inc-l_par, b_f/2, web_height_global)
pf82 = (-proj_l_inc-l_par, -b_f/2, web_height_global)
pw12 = (0, 0, web_height_global/2)
pw22 = (-proj_l_inc-l_par, -corr_amp, web_height_global/2)

global_part_2.SectionAssignment(offset=0.0, offsetField='', 
    offsetType=MIDDLE_SURFACE, region=Region(
    faces=global_part_2.faces.findAt(((pf12),), ((pf22),), ((pf32),), 
    ((pf42),), ((pf52),), ((pf62),), ((pf72),), ((pf82),))), 
    sectionName='Flange', thicknessAssignment=FROM_SECTION)
global_part_2.SectionAssignment(offset=0.0, offsetField='', 
    offsetType=MIDDLE_SURFACE, region=Region(
    faces=global_part_2.faces.findAt(((pw12),), ((pw22),))),
    sectionName='Web', thicknessAssignment=FROM_SECTION)

# Assign sections to third quarter
pf13 = (0, -b_f/2, 0)
pf23 = (0, b_f/2, 0)
pf33= (quarter_wavelength, -b_f/2, 0)
pf43 = (quarter_wavelength, b_f/2, 0)
pf53 = (0, -b_f/2, web_height_global)
pf63 = (0, +b_f/2, web_height_global)
pf73 = (quarter_wavelength, -b_f/2, web_height_global)
pf83 = (quarter_wavelength, b_f/2, web_height_global)
pw13 = (0, 0, web_height_global/2)
pw23 = (quarter_wavelength, corr_amp, web_height_global/2)

global_part_3.SectionAssignment(offset=0.0, offsetField='', 
    offsetType=MIDDLE_SURFACE, region=Region(
    faces=global_part_3.faces.findAt(((pf13),), ((pf23),), ((pf33),), 
    ((pf43),), ((pf53),), ((pf63),), ((pf73),), ((pf83),))), 
    sectionName='Flange', thicknessAssignment=FROM_SECTION)

global_part_3.SectionAssignment(offset=0.0, offsetField='', 
    offsetType=MIDDLE_SURFACE, region=Region(
    faces=global_part_3.faces.findAt(((pw13),), ((pw23),))),
    sectionName='Web', thicknessAssignment=FROM_SECTION)

# Assign sections to fourth quarter
pf14 = (0, -b_f/2, 0)
pf24 = (0, b_f/2, 0)
pf34= (-proj_l_inc-l_par, -b_f/2, 0)
pf44 = (-proj_l_inc-l_par, b_f/2, 0)
pf54 = (0, -b_f/2, web_height_global)
pf64 = (0, +b_f/2, web_height_global)
pf74 = (-proj_l_inc-l_par, -b_f/2, web_height_global)
pf84 = (-proj_l_inc-l_par, b_f/2, web_height_global)
pw14 = (0, 0, web_height_global/2)
pw24 = (-proj_l_inc-l_par, corr_amp, web_height_global/2)

global_part_4.SectionAssignment(offset=0.0, offsetField='', 
    offsetType=MIDDLE_SURFACE, region=Region(
    faces=global_part_4.faces.findAt(((pf14),), ((pf24),), 
    ((pf34),), ((pf44),), ((pf54),), ((pf64),), ((pf74),), ((pf84),))), 
    sectionName='Flange', thicknessAssignment=FROM_SECTION)
global_part_4.SectionAssignment(offset=0.0, offsetField='', 
    offsetType=MIDDLE_SURFACE, region=Region(
    faces=global_part_4.faces.findAt(((pw14),), ((pw24),))),
    sectionName='Web', thicknessAssignment=FROM_SECTION)

# Insert quarter wavelength instances
global_model.rootAssembly.DatumCsysByDefault(CARTESIAN)
global_model.rootAssembly.Instance(dependent=OFF, name='Part1-1', 
    part=global_part_1)
global_model.rootAssembly.Instance(dependent=OFF, name='Part2-1', 
    part=global_part_2)
global_model.rootAssembly.Instance(dependent=OFF, name='Part3-1', 
    part=global_part_3)
global_model.rootAssembly.Instance(dependent=OFF, name='Part4-1', 
    part=global_part_4)
global_model.rootAssembly.translate(instanceList=('Part2-1', ), 
    vector=(l_wavelength/2, 0.0, 0.0))
global_model.rootAssembly.translate(instanceList=('Part3-1', ), 
    vector=(l_wavelength/2, 0.0, 0.0))
global_model.rootAssembly.translate(instanceList=('Part4-1', ), 
    vector=(l_wavelength, 0.0, 0.0))

# Considering partial wavelengths
if rest_wavelength == 0.25:
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if rest_wavelength == 0.25:
    w1 = int(num_full_wavelengths)+1
    w2 = int(num_full_wavelengths)
    w3 = int(num_full_wavelengths)
    w4 = int(num_full_wavelengths)
elif rest_wavelength == 0.5:
    w1 = int(num_full_wavelengths)+1
    w2 = int(num_full_wavelengths)+1
    w3 = int(num_full_wavelengths)
    w4 = int(num_full_wavelengths)
elif rest_wavelength == 0.75:
    w1 = int(num_full_wavelengths)+1
    w2 = int(num_full_wavelengths)+1
    w3 = int(num_full_wavelengths)+1
    w4 = int(num_full_wavelengths)
else:
    w1 = int(num_full_wavelengths)
    w2 = int(num_full_wavelengths)
    w3 = int(num_full_wavelengths)
    w4 = int(num_full_wavelengths)

# Linear pattern of quarter wavelengths
global_model.rootAssembly.LinearInstancePattern(direction1=(1.0, 0.0, 
    0.0), direction2=(0.0, 1.0, 0.0), instanceList=('Part1-1', ), number1=w1, 
    number2=1, spacing1=l_wavelength, spacing2=0.15)
global_model.rootAssembly.LinearInstancePattern(direction1=(1.0, 0.0, 
    0.0), direction2=(0.0, 1.0, 0.0), instanceList=('Part2-1', ), number1=(w2), 
    number2=1, spacing1=l_wavelength, spacing2=0.15)
global_model.rootAssembly.LinearInstancePattern(direction1=(1.0, 0.0, 
    0.0), direction2=(0.0, 1.0, 0.0), instanceList=('Part3-1', ), number1=(w3), 
    number2=1, spacing1=l_wavelength, spacing2=0.15)
global_model.rootAssembly.LinearInstancePattern(direction1=(1.0, 0.0, 
    0.0), direction2=(0.0, 1.0, 0.0), instanceList=('Part4-1', ), number1=(w4), 
    number2=1, spacing1=l_wavelength, spacing2=0.15)

# Rotate instances for correct coordinate system
all_instances=global_model.rootAssembly.instances
global_model.rootAssembly.rotate(angle=-90.0, axisDirection=(1.0, 0.0, 0.0),
    axisPoint=(0.0, 0.0, 0.0), instanceList=(all_instances.keys()))

# Merge instances into CWG and delete quarter instances
global_model.rootAssembly.InstanceFromBooleanMerge(domain=GEOMETRY, 
    instances=all_instances.values(), 
    keepIntersections=ON, name='global_model_cwg', originalInstances=DELETE)

# Name CWG instance and part
global_model_instance = global_model.rootAssembly.instances['global_model_cwg-1']
global_model_cwg = global_model.parts['global_model_cwg']

# Create load step
global_model.StaticStep(name='load_step', previous='Initial')

# Create support constraint 
origo = (0,0,0)
L = (num_wavelengths*l_wavelength)
end = (L,0,-corr_amp)
sf1 = (0,0,-b_f/2+(b_f/2-corr_amp)/2)
sf2 = (0,0,b_f/2-(b_f/2-corr_amp)/2)
sf3 = (0,web_height_global,-b_f/2+(b_f/2-corr_amp)/2)
sf4 = (0,web_height_global,b_f/2-(b_f/2-corr_amp)/2)
sw = (0,web_height_global/2,0)

global_model.MultipointConstraint(controlPoint=Region(
    vertices=global_model_instance.vertices.findAt(((origo),))), 
    csys=None, mpcType=BEAM_MPC, name= 'Support constraint', surface=Region(
    edges=global_model_instance.edges.findAt(((sf1),), 
    ((sf2),), ((sf3),), ((sf4),), ((sw),))),
    userMode=DOF_MODE_MPC, userType=0)

# Create constraint at symmetry line/end of girder
if rest_wavelength == 0:
    pw_endpoint = 0
elif rest_wavelength == 0.25:
    pw_endpoint = corr_amp
elif rest_wavelength == 0.5:
    pw_endpoint = 0
elif rest_wavelength == 0.75:    
    pw_endpoint = -corr_amp



 390
 391
 392
 393
 394
 395
 396
 397
 398
 399
 400

 401
 402
 403
 404
 405
 406
 407
 408
 409
 410
 411
 412
 413
 414
 415
 416
 417
 418
 419
 420
 421
 422
 423
 424
 425
 426
 427
 428
 429
 430
 431
 432
 433
 434
 435
 436
 437
 438
 439
 440
 441
 442
 443
 444
 445
 446
 447
 448
 449
 450
 451
 452
 453
 454
 455
 456
 457
 458
 459
 460
 461
 462
 463
 464
 465
 466
 467

 468

web_endpoint = (L,web_height_global/2,pw_endpoint)
end_point = (L,0,pw_endpoint)

syf1 = (L,0,-b_f/2+(b_f/2-corr_amp)/2)
syf2 = (L,0,b_f/2-(b_f/2-corr_amp)/2)
syf3 = (L,web_height_global,-b_f/2+(b_f/2-corr_amp)/2)
syf4 = (L,web_height_global,b_f/2-(b_f/2-corr_amp)/2)
syw = (L,web_height_global/2,-corr_amp)

global_model.MultipointConstraint(controlPoint=Region(
    vertices=global_model_instance.vertices.findAt(((end_point),))), 
    csys=None, mpcType=BEAM_MPC, name='Symmetry Constraint', surface=Region(
    edges=global_model_instance.edges.findAt(((syf1),), 
    ((syf2),), ((syf3),), ((syf4),), ((web_endpoint),))),
    userMode=DOF_MODE_MPC, userType=0)

# Create support BC
global_model.DisplacementBC(amplitude=UNSET, createStepName='Initial', 
    distributionType=UNIFORM, fieldName='', localCsys=None, name='Support BC', 
    region=Region(
    vertices=global_model_instance.vertices.findAt(((origo),))),
    u1=UNSET, u2=SET, u3=SET, ur1=SET, ur2=UNSET, ur3=UNSET)

if sym == 'false':
    # Create second BC in case of full girder 
    global_model.DisplacementBC(amplitude=UNSET, createStepName='Initial', 
    distributionType=UNIFORM, fieldName='', localCsys=None, name='End Support BC', 
    region=Region(
    vertices=global_model_instance.vertices.findAt(((end_point),))),
    u1=SET, u2=SET, u3=SET, ur1=SET, ur2=UNSET, ur3=UNSET)
else:
    # Create BC at symmetry line
    global_model.XsymmBC(createStepName='Initial', localCsys=None, name=
    'Symmetry BC', region=Region(
    vertices=global_model_instance.vertices.findAt(((end_point),))))
    
# Create point load
global_model.ConcentratedForce(cf2=-point_load, createStepName='load_step', 
    distributionType=UNIFORM, field='', localCsys=None, name='Point load', 
    region=Region(
    vertices=global_model_instance.vertices.findAt(((load_position,web_height_global,0),))))

# Create second point load in case of full girder
if sym == 'false':
    global_model.ConcentratedForce(cf2=-point_load, createStepName='load_step', 
    distributionType=UNIFORM, field='', localCsys=None, name='Point load 2', 
    region=Region(
    vertices=global_model_instance.vertices.findAt(((L-load_position,web_height_global,0),))))

# Create mesh for the global model
global_model_cwg.seedPart(deviationFactor=0.1, 
    minSizeFactor=0.1, size=global_element_size)
global_model_cwg.setMeshControls(elemShape=QUAD, 
    regions=global_model_cwg.faces, 
    technique=STRUCTURED)
global_model_cwg.setElementType(elemTypes=(ElemType(
    elemCode=S8R, elemLibrary=STANDARD), ElemType(elemCode=STRI65, 
    elemLibrary=STANDARD)), regions=(
    global_model_cwg.faces,))
global_model_cwg.generateMesh()

# Flip positive - negative normal of shell elements so that faces that share common plane have the same normal
p_normal1 = [0] * num_full_wavelengths
p_normal2 = [0] * num_full_wavelengths
p_normal3 = [0] * num_full_wavelengths
p_normal4 = [0] * num_full_wavelengths
for i in range(0,num_full_wavelengths,1):
    p_normal1[i] = (i*l_wavelength+3*l_wavelength/4-l_par/2,web_height_global/2,-corr_amp)
    p_normal2[i] = (i*l_wavelength+l_wavelength/2+proj_l_inc/2,web_height_global/2,-corr_amp/2)
    p_normal3[i]= (i*l_wavelength+l_wavelength-proj_l_inc/2,web_height_global/2,-corr_amp/2)
    p_normal4[i] = (i*l_wavelength+3*l_wavelength/4+l_par/2,web_height_global/2,-corr_amp)

p_normal1=tuple(p_normal1)
p_normal2=tuple(p_normal2)
p_normal3=tuple(p_normal3)
p_normal4=tuple(p_normal4)
p_normal_tot=p_normal1+p_normal2+p_normal3+p_normal4
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# Flip normal for  ev. additional partial wavelength 
if rest_wavelength == 0.75:
    p_normal_end=[0]*2
    p_normal_end[0]= (num_full_wavelengths*l_wavelength+l_wavelength/2+proj_l_inc/2,web_height_global/2,-corr_amp/2)
    p_normal_end[1] = (num_full_wavelengths*l_wavelength+3*l_wavelength/4-l_par/2,web_height_global/2,-corr_amp)
    p_normal_tot=p_normal_tot+tuple(p_normal_end)

global_model_cwg.flipNormal(regions=Region(
    faces=global_model_cwg.faces.findAt(coordinates=p_normal_tot),))
global_model.rootAssembly.regenerate()

# Create global job
global_analysis = mdb.Job(atTime=None, contactPrint=OFF, description='', echoPrint=OFF, 
    explicitPrecision=SINGLE, getMemoryFromAnalysis=True, historyPrint=OFF, 
    memory=90, memoryUnits=PERCENTAGE, model='global_model', modelPrint=OFF, 
    multiprocessingMode=DEFAULT, name='global_analysis', nodalOutputPrecision=
    SINGLE, numCpus=1, numGPUs=0, queue=None, resultsFormat=ODB, scratch='', 
    type=ANALYSIS, userSubroutine='', waitHours=0, waitMinutes=0)

# Submit global job
if debug == 0:
    global_analysis.submit(consistencyChecking=OFF)

#-----------------------------------------------------I N T E R M E D I A T E  M O D E L----------------------------------------------------------------------

# Create intermediate model
mdb.Model(globalJob='global_analysis', modelType=STANDARD_EXPLICIT, name='intermediate_model', 
shellToSolid=ON)
intermediate_model = mdb.models['intermediate_model']

## Create quarter wavelength for intermediate model

# Create web part
intermediate_model.ConstrainedSketch(name='intermediate_web_sketch', sheetSize=20.0)
intermediate_web_sketch = intermediate_model.sketches['intermediate_web_sketch']

inc_line = intermediate_web_sketch.Line(
    point1=(0.0, half_web_thickness/math.cos(corr_ang)), 
    point2=(proj_l_inc+math.tan(corr_ang/2)*half_web_thickness, -corr_amp+half_web_thickness))

par_line = intermediate_web_sketch.Line(
    point1=(proj_l_inc+math.tan(corr_ang/2)*half_web_thickness, -corr_amp+half_web_thickness), 
    point2=(quarter_wavelength, -corr_amp+half_web_thickness))

bend = intermediate_web_sketch.FilletByRadius(curve1=inc_line, curve2=par_line, 
    nearPoint1=(0.0, half_web_thickness/math.cos(corr_ang)), 
    nearPoint2=(quarter_wavelength, -corr_amp+half_web_thickness), radius=bend_radius)

offset_line = intermediate_web_sketch.offset(distance=t_w, objectList=(inc_line, par_line, bend), side=RIGHT)

left_line =  intermediate_web_sketch.Line(
    point1=(0.0, half_web_thickness/math.cos(corr_ang)), 
    point2=(0.0, -half_web_thickness/math.cos(corr_ang)))

right_line = intermediate_web_sketch.Line(
    point1=(quarter_wavelength, -corr_amp+half_web_thickness), 
    point2=(quarter_wavelength, -corr_amp-half_web_thickness))

p1 = (-0.001, -half_web_thickness/math.cos(corr_ang)+0.001*math.tan(corr_ang))

intermediate_web_sketch.autoTrimCurve(curve1= intermediate_web_sketch.geometry.findAt(p1) , point1=(p1))

intermediate_model.Part(dimensionality=THREE_D, name='intermediate_part_1', type=
    DEFORMABLE_BODY)

intermediate_part_1 = intermediate_model.parts['intermediate_part_1']
intermediate_part_1.BaseSolidExtrude(depth=web_height/6, sketch=intermediate_web_sketch)

del intermediate_model.sketches['intermediate_web_sketch']

# Create datum planes for flange
intermediate_datumpl1 = intermediate_part_1.DatumPlaneByPrincipalPlane(offset=0.0, principalPlane=XYPLANE)
intermediate_datumpl1 = intermediate_part_1.datums[intermediate_datumpl1.id]

# Create flange 
intermediate_model.ConstrainedSketch(gridSpacing=0.02, name='flange_sketch_intermediate', 
    sheetSize=1.05, transform=
    intermediate_part_1.MakeSketchTransform(
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    intermediate_part_1.MakeSketchTransform(
    sketchPlane=intermediate_datumpl1, 
    sketchPlaneSide=SIDE1, 
    sketchUpEdge=intermediate_part_1.edges.findAt((proj_l_inc+9*l_par/10, -corr_amp+half_web_thickness, 0.0),), 
    sketchOrientation=BOTTOM, origin=(0.0, 0.0, 0.0)))
flange_sketch_intermediate = intermediate_model.sketches['flange_sketch_intermediate']
flange_sketch_intermediate.rectangle(point1=(0, b_f/2), point2=(quarter_wavelength, -b_f/2))

intermediate_part_1.SolidExtrude(depth=t_f, 
    flipExtrudeDirection=ON, sketch=flange_sketch_intermediate, 
    sketchOrientation=BOTTOM, sketchPlane=intermediate_datumpl1, 
    sketchPlaneSide=SIDE1, sketchUpEdge=
    intermediate_part_1.edges.findAt((proj_l_inc+9*l_par/10, -corr_amp+half_web_thickness, 0.0),))

del intermediate_model.sketches['flange_sketch_intermediate']

# Create fillet welds
p1_top = (0.01, half_web_thickness/math.cos(corr_ang)-math.tan(corr_ang)*0.01, 0.0)
p1_bot = (0.01, -half_web_thickness/math.cos(corr_ang)-math.tan(corr_ang)*0.01, 0.0)
p2_bot = (proj_l_inc+9*l_par/10, -corr_amp-half_web_thickness, 0.0)

chamf_edge_top = intermediate_part_1.edges.findAt((p1_top),)
chamf_edge_bot1 = intermediate_part_1.edges.findAt((p1_bot),)
chamf_edge_bot2 = intermediate_part_1.edges.findAt((p2_bot),)

chamf_edges_top = chamf_edge_top.getAdjacentEdges()
chamf_edges_bot1 = chamf_edge_bot1.getAdjacentEdges()

intermediate_part_1.Chamfer(edgeList=(
    chamf_edges_top[2], chamf_edges_top[3], chamf_edges_bot1[1], chamf_edge_bot1, chamf_edge_bot2), 
    length=weld_throat_thickness/math.cos(weld_ang))

# Partition cells of quarter wavelength
if intermediate_element_type != 'free':
    # Flange cell
    cell_1 = ((quarter_wavelength)/2, b_f/2, 0.0)
    flange_cell = intermediate_part_1.PartitionCellByDatumPlane(datumPlane=intermediate_datumpl1, 
    cells=intermediate_part_1.cells.findAt((cell_1),))

    # Weld cell
    cell_2 = ((proj_l_inc)/2, -corr_amp/2, 0.0)
    weld_cell =  intermediate_part_1.PartitionCellByPlanePointNormal(
    cells=intermediate_part_1.cells.findAt((cell_2),) , normal=intermediate_part_1.edges[26], 
    point=intermediate_part_1.vertices[18])

    # Weld cell 1
    cell_3 = ((proj_l_inc)/2, -corr_amp/2, 0.002)
    weld_cell_1 =  intermediate_part_1.PartitionCellByPlanePointNormal(
    cells=intermediate_part_1.cells.findAt((cell_3),) , normal=intermediate_part_1.edges[17], 
    point=intermediate_part_1.vertices[15])

    # Weld cell 2
    cell_4  = (proj_l_inc+l_par/2, -corr_amp, 0.002)
    weld_cell_2 =  intermediate_part_1.PartitionCellByPlanePointNormal(
    cells=intermediate_part_1.cells.findAt((cell_4),) , normal=intermediate_part_1.edges[21], 

    point=intermediate_part_1.vertices[14])

    # Web cell 1
    cell_5 = ((proj_l_inc)/2, -corr_amp/2, web_height/8)
    web_cell_1 =  intermediate_part_1.PartitionCellByPlanePointNormal(
    cells=intermediate_part_1.cells.findAt((cell_5),) , normal=intermediate_part_1.edges[37], 
    point=intermediate_part_1.vertices[22])

    # Web cell 2
    cell_6 = (proj_l_inc+l_par/2, -corr_amp, web_height/8)
    web_cell_2 =  intermediate_part_1.PartitionCellByPlanePointNormal(
    cells=intermediate_part_1.cells.findAt((cell_6),) , normal=intermediate_part_1.edges[5], 
    point=intermediate_part_1.vertices[4])

## Create remaining quarter wavelengths

# Mirror first quarter to create remaining quarters
intermediate_model.Part(compressFeatureList=ON, mirrorPlane=YZPLANE, 
    name='intermediate_part_2', objectToCopy=intermediate_part_1)
intermediate_part_2 = intermediate_model.parts['intermediate_part_2']

intermediate_model.Part(compressFeatureList=ON, mirrorPlane=XZPLANE, 
    name='intermediate_part_3', objectToCopy=intermediate_part_1)
intermediate_part_3 = intermediate_model.parts['intermediate_part_3']
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intermediate_part_3 = intermediate_model.parts['intermediate_part_3']

intermediate_model.Part(compressFeatureList=ON, mirrorPlane=XZPLANE, 
    name='intermediate_part_4', objectToCopy=intermediate_part_2)
intermediate_part_4 = intermediate_model.parts['intermediate_part_4']

## Define material and sections

# Define material
intermediate_model.Material(name='Steel')
intermediate_model.materials['Steel'].Elastic(table=((elastic_modulus, poissons_ratio),))

# Define sections
intermediate_model.HomogeneousSolidSection(material='Steel', name='Solid_section', thickness=None)

# Assign sections
section_part1 = intermediate_part_1.SectionAssignment(offset=0.0, 
    offsetField='', offsetType=MIDDLE_SURFACE, region=Region(
    cells=intermediate_part_1.cells), sectionName='Solid_section', 
    thicknessAssignment=FROM_SECTION)

section_part2 =  intermediate_part_2.SectionAssignment(offset=0.0, 
    offsetField='', offsetType=MIDDLE_SURFACE, region=Region(
    cells=intermediate_part_1.cells), sectionName='Solid_section', 
    thicknessAssignment=FROM_SECTION)

section_part3 = intermediate_part_3.SectionAssignment(offset=0.0, 
    offsetField='', offsetType=MIDDLE_SURFACE, region=Region(
    cells=intermediate_part_1.cells), sectionName='Solid_section', 
    thicknessAssignment=FROM_SECTION)

section_part4 = intermediate_part_4.SectionAssignment(offset=0.0, 
    offsetField='', offsetType=MIDDLE_SURFACE, region=Region(
    cells=intermediate_part_1.cells), sectionName='Solid_section', 
    thicknessAssignment=FROM_SECTION)

## Assembly quarter wavelengths and create full wavelength

# Create coordinate system for assembly
intermediate_model.rootAssembly.DatumCsysByDefault(CARTESIAN)

# Insert quarters
intermediate_model.rootAssembly.Instance(dependent=OFF, name='Part1-1', 

    part=intermediate_part_1)
intermediate_model.rootAssembly.Instance(dependent=OFF, name='Part2-1', 
    part=intermediate_part_2)
intermediate_model.rootAssembly.Instance(dependent=OFF, name='Part3-1', 
    part=intermediate_part_3)
intermediate_model.rootAssembly.Instance(dependent=OFF, name='Part4-1', 
    part=intermediate_part_4)

# Translate quarters to correct position
intermediate_model.rootAssembly.translate(instanceList=('Part2-1', ), 
    vector=(l_wavelength/2, 0.0, 0.0))
intermediate_model.rootAssembly.translate(instanceList=('Part3-1', ), 
    vector=(l_wavelength/2, 0.0, 0.0))
intermediate_model.rootAssembly.translate(instanceList=('Part4-1', ), 
    vector=(l_wavelength, 0.0, 0.0))
intermediate_instances = intermediate_model.rootAssembly.instances

# Rotate quarters to correct coordinate system
intermediate_model.rootAssembly.rotate(angle=-90.0, axisDirection=(1.0, 0.0, 0.0), 
axisPoint=(0.0, 0.0, 0.0 ), instanceList=intermediate_instances.keys())

# Translate quarters so that origo is in the middle of flange, to conform with global model
intermediate_model.rootAssembly.translate(instanceList=intermediate_instances.keys(), 
    vector=(0.0, t_f/2, 0.0))

# Merge quarters to full wavelength
intermediate_model.rootAssembly.InstanceFromBooleanMerge(domain=
    GEOMETRY, instances=intermediate_instances.values(), 
    keepIntersections=ON, name='solid_wavelength', originalInstances=DELETE)
intermediate_model_instance = intermediate_model.rootAssembly.instances['solid_wavelength-1']
intermediate_model_wavelength = intermediate_model.parts['solid_wavelength']

## Create step and boundary conditions 

# Create step
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# Create step
intermediate_model.StaticStep(name='intermediate_step', previous='Initial')

# Create submodel BC
left_flange_p = (0.0, 0.0 , 0.0)
left_flange_face = intermediate_model_instance.faces.findAt((left_flange_p),)
left_faces = left_flange_face.getFacesByFaceAngle(corr_ang)

top_face_p = (proj_l_inc+9*l_par/10, t_f/2+web_height/6, corr_amp)
top_face = intermediate_model_instance.faces.findAt((top_face_p),)
top_faces = top_face.getFacesByFaceAngle(corr_ang)

right_flange_p = (l_wavelength, 0.0 , 0.0)
right_flange_face = intermediate_model_instance.faces.findAt((right_flange_p),)
right_faces = right_flange_face.getFacesByFaceAngle(corr_ang)

all_faces = left_faces+top_faces+right_faces        

if intermediate_model_position == 1:
    exterior_tolerance = 0.15
else:
    exterior_tolerance = 0.05

intermediate_model.SubmodelBC(absoluteExteriorTolerance=None, 
    centerZoneSize=0.1*t_f, createStepName='intermediate_step', 
    exteriorTolerance=exterior_tolerance, globalDrivingRegion='', globalIncrement=0, 
    globalStep='1', name='driven_nodes', region=Region(
    faces=all_faces), shellThickness=t_f, 
    timeScale=OFF)

## Translate wavelength to desired position and create mesh

# Translate wave length to desired position along girder

intermediate_model_position = intermediate_model_position-1
intermediate_model.rootAssembly.translate(instanceList=intermediate_instances.keys(), 
    vector=(intermediate_model_position*l_wavelength, 0.0, 0.0))

# Seed wavelength
intermediate_model_wavelength.seedPart(deviationFactor=
    0.1, minSizeFactor=0.1, size=intermediate_element_size)

# Set element type
if intermediate_element_type == 'free':

    all_cells = intermediate_model_wavelength.cells
    intermediate_model_wavelength.setMeshControls(regions=all_cells, 
    elemShape=TET, technique=FREE)

intermediate_model_wavelength.setElementType(elemTypes=(
    ElemType(elemCode=C3D20R, elemLibrary=STANDARD), ElemType(elemCode=C3D15, 
    elemLibrary=STANDARD), ElemType(elemCode=C3D10, elemLibrary=STANDARD)), 
    regions=(intermediate_model_wavelength.cells,))

# Generate mesh
intermediate_model_wavelength.generateMesh()

# Create intermediate job
intermediate_analysis = mdb.Job(atTime=None, contactPrint=OFF, description='', echoPrint=OFF, 
    explicitPrecision=SINGLE, getMemoryFromAnalysis=True, historyPrint=OFF, 
    memory=90, memoryUnits=PERCENTAGE, model='intermediate_model', modelPrint=OFF, 
    multiprocessingMode=DEFAULT, name='intermediate_analysis', nodalOutputPrecision=
    SINGLE, numCpus=1, numGPUs=0, queue=None, resultsFormat=ODB, scratch='', 
    type=ANALYSIS, userSubroutine='', waitHours=0, waitMinutes=0)

#Submit intermediate job
if debug == 0:
    global_analysis.waitForCompletion()
    intermediate_analysis.submit(consistencyChecking=OFF)

#----------------------------------------------------------S - P O I N T  M O D E L--------------------------------------------------------------------------

## Create S-point model by cutting a part of the intermediate model
mdb.Model(name='s_point_model', objectToCopy=intermediate_model)
s_point_model = mdb.models['s_point_model']
s_point_model.setValues(globalJob='intermediate_analysis', shellToSolid=OFF) 
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# Rename the second quarter from the intermediate model
s_point_model.parts.changeKey(fromName='intermediate_part_2', toName='s_point_part')
s_point_part = s_point_model.parts['s_point_part']

# Delete stuff that we don't need
del s_point_model.parts['intermediate_part_1']
del s_point_model.parts['intermediate_part_3']
del s_point_model.parts['intermediate_part_4']
del s_point_model.parts['solid_wavelength']

del s_point_model.rootAssembly.instances['solid_wavelength-1']

del s_point_model.boundaryConditions['driven_nodes']

del s_point_model.steps['intermediate_step']

## Create S-point part

# Cut web to make model smaller

s_point_model.ConstrainedSketch(gridSpacing=0.005, name='web_cut_sketch', 
    sheetSize=0.219, transform=s_point_part.MakeSketchTransform(
    sketchPlane=s_point_part.faces[14], 
    sketchPlaneSide=SIDE1, 
    sketchUpEdge=s_point_part.edges[42], 
    sketchOrientation=RIGHT, origin=(0.0, b_f/2, 0.0)))
web_cut_sketch = s_point_model.sketches['web_cut_sketch']
web_cut_sketch.sketchOptions.setValues(decimalPlaces=3)
# s_point_part.projectReferencesOntoSketch(filter=COPLANAR_EDGES, 
web_cut_sketch.rectangle(point1=(-l_wavelength, web_height), 
point2=(l_wavelength, web_height_s_point))
s_point_part.CutExtrude(flipExtrudeDirection=OFF, sketch=web_cut_sketch, 
    sketchOrientation=RIGHT, sketchPlane=s_point_part.faces[14], 
    sketchPlaneSide=SIDE1, sketchUpEdge=s_point_part.edges[42])

del s_point_model.sketches['web_cut_sketch']

# Cut corrugation quarter into S-point
vertices = s_point_part.vertices

if (vertices.pointsOn[19][0][0])+math.cos((pi/2)-corr_ang)*2*t_f < 0:
    x_coord_right = (vertices.pointsOn[19][0][0])+math.cos((pi/2)-corr_ang)*2*t_f
else:
    x_coord_right = -0.001
if (vertices.pointsOn[20][0][0])-t_f > -l_wavelength/4:
    x_coord_left = (vertices.pointsOn[20][0][0])-t_f
else:
    x_coord_left = (-l_wavelength/4)+0.001

y_coord_top = vertices.pointsOn[17][0][1]

if (vertices.pointsOn[19][0][1])-math.sin((pi/2)-corr_ang)*2*t_f > -b_f/2:
    y_coord_bot = (vertices.pointsOn[19][0][1])-math.sin((pi/2)-corr_ang)*2*t_f
else:
    y_coord_bot = (-b_f/2)+0.001

s_point_model.ConstrainedSketch(gridSpacing=0.007, name='vertical_boundaries', 
    sheetSize=0.316, transform=s_point_part.MakeSketchTransform(
    sketchPlane=s_point_part.faces[0], 
    sketchPlaneSide=SIDE1, 
    sketchUpEdge=s_point_part.edges[41], 
    sketchOrientation=BOTTOM, origin=(0.0, 0.0, web_height_s_point)))
vertical_boundaries = s_point_model.sketches['vertical_boundaries']
vertical_boundaries.sketchOptions.setValues(decimalPlaces=3)
# s_point_part.projectReferencesOntoSketch(filter=COPLANAR_EDGES, 
vertical_boundaries.rectangle(point1=(x_coord_right, b_f), 
point2=(0.01, -b_f))
vertical_boundaries.rectangle(point1=(x_coord_left, b_f), 
point2=(-l_wavelength/3, -b_f))
bagg=2
s_point_part.CutExtrude(flipExtrudeDirection=OFF, sketch=vertical_boundaries, 
    sketchOrientation=BOTTOM, sketchPlane=s_point_part.faces[0], 
    sketchPlaneSide=SIDE1, sketchUpEdge=s_point_part.edges[41])

del s_point_model.sketches['vertical_boundaries']

s_point_model.ConstrainedSketch(gridSpacing=0.007, name='horizontal_boundaries', 
    sheetSize=0.316, transform=s_point_part.MakeSketchTransform(
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    sheetSize=0.316, transform=s_point_part.MakeSketchTransform(
    sketchPlane=s_point_part.faces[10], 
    sketchPlaneSide=SIDE1, 
    sketchUpEdge=s_point_part.edges[21], 
    sketchOrientation=BOTTOM, origin=(0.0, 0.0, web_height_s_point)))
horizontal_boundaries = s_point_model.sketches['horizontal_boundaries']
horizontal_boundaries.sketchOptions.setValues(decimalPlaces=3)
# s_point_part.projectReferencesOntoSketch(filter=COPLANAR_EDGES, 
horizontal_boundaries.rectangle(point1=(0.01, vertices.pointsOn[17][0][1]), 
point2=(-l_wavelength/3, +b_f))
horizontal_boundaries.rectangle(point1=(0.01, y_coord_bot), 
point2=(-l_wavelength/3, -b_f))
bagg=2
s_point_part.CutExtrude(flipExtrudeDirection=OFF, sketch=horizontal_boundaries, 
    sketchOrientation=BOTTOM, sketchPlane=s_point_part.faces[10], 
    sketchPlaneSide=SIDE1, sketchUpEdge=s_point_part.edges[21])

del s_point_model.sketches['horizontal_boundaries']

# Partition S-point part
edges = s_point_part.edges
vertices = s_point_part.vertices

cell_p = (-proj_l_inc,-corr_amp, 0.0)
cell_1 = s_point_part.cells.findAt((cell_p),)
picked_edges_1 = (edges[9], edges[10], edges[11])
s_point_part.PartitionCellByExtrudeEdge(line=edges[14], cells=cell_1, edges=picked_edges_1, 
    sense=FORWARD)

cell_p1 = (x_coord_left, -corr_amp, 0.0)
cell_2 = s_point_part.cells.findAt((cell_p1),)
picked_edges_2 = (edges[39], edges[40], edges[41])
s_point_part.PartitionCellByExtrudeEdge(line=edges[31], cells=cell_2, edges=picked_edges_2, 
    sense=REVERSE)

cell_p2 = (x_coord_left, -corr_amp, 0.0)
cell_3 = s_point_part.cells.findAt((cell_p2),)
s_point_part.PartitionCellByPlanePointNormal(point=vertices[10], normal=edges[13], cells=cell_3)

cell_p3 = (x_coord_left, -corr_amp, 0.0)
cell_4 = s_point_part.cells.findAt((cell_p3),)
s_point_part.PartitionCellByPlanePointNormal(point=vertices[0], normal=edges[7], cells=cell_4)
bagg=2
cell_p4 = (x_coord_left, -corr_amp, web_height_s_point/2)
cell_5 = s_point_part.cells.findAt((cell_p4),)
s_point_part.PartitionCellByPlanePointNormal(point=vertices[1], normal=edges[8], cells=cell_5)

cell_p5 = (x_coord_right,math.tan(corr_ang)*x_coord_right, 0.0)
cell_6 = s_point_part.cells.findAt((cell_p5),)
s_point_part.PartitionCellByPlanePointNormal(point=vertices[16], normal=edges[21], cells=cell_6)
bagg=2
cell_p6 = (x_coord_right,math.tan(corr_ang)*x_coord_right, web_height_s_point/2)
cell_7 = s_point_part.cells.findAt((cell_p6),)
s_point_part.PartitionCellByPlanePointNormal(point=vertices[5], normal=edges[28], cells=cell_7)

cell_p7 = (x_coord_right, y_coord_bot, -t_f/2)
cell_8 = s_point_part.cells.findAt((cell_p7),)
s_point_part.PartitionCellByPlanePointNormal(point=vertices[6], normal=edges[53], cells=cell_8)
bagg=2

## Assemble parts

# Create coordinate system for assembly
s_point_model.rootAssembly.DatumCsysByDefault(CARTESIAN)

# Inserte s_point part
s_point_model.rootAssembly.Instance(dependent=ON, name='s_point_part-1', part=s_point_part)
s_point_instance = s_point_model.rootAssembly.instances['s_point_part-1']

# Rotate S_point to correct position
s_point_model.rootAssembly.rotate(angle=-90.0, axisDirection=(1.0, 0.0, 0.0), 
    axisPoint=(0.0, 0.0, 0.0 ), instanceList=s_point_model.rootAssembly.instances.keys())

# Translate S-point so that origo is in the middle of flange
s_point_model.rootAssembly.translate(instanceList=s_point_model.rootAssembly.instances.keys(), 
    vector=(0.0, t_f/2, 0.0))
bagg=2

# Create step and boundary conditions 
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# Create S-point step
s_point_model.StaticStep(name='s_point_step', previous='Initial')

# Create submodel BC
left_flange_p = (x_coord_left, 0.0, corr_amp)
left_flange_face = s_point_instance.faces.findAt((left_flange_p),)
left_faces = left_flange_face.getFacesByFaceAngle(corr_ang)

top_face_p = (x_coord_right,t_f/2+web_height_s_point, -math.tan(corr_ang)*x_coord_right)
top_face = s_point_instance.faces.findAt((top_face_p),)
top_faces = top_face.getFacesByFaceAngle(corr_ang)

right_flange_p = (x_coord_right, 0.0, -math.tan(corr_ang)*x_coord_right)
right_flange_face = s_point_instance.faces.findAt((right_flange_p),)
right_faces = right_flange_face.getFacesByFaceAngle(corr_ang)

inner_flange_face = s_point_instance.faces[28]                                                                   
inner_flange_faces = inner_flange_face.getFacesByFaceAngle(corr_ang)

outer_flange_p = (x_coord_left/2, 0.0, -y_coord_bot)
outer_flange_face = s_point_instance.faces.findAt((outer_flange_p),)
outer_flange_faces = outer_flange_face.getFacesByFaceAngle(corr_ang)

all_faces = left_faces+top_faces+right_faces+outer_flange_faces+inner_flange_faces

s_point_model.SubmodelBC(name='driven_nodes', createStepName='s_point_step', 
    region=Region(faces=all_faces), globalStep='1', globalIncrement=0, timeScale=OFF, dof=(1, 2, 
    3, 4, 5, 6), globalDrivingRegion='', absoluteExteriorTolerance=0.0, exteriorTolerance=0.05)

## Translate S-point to correct location on intermediate model and create mesh
bagg=2
# Translate S-point to correct location on intermediate model
s_point_model.rootAssembly.translate(instanceList=s_point_model.rootAssembly.instances.keys(), 
    vector=(s_point_model_position*l_wavelength, 0.0, 0.0))

# Regenerate assembly
s_point_model.rootAssembly.regenerate()
bagg=2
# Seed S-point part
s_point_part.seedPart(deviationFactor=0.1, minSizeFactor=0.1, size=s_point_element_size)

# Reassign seed for horizontal flange edges
edges = s_point_part.edges
vertices = s_point_part.vertices

top_right_edge_p = (x_coord_right,9*y_coord_bot/10, 0.0)
top_right_edge = edges.findAt((top_right_edge_p),)
top_right_edges = top_right_edge.getEdgesByEdgeAngle(corr_ang)

top_left_edge_1_p = (x_coord_left, 9*y_coord_bot/10, 0.0)
top_left_edge_1 = edges.findAt((top_left_edge_1_p),)
top_left_edges_1 = top_left_edge_1.getEdgesByEdgeAngle(corr_ang)

top_left_edge_2_p = (x_coord_left, 11*(vertices.pointsOn[29][0][1])/10, 0.0)
top_left_edge_2 = edges.findAt((top_left_edge_2_p),)
top_left_edges_2 = top_left_edge_2.getEdgesByEdgeAngle(corr_ang)

top_top_edge_p = (x_coord_left/2, vertices.pointsOn[29][0][1], 0.0)
top_top_edge  = edges.findAt((top_top_edge_p),)
top_top_edges = top_top_edge.getEdgesByEdgeAngle(corr_ang)

top_bottom_edge_p = (x_coord_left/2, y_coord_bot, 0.0)
top_bottom_edge = edges.findAt((top_bottom_edge_p),)
top_bottom_edges = top_bottom_edge.getEdgesByEdgeAngle(corr_ang)

bottom_right_edge_p = (x_coord_right,9*y_coord_bot/10, -t_f)
bottom_right_edge = edges.findAt((bottom_right_edge_p),)
bottom_right_edges = bottom_right_edge.getEdgesByEdgeAngle(corr_ang)

bottom_left_edge_p = (x_coord_left, 9*y_coord_bot/10, -t_f)
bottom_left_edge = edges.findAt((bottom_left_edge_p),)
bottom_left_edges = bottom_left_edge.getEdgesByEdgeAngle(corr_ang)

bottom_top_edge_p = (x_coord_left/2, vertices.pointsOn[29][0][1], -t_f)
bottom_top_edge = edges.findAt((bottom_top_edge_p),)
bottom_top_edges = bottom_top_edge.getEdgesByEdgeAngle(corr_ang)

bottom_bottom_edge_p = (x_coord_left/2, y_coord_bot, -t_f)
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bottom_bottom_edge_p = (x_coord_left/2, y_coord_bot, -t_f)
bottom_bottom_edge = edges.findAt((bottom_bottom_edge_p),)
bottom_bottom_edges = bottom_bottom_edge.getEdgesByEdgeAngle(corr_ang)

flange_seed_edges = (top_right_edges+top_left_edges_2+top_top_edges+bottom_right_edges+
bottom_top_edges+top_bottom_edges+bottom_bottom_edges+bottom_left_edges+top_left_edges_1)

s_point_part.seedEdgeBySize(edges=flange_seed_edges, size=0.005, 
deviationFactor=0.1, minSizeFactor=0.1, constraint=FINER)

# Set flange triangle to sweep mesh
flange_triangle_p = (x_coord_right, y_coord_bot/2, -t_f/2)
flange_triangle = s_point_part.cells.findAt((flange_triangle_p),)
s_point_part.setMeshControls(regions=(flange_triangle, flange_triangle), 
    technique=SWEEP, algorithm=ADVANCING_FRONT)

# Set element type for S-point model
s_point_part.setElementType(elemTypes=(
    ElemType(elemCode=C3D20R, elemLibrary=STANDARD), ElemType(elemCode=C3D15, 
    elemLibrary=STANDARD), ElemType(elemCode=C3D10, elemLibrary=STANDARD)), 
    regions=(s_point_part.cells,))
 
# Generate S-point mesh
cells = s_point_part.cells

structured_cells = (cells[1], cells[2], cells[3], cells[4], cells[5], cells[8])
s_point_part.generateMesh(regions=structured_cells)

sweep_cells = (cells[0], cells[6], cells[7])
s_point_part.generateMesh(regions=sweep_cells)

override_seeds = s_point_part.cells.getSequenceFromMask(mask=('[#1ff ]', ), )
s_point_part.generateMesh(regions=override_seeds, seedConstraintOverride=ON)

# Create S-point job
s_point_analysis = mdb.Job(atTime=None, contactPrint=OFF, description='', echoPrint=OFF, 
    explicitPrecision=SINGLE, getMemoryFromAnalysis=True, historyPrint=OFF, 
    memory=90, memoryUnits=PERCENTAGE, model='s_point_model', modelPrint=OFF, 
    multiprocessingMode=DEFAULT, name='s_point_analysis', nodalOutputPrecision=
    SINGLE, numCpus=1, numGPUs=0, queue=None, resultsFormat=ODB, scratch='', 
    type=ANALYSIS, userSubroutine='', waitHours=0, waitMinutes=0)

# Submit S-point job
if debug == 0:
    intermediate_analysis.waitForCompletion()
    s_point_analysis.submit(consistencyChecking=OFF)

## End of file
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