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Masknet: An Instance Segmentation Algorithm
Leveraging Object Detection and Semantic Segmentation to tackle Instance Seg-
mentation
JULIANO PINTO
Department of Signals and Systems
Chalmers University of Technology

Abstract

This thesis formulates, develops, and evaluates Masknet, a system that performs
instance segmentation on images from the Pascal VOC 2012 dataset. Two main
versions of the system are developed. The first one, simpler, uses an object detector
CNN (convolutional neural network) to propose bounding boxes and classify objects
in the scene. These bounding boxes are then fed into a mask proposal CNN, inspired
by recent advances in mask generation, in order to generate binary masks for each
instance.
The second version of the algorithm expands the mask proposal CNN to also use
initial guesses for the binary masks, computed by a heuristic that uses the object
detector CNN and also a semantic segmenter CNN. For this version, several different
architectures are proposed and tested, and the best scoring one is finally deployed
in the system. The best implementation of each of the versions is then preinitialized
in a preliminary training step that uses data from the MS COCO dataset, trained
on the Pascal VOC 2012 dataset and finally compared by computing the average
precision achieved at each class of the dataset and the MAPr (mean average precision
throughout all classes) for the algorithm. The best scoring version achieves a MAPr

of 57.7% with an IoU threshold of 0.5.

Keywords: image analysis, instance segmentation, convolutional neural networks,
object detection, semantic segmentation.
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1
Introduction

This thesis formulates, develops and evaluates two versions of an algorithm, bap-
tized as Masknet, which performs instance segmentation on images from the Pas-
cal VOC 2012 dataset. The first version uses a straightforward approach of pre-
dicting instances directly from object region proposals from an object detector
CNN. The second version expands this idea by also using initial guesses for the
masks of the instances to be generated, with the help of a semantic segmenter
CNN. Both versions are developed and evaluated, and the results reported and
discussed. All of the code developed for this thesis is made available at https:
//github.com/JulianoLagana/masknet.

1.1 What is instance segmentation, and why is it
relevant?

A lot of progress has been made towards making machines that can better interpret
and react to their environments. Televisions with gesture recognition [1], mobile
phones that recognize the face of the user during use [2], personal robot assistants
[3], and self-driving cars [4], are all examples of recent advancements the artificial in-
telligence field has witnessed. Following this trend, one of the major breakthroughs
yet to come is making these machines able to visually interpret their surroundings
with a quality comparable to human beings. Given the depth of this problem, the
research community is first tackling smaller sub-problems that can yield insight into
how to solve the original one. Sub-problems such as, for instance, image classifi-
cation, and more recently, object detection and semantic segmentation, detailed in
sections 2.2 and 2.3, respectively.
As progress in these problems evolved, a new task was popularized by [5]. This new
task, later baptized “instance segmentation”, is a much harder and more realistic
problem than the former ones. The expected output for this task using a sample
image from the dataset used in this thesis is shown in figure 1.1.
In this task, the algorithm is expected to output the precise locations, spatial extent
and classes of all objects in the scene that are members of a set of predefined classes.
Furthermore, and in contrast to semantic segmentation, the algorithm must be able
to distinguish different instances of the same class in the scene. Hence, the name
instance segmentation. For instance, if an image has three dogs in it, it’s not
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1. Introduction

Figure 1.1: Input and expected output from an instance segmenter output.

enough to simply denote which pixels belong to the “dog” class. It’s necessary to
also indicate which group of pixels belong to which dog in the image, making it
inevitable to somehow deal with partial occlusions, and therefore to have a more
complete understanding of the objects in the scene. Further details are provided in
section 2.4.
Having an algorithm that can perfectly solve instance segmentation, or at least solve
it as well as humans can, would greatly advance the way machines interact with their
environment, allowing them to reason and adapt much better to different situations.
A personal robot assistance could understand if it is in the kitchen or the office, if
there is a person working in the room, if a person is asleep or if he/she fell on the
ground. A self-driving car could better understand its environment. Knowing where
possible pedestrians are and if the person in front is riding a bicycle or a motorcycle
will help the car to make more informed decisions. Almost any machine that needs
to interact with humans and has enough computing power could enhance its decision
making by having such an algorithm to visually parse its surroundings.
This thesis is a contribution to the challenge of solving this image analysis task. It
uses easily obtainable pretrained CNNs to solve the sub-problems of object detec-
tion and semantic segmentation, and with them, attempt to provide the instance
segmentation of a scene.

1.2 Roadmap for the thesis

This thesis is separated into six chapters. The current and first one, where the
problem being solved is stated, also contains an overview of related work, a brief
overview of the main idea and finally an explanation of the datasets used and their
contents.
After that, a chapter devoted to filling any knowledge gaps that might impair the
reader’s understanding of the ideas in this thesis is presented. In this chapter, the
foundations of what is a convolutional neural network, and explanations of what are
the problems of object detection, semantic segmentation and instance segmentation
are given.
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1. Introduction

That chapter is followed by the Methodology chapter, which starts by providing a
conceptual explanation of the main ideas of this thesis. This is then followed by a
concrete explanation of their implementations, and a presentation of the training
protocol used for optimizing the networks. Further, this chapter also compares the
different architectures proposed for one of the versions of Masknet, and ends with a
section explaining how a new step in the training protocol, which greatly improved
results, was performed.
Subsequently, there is the Results chapter. This chapter is mainly focused on pro-
viding the results found for the algorithms developed. Both the results for the opti-
mization of the mask proposal subsystem and the instance segmentation evaluation
of the system as a whole are presented.
Finally, a Discussion chapter is introduced, where a visual assessment of the mask
proposal subsystem’s performance is presented, together with an analysis of the
impact that each subsystem has to the final instance segmentation quality of the
algorithm. This chapter ends with a section devoted to suggesting directions for
further work that could improve the ideas presented here.
The thesis ends with a brief Conclusion chapter, which summarizes the main ideas
and results obtained throughout the development of this project.

1.3 Related work

Ever since the “Simultaneous Detection and Segmentation” paper [5] that popu-
larized the problem of instance segmentation was published, this task has been
undertaken by a variety of different approaches. Most of the successful approaches
use custom convolutional neural networks in some way, together with new systems
and ideas, like recurrent neural networks [6], or conditional random fields [7].
An early, notable contribution proposed for this task was the Hypercolumns [8]
paper. The authors acknowledged that using output only from the last layers in
a CNN typically fails to provide fine spatial information that could allow precise
localization. In order to amend that, they create a new type of pixel descriptor,
named the hypercolumn at that pixel, which comprises of the vector of activations
of all the CNN units above that pixel. By leveraging this pixel descriptor, they
managed to improve the state-of-the-art MAPr by nearly 21%.
Since then, the MS COCO detection competition (despite the name, the task is to
perform instance segmentation) has been a powerful driving force for the problem
at hand, and each year the competitors invent new ideas and push the state-of-
the-art further. The winner of the 2015 iteration of this competition, “Instance-
aware Semantic Segmentation via Multi-task Network Cascades” [9], in short MNC,
proposed the idea of separating the task of instance segmentation into sub-problems,
and designing one CNN for each step. The system is then jointly trained using a
loss function that takes into account all steps of the process. The current thesis
draws some inspiration from this success, namely that of trying to solve a problem
by designing a specific network for each sub-problem.

3



1. Introduction

In 2016, the proposal that won the MS COCO competition was the “Fully-convolutional
Instance-aware Semantic Segmentation” [10], where the authors presented the first
fully convolutional solution to the task (i.e. a single CNN capable of performing
this task, from image input to image output). The authors argue that CNNs are
translationally invariant by design, and hence develop a new, translationally variant
layer to allow them to leverage spatial information. This new layer is an assembly
layer, which joins feature maps that learned to predict position-sensitive inside/out-
side score maps into a single feature map, later used for the mask proposal for each
instance.
Since then several new ideas have been presented [11, 12, 13, 14, 15], and one of the
most recent and relevant ones is Mask R-CNN [16]. Coincidentally, this network also
uses the idea proposed in this thesis of using an object detector to propose candidate
regions with a high change of having an instance inside them, and then feeding these
into a subsystem for mask prediction. However, the authors developed a way to
extend a state-of-the-art object detector, Faster R-CNN [17], to perform both tasks
in the same network, with a class-sensitive mask prediction step. Nevertheless, the
idea of using initial guesses for the masks, based on object detection and semantic
segmentation outputs, is still unique to this thesis. The best MAPr score achieved
(metric between 0 and 1 that evaluates the instance segmentation quality, 1 denoting
perfection) across all variations of the proposed algorithm was 0.577 (a comparison
between other state of the art algorithms is shown in table 4.4.

1.4 Brief explanation of main idea

This thesis develops and evaluates two main versions of an instance segmentation
algorithm. In the first one, the input image is processed by a semantic segmenter
CNN, and by an object detector CNN, to provide the semantic maps and bounding
boxes for the later stages of the network.
These outputs are fed into a heuristic that aims to provide initial guesses for the
masks of each region enclosed by the bounding boxes, such that pixels in the mask
have a strong likelihood of belonging to the instance that needs to be segmented,
but at the cost of consistently leaving parts of the desired instance unmasked. These
masks are simply binary images in which pixels with the value 1 denote positions
that belong to the instance, whereas pixels with the value 0 do not.
Together with the original patches of the image enclosed by each bounding box, the
initial guesses for the masks, henceforth referred to as “partial masks”, are then fed
into another CNN, the mask proposal subsystem, which finally outputs the instances
found in the scene. The idea is that these partial masks can possibly help the system
to decide which instance to segment, if more than one is present in the region.
The second version, somewhat simpler, does not compute partial masks for each
bounding box region. Instead, it uses only the input image and the bounding boxes
obtained from the object detector CNN. The region enclosed by each bounding box
is directly fed to the mask proposal subsystem, which then outputs the instances

4



1. Introduction

found in the scene. In this thesis, both of these versions are developed, and later
evaluated using the standard metrics for the instance segmentation problem.

1.5 Datasets used

Two datasets were used in this project, the Pascal VOC 2012 dataset and the MS
COCO 2016 dataset. This section provides a brief overview of these two datasets,
explaining their contents and provided ground truth data.

1.5.1 Pascal VOC

The Pascal Visual Object Classes challenge [18], first introduced in 2005, features in
its latest release (the 2012 version) 2913 colored images of variable size, comprised
of 6929 objects. A sample subset of the images present in the dataset is shown in
figure 1.2. Ground truth data, generated by humans, is available for twenty different
classes of objects, ranging from everyday objects you would find inside your house,
like bottles, dining tables, television monitors, sofas; to objects usually found in very
different contexts, such as sheep, motorbikes, boats and airplanes.
The ground truth data available for each image is comprised of:

1. Semantic segmentation of the scene.
2. Object segmentation of the scene (an image in which the value of each pixel

denotes the object to which it belongs to).
3. An annotation for each object present in the scene, specifying its class, bounding-

box, and other types of information not relevant to this thesis.
With such ground truth data, it’s possible to know exactly which objects are in a
given scene, where they are located, and their exact spatial extent. All of this infor-
mation is used throughout this thesis to train and evaluate the developed systems.
Furthermore, the data is divided into training, validation and test sets. However, no
ground truth data is available for the images in the test set, so that the competition
is guaranteed to be fair (i.e. so as to make it impossible to train on images from
the test set). The competitors submit the results to an evaluation server that ranks
them automatically according to the metrics of the challenge.
Because of this, if one wants to evaluate an algorithm using a metric which the
Pascal VOC evaluation server does not compute, then one is restricted to use only
data from the training and validation set. This is indeed the case for this thesis,
since the metric that evaluates the quality of instance segmentation, MAPr, is not
computed by the Pascal VOC evaluation server.

5



1. Introduction

Figure 1.2: Sample images taken from the the Pascal VOC 2012 dataset.

1.5.2 MS COCO 2016

The Microsoft Common Objects in Context dataset [19], in short MS COCO, is a
much larger and more varied dataset than the Pascal VOC 2012. Its latest version,
2016, contains more than 200 thousand images, in a variety of different settings,
locations and spatial sizes. Ground truth data generated by humans is available for
all of the images in the training and validation dataset, for the 80 different classes
specified in the competition. A sample subset of the images from the validation set
is shown in figure 1.3
The ground truth data available for each image is provided in a per-object basis,
and each object has an annotated data structure which provides the following infor-
mation:

1. Which image that object belongs to in the dataset.
2. The object’s class.
3. A segmentation mask for that particular object, encoded into a custom RLE

(run length encoding) scheme provided by the competition.
4. The bounding box for the object.
5. Several other types of information irrelevant to the present study.

Similarly to the Pascal VOC dataset, an evaluation server is also available for com-

6
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petitors to upload their results and be automatically ranked using ground truth for
the test data (not made publicly available). This evaluation server does provide a
calculation of the MAPr metric, but this was not used in this thesis since no instance
segmentation evaluation was done using this dataset.

Figure 1.3: Sample images taken from the the MS COCO 2016 dataset.
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2
Theory review

This chapter is dedicated to filling any knowledge gaps that might impair the reader’s
understanding of the ideas presented in the thesis. It first presents a brief overview
of what Convolutional Neural Networks are, and how they differ from regular neural
networks. After that, there is an explanation of what are the problems of object
detection and semantic segmentation, and finally, an introduction to the problem of
instance segmentation, subject of this thesis.

2.1 Convolutional Neural Networks

Artificial neural networks have been around for decades now, and excel at a multi-
tude of previously unreachable tasks in machine learning. However, if one tries to
use them in tasks related to images, one quickly realizes that they do not scale well
for these types of problems. When the inputs are images, even more so if colored
images, the amount of connections and hence learnable parameters increases drasti-
cally. For instance, if one is trying to learn a task to which the input is a 800 × 600
colored image, and the first layer has, say 1000 neurons, the amount of learnable
parameters, only for this first layer, is more than 1.4 billion.
Because of this, if one aims to work with an image as input, it becomes necessary to
either reduce the dimensionality of the data or reduce the amount of connections at
each layer. Convolutional neural networks, in short, CNNs, are neural networks that
restrict its neurons to connect to only a subset of the image’s pixels at each time.
This is accomplished by, instead of using fully connected layers, using convolutional
layers, in which the image is convolved with a series of learnable filters.
For convolutional layers, all neurons are forced to use the same weights, and connect
only to a small patch of the image (e.g. a 5x5 pixel area). Furthermore, they
are organized in a spatial grid throughout the image, so that each one connects
to a slightly shifted location from where the last one was, as illustrated in figure
2.1. Because of this arrangement, the output of this grid of neurons will be the
convolution of the chosen weights with the input image. Hence, these chosen weights
can be seen as a filter which is convolved with the image, generating the output.
At each convolutional layer there are usually several learnable filters of the same
spatial size, and convolving the image with them produces several output images,
where each one is denoted a “feature map”. These several feature maps are then

9



2. Theory review

(a) Fully connected layers, used in reg-
ular neural networks.

(b) Convolutional layers, used in con-
volutional neural networks.

Figure 2.1: The difference between regular and convolutional layers.

stacked in a 3D data object with dimensions W × H × N , where W and H denote
the spatial dimensions of the data, and N is the number of filters used in the layer.
This 3D data object can then be convolved again with a new set of filters, generating
new outputs.
To quickly specify a convolutional layer size, the notation W × H × D × N is used,
where W and H specify the spatial size of the filter to be used (i.e. the spatial extent
in pixels of the area to which each neuron used in the convolution will connect to),
D specifies in how many feature maps the neurons will connect to, and N denotes
the number of learnable filters that that particular convolutional layer possesses.
Besides convolutional layers, convolutional neural networks also commonly use two
other types of layers: ReLU layers and max-pooling layers. ReLU layers (Rectified
linear unit layers), operate on a pixel-wise manner in their inputs, calculating the
output for each pixel as

ReLU(x) =

x, x ≥ 0
0, x < 0

, (2.1)

where x is the value of the input pixel. Max-pooling layers operate independently in
each feature map of the input, reducing its spatial size by only keeping the maximum
value found in a small region of the image, and discarding all others.
In practice, it’s common to alternate convolutional layers with ReLU and max-
pooling layers, to guarantee that the convolutions being done are non-linear, and to
progressively reduce the size of the data, hence reducing even further the computa-
tional requirements for the network.
As the image gets convolved with these learnable filters, and the output is convolved
with even more learnable filters, the network has the potential to discover which
filters are able to extract the features from the image which are meaningful for the
task at hand.
Therefore, one way to interpret this cascade of convolutional layers is as a feature
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extractor, which after some layers produces a much smaller data object than the
input image, but hopefully with still the same meaningful characteristics for the
task at hand. Following this cascade of convolutional layers, it’s common to add
one (or more) fully connected layers, and a softmax layer, which will then try to
regress the nonlinear function that maps the extracted features to the desired output.
These networks are then trained with the same backpropagation algorithm used for
regular neural networks. The main difference is that now most of the weights are
shared between neurons, so backpropagation is much more efficient. Furthermore,
it’s usually not possible to fit all training examples in memory, so stochastic gradient
descent is regularly chosen for optimizing the weights. The interested reader is
invited to read [20] for a thorough explanation of the adaptations needed.

2.1.1 VGG-16

One of the most iconic examples of a convolutional neural network is the VGG-16
network. First introduced in [21], this network was one of the deepest (highest
number of layers) at the time. It achieved an error rate of 7.3% in the ILSVRC
(ImageNet Large-scale Visual Recognition Challenge) 2014 competition, where the
contestants are asked to predict the class of an image among a set of 200 pre-defined
classes. It’s success showed the research community that by increasing the depth
of the networks, they could learn how to hierarchically represent visual data, and
hence achieve previously unattainable results.
It uses 13 convolutional layers, alternating convolutions with max-poolings and
ReLU layers. The convolutional layers are then followed by three fully connected
layers, with 4096, 4096 and 1000 neurons, and lastly a softmax layer to predict the
classes.
Given the successful results obtained by this network and the computational effort
put into training it with the ImageNet dataset (this network was trained on 4 Nvidia
Titan Black GPUs for up to three weeks), this CNN is usually used by other networks
as a starting point for a feature extractor. The same strategy is performed in
this thesis. Instead of trying to engineer a good network architecture, and then
spending time and computing power to train it thoroughly, this thesis uses the
VGG-16 network as the feature extractor for the images, and only fine-tunes its
weights to the task at hand.

2.2 Object detection

Among the key open problems in image analysis, is the problem of object detec-
tion. This problem is the task of, based on an input image, predict the locations
and approximate spatial extent of objects of a set of predefined classes, while also
assigning the correct class to each of them. The location and spatial extent of each
object is to be encoded as the coordinates of the tightest rectangle that encloses the
entire object, usually denoted as a “bounding box”. A sample output of an algorithm
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solving this problem is shown in figure 2.2.

Figure 2.2: Example output from an object detector algorithm.

Although many different approaches were undertaken to try to solve this problem,
the most successful one at the moment uses a special type of convolutional neural
networks: region based CNNs. These networks work by first utilizing a separate
method, usually class agnostic and only leveraging low level pixel information, to
quickly propose a large amount (thousands) of region proposals (i.e. candidates for
the predicted bounding boxes). These proposals are then warped into the expected
input size of a feature extractor CNN — VGG-16 for instance — which outputs a
feature vector for each region.
This vector is then fed to a set of linear support vector machines [22] (or more
recently, a series of fully connected layers), in order to compute its classification
among the predefined classes. This last step also computes a confidence score,
which aims to rank the proposals so that only a subset of them can be returned.
Further, the feature vector is also fed to a regressor that aims to improve the original
proposal’s bounding box quality.
Because of the jump in performance from other approaches, these region based CNNs
are now the standard approach for object detection. Recent approaches have made
them significantly faster [23, 17], making them even more useful to the research
community. This project uses the region based CNN called Fast R-CNN. First
introduced in 2015, this network is still capable of achieving competitive results on
datasets like the one used for this project. The main difference of Fast R-CNN
from other region based CNNs is that this version shares the computations of the
convolutional layers between the different proposals, by computing one single feature
map for the entire image and inferring the individual feature maps for each region
from it. Further details can be found in the original paper [23].

12



2. Theory review

2.3 Semantic segmentation

Another very important problem in image analysis is the problem of semantic seg-
mentation. This problem refers to the task of assigning one of a pre-defined set of
classes to each pixel location in an input image. In contrast with object detection,
the notion of a single object is not needed anymore, but now the spatial extent of
each class of objects must be predicted on a pixel level. A sample output from an
algorithm performing this task is shown in figure 2.3.

Figure 2.3: Example input and output from an algorithm performing the task of
semantic segmentation. Pixels overlaid with the color green belong to the “person”
class, and with the color red belong to the “airplane” class.

The major breakthrough for advances in this area was the paper entitled Fully
Convolutional Networks for Semantic Segmentation [24]. This paper showed how to
reinterpret the layers in a standard CNN and perform minor modifications to it to
allow for variable size inputs, and images as outputs, instead of simple classifications
as was done until then. Naturally, this new type of CNNs, namely, FCNs (fully
convolutional neural networks) proved to be the best approach to spatially dense
prediction tasks, such as semantic segmentation.
The aforementioned paper proposes three different FCN architectures to tackle the
problem of semantic segmentation. The best performing one, FCN-8s, is the one
used for this project. The main difference between the proposed architectures is
how they combine semantic information from the last layers of the network with
appearance information from the first layers. FCN-8s uses a skip architecture that
connects the feature maps before the third and fourth pooling layers to the final layer,
by upsampling them to the final layer’s spatial size and summing both predictions.
Further details can be found in the original paper [24].

2.4 Instance segmentation

The problem of instance segmentation can be understood as simultaneously solving
object detection and semantic segmentation. Here, it’s necessary to locate every
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single object from a pre-defined set of classes, to predict its correct class, and also
to provide a binary mask for each of them that specifies which pixels belong to
that particular object and which do not. The difference between the output from a
semantic segmenter and an instance segmenter is illustrated in figure 2.4.

Figure 2.4: Difference between semantic segmentation and instance segmentation.

Algorithms that undertake this task need to be much more powerful than for previ-
ous image analysis tasks such as object detection and semantic segmentation. Now
it becomes necessary to have a much more complete understanding of the objects in
the scene and be able to, at least partially, reason about occlusion.
One of the main competition for this type of problem is the MS COCO detection 2016
competition, that provides more than 200k images and their instance-aware labels for
training and evaluating performance. However, it’s also common to evaluate instance
segmentation algorithms using data from the Pascal VOC competition. Although
its creators never established an official competition for this specific problem, it’s
possible to use the provided ground truth data to perform instance segmentation
evaluation on this dataset.
As discussed in section 1.3, this is a very active field in the community right now,
far from being solved, and with very different approaches being undertaken. At
the moment there doesn’t seem to be any single approach that stands out from the
others, besides the fact that all the best scoring methods use a combination of CNNs
or CNN-inspired architectures to accomplish this task.

14



3
Methodology

This chapter explains the methodology used for the project. It starts with a concep-
tual explanation of the main ideas of this thesis, later explaining the implementation
details of them. After that, it discusses the training protocol used to optimize the
networks discussed in the project and compares the different architectures proposed
for the Masknet version with partial masks. Finally, it concludes with an account
of how the pretraining on MS COCO data was performed for the best performing
architectures of Masknet.

3.1 Conceptual explanation

Perhaps one of the most intuitive ways of looking at the problem of instance seg-
mentation is to interpret it as trying to simultaneously solve the problems of object
detection and semantic segmentation. Aided by this perspective, it’s tempting to
try using the key insights found when solving these problems to develop a solution
to the new problem at hand.
As one can quickly realize when first confronted with the task of instance segmenta-
tion, the semantic segmentation maps produced by a semantic segmenter bear some
resemblance to the desired output for the instance segmentation problem. Figure
2.4 illustrates this clearly. In the semantic segmentation map, the class-wise pixel
level segmentation has already been done, the only thing missing is the separation
of each one of the instances.
Looking at figure 2.2, it seems reasonable to use the output from an object detector
to obtain an initial estimate of the spatial extent of each instance in the scene. A
straightforward way of doing so is to, for each given class, crop the segmentation
map for that class using the bounding boxes that were predicted to be from that
class, thus generating as many instances as the number of found bounding boxes.
Figure 3.1 illustrates this approach. As can be seen in the figure, this method is
able to generate instance-wise segmentation results.
However, this approach suffers from some systematic problems. These are illustrated
in figures 3.2 through 3.4. On the left part of the figures the segmentation map
overlaid with the original image is shown, together with the predicted bounding
boxes, while on the right the generated instance is shown. As can be seen, the quality
of the output will always depend on the quality of both the predicted bounding
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Figure 3.1: Functioning of the naive approach to instance segmentation.

boxes and the segmentation maps used. If just one of them is inaccurate, the
output might suffer considerably. Additionally, even if both the segmentation maps
and the bounding boxes are perfectly accurate, this method might still yield wrong
predictions if any bounding boxes from the same class overlap, since this means that
more than one instance might be present in the overlapping bounding box region,
and the system will be unable to unfailingly disambiguate which parts belong to
which instance in this overlapping region.

Figure 3.2: Poor instance generation due to inaccurate output from the object
detector. On the left, the segmentation map for the class “person” is shown in
orange, and only the bounding box for the instance being considered is shown (in
red).

Given these type of errors, one possible approach could be to completely ignore the
semantic segmentation maps and try predicting the binary mask for each instance
directly from the visual region enclosed by each one of the found bounding boxes,
thus making the system immune to errors from an imprecise semantic segmenta-
tion. Mask R-CNN [16], a recent and successful work in the field suggests that this
approach is indeed worthwhile.
However, it’s common that the extraneous instance parts are somewhat visually
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Figure 3.3: Poor instance generation due to inaccurate output from the semantic
segmenter. The segmentation map for the class ‘person’ is shown in green, and only
the bounding box for the instance being considered is shown (also in green).

Figure 3.4: Poor instance generation due to overlapping objects. The segmentation
map for the class ‘person’ is shown in yellow, the bounding box for the instance being
considered is shown in red, and the bounding boxes for other instances are shown
in yellow.

distinct and/or spatially disconnected from the majority of the instance to be seg-
mented. Therefore, I hypothesized that it could be possible and advantageous to
guide the creation of this binary mask by using an initial approximation of the pixels
that are likely to belong to the instance that is to be segmented in that region. The
system would take into account the parts of the instance that are already segmented
to ponder whether or not a new region should be included in the binary mask.
One possible heuristic to form these type of initial partial masks is to start with the
semantic segmentation map for the predicted class, cropped to the bounding box
being considered, and then remove the regions that overlap with any other bounding
boxes of the same class. If the bounding boxes and the semantic segmentation are
precise enough, this results in a partial mask comprised of pixels that are very
likely to belong to the instance, while removing most of the extraneous instances
parts (clearly, at the cost of also removing perfectly fine parts of the instance to be
segmented). Figure 3.5 illustrates the functioning of this heuristic.
A relevant point must be considered. In the case that two bounding boxes share the
same class, and one is completely enclosed by the other, the partial mask generated
for the smaller one will be empty. In these extreme cases, the system is still required
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to achieve its goal. I further hypothesized that, because of the way the system is
trained (detailed in section 3.3), it will still have an incentive to try to segment
instances when no partial mask is provided. To some extent, this is indeed correct.
Refer to section 5.1 for a more detailed description of the system’s behavior in these
cases.

Figure 3.5: The functioning of the heuristic to create partial masks.

These two approaches (directly predicting instances from the detected object re-
gions, or using partial masks to aid the instance generation) were implemented and
evaluated. Figure 3.6 illustrates the entire system for both versions, referred to as
Masknet. Its input is an RGB image with variable spatial dimensions, and its
output is a list with all the generated instances. Each instance is comprised of a
predicted class for it and a binary mask, which is a single-channel image with the
same spatial size as the input, but with binary pixel values (0 denoting a pixel
position which does not belong to the instance, and 1 denoting one that does).
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Figure 3.6: Visual depiction of the Masknet system. If the version without partial masks is being used, the semantic segmentation
and the heuristic are not computed, since the “Mask proposal” subsystem does not need the partial mask as input.
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3.2 Implementation

The concrete implementation of Masknet is comprised of three subsystems: an ob-
ject detector, a semantic segmenter (only used by the version with partial masks)
and the final mask proposal subsystem. Since one of the main focuses of this thesis
is to implement and evaluate the performance and limitations of the mask proposal
subsystem, the driving forces when deciding the architecture for the other parts of
the project were primarily the amount of required computing power and develop-
ment time. For the following networks, pretrained versions of them are available to
download for the development framework used, MatConvNet, which substantially
reduced the time needed to deploy them in the project.
The convolutional neural network Fast R-CNN [23] was chosen for predicting the
bounding boxes for each object in the scene, whereas FCN-8s [24] was chosen for
the semantic segmentation task. These networks achieve close to state-of-the-art
performance in their respective tasks for both datasets used, while also remaining
within the boundaries of available resources for this project.
For the mask proposal system, a new architecture was designed, inspired by the
success and design choices from DeepMask [25]. The part of their architecture for
predicting instance masks is illustrated in figure 3.7.
The approach is to first bilinearly resample the input RGB image to a spatial size of
224x224, then the network extracts features from the input using the CNN VGG-16
with all the fully connected layers as well as the last max-pooling layer removed,
and exchanged by a convolution with a filter bank of size 1x1x512, followed by a
ReLU layer. This results in 512 feature maps of spatial size 14x14.

Figure 3.7: DeepMask architecture. “VGG-16” is the altered version of the VGG-
16 CNN, as mentioned in the text. The vertical text between each layer demonstrates
the size of the data in that step, and the “Output” subimage is a heatmap illustrating
the mask scores (yellow means high probability of being part of the mask, while blue
means low).

The extracted features maps are then passed through a fully connected stage that
outputs a vector with 562 dimensions. To reduce the number of learnable parameters
in the network, instead of using a single fully connected layer to perform this step,
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the authors of DeepMask decompose this into two stages. First the feature maps
are connected to 512 neurons, and then each one of these neurons is connected to
all entries of the output vector.
This vector is in turn reshaped into a 56x56 single channel image, bilinearly resam-
pled to the original input size and optionally thresholded to yield a binary mask.
This is exactly how the mask proposal subsystem for the Masknet version without
partial masks was implemented. However, for the other version of Masknet, it’s
desired to use the information from the partial masks to guide the creation of the
final mask. For this, three different merging strategies were proposed and evaluated.
Each one of these is explained below, together with the necessary modifications to
the overall structure in each case.

1. The partial mask is bilinearly resampled to a spatial size of 14×14 and con-
catenated to the feature maps as a new feature. The first fully connected layer
is then adjusted to connect the 513 feature maps to each of the subsequent
512 neurons.

2. Same as the above, but after concatenating, and before the first fully connected
layer, a filter bank of size 1×1×513×512 (i.e. 512 filters of spatial size 1x1 and
513 channels) convolves the new feature maps, followed by a ReLU layer. As a
result, there’s no need to change the rest of the network (since the convolution
results in a data object of size 1×1×512, the same size expected by the original
DeepMask architecture).

3. Fully connect the entire feature map and the partial mask in its original spatial
size to the the output vector, in a single (potentially very big) fully connected
layer.
To ensure that the fully connected layer’s size stays within reasonable bounds,
a filter bank of size 14×14×512×N — where N is a positive integer in the
range 100 to 512 — is added right after the feature extractor, in order to
select a smaller linear combination of the 512 VGG features. In this way,
the parameter N generates a family of closely related merging strategies with
a different compromise between the number of features used (which is likely
to correlate with performance) and required computing power. This is then
followed by a ReLU layer.

The different merging strategies are illustrated in figures 3.8 through 3.10. The
parts of the diagram after the fully connected layer are the same as in the original
DeepMask architecture, and therefore are not shown. Section 3.4 explains how one
of these merging strategies was chosen for the final architecture.
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Figure 3.8: Merging strategy 1. The partial mask is bilinearly resampled to the
same spatial size as the feature maps, and then concatenated to the end of it as a
new feature.

Figure 3.9: Merging strategy 2. After the concatenation, the new feature maps
are convolved with a filter bank that transforms it back to the size expected by the
rest of the network (followed by a ReLU layer, not shown in the picture).
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Figure 3.10: Merging strategy 3. Instead of resampling the partial mask, it is
directly connected to each neuron in the fully connected layer, together with a
subset of the feature maps from VGG-16.

3.3 Training protocol

This section describes the specific design decisions made for training the Masknet
system. First of all, it’s important to note that the only part of the system being
trained is the mask proposal subsystem. For the semantic segmenter and the object
detector, the pretrained versions of FCN-8s and Fast R-CNN are used, respectively.
Since the pretrained networks are being used, it’s important to use the same dataset
in which they were pretrained on, in order for them to achieve their best performance.
In this case, it’s the Pascal VOC dataset. This dataset has several different versions,
one for each competition held by the authors. Statistics summarizing three relevant
versions of this dataset are presented in table 3.1.

Table 3.1: Number of images and objects present in different versions of the Pascal
VOC dataset.

Training set Validation set
Images Objects Images Objects

Pascal VOC 2007 209 633 213 582
Pascal VOC 2011 1112 2501 1111 2533
Pascal VOC 2012 1464 3507 1449 3442

Since FCN-8s was pretrained in Pascal VOC 2011, and Fast R-CNN in Pascal VOC
2007, there is no single version of the Pascal VOC datasets that would be best
for performing the training for the mask proposal subsystem. Choosing the Pascal
VOC 2007 dataset would likely yield the best performance for both the semantic
segmenter and the object detector (since the object detector was trained precisely
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in this version of the dataset, and the later versions of Pascal are supersets of the
older ones). However, as can be seen in table 3.1, this would also provide far less
examples for the training.
With this is mind, a visual assessment of the performance of these pretrained sys-
tems on the Pascal VOC 2012 (latest) validation dataset was carried out. This
showed that these systems still achieve an acceptable performance on this dataset
version. Based on this visual assessment, I chose the Pascal VOC 2012 dataset for
the training. Although the pretrained networks might suffer in performance, for the
purposes of generating the training examples for the mask proposal subsystem, a
much larger number of examples is preferred over slightly more accurate ones (spe-
cially since ideally the mask proposal subsystem should be reasonably unaffected by
inaccurate inputs). A better approach, unfortunately left as a proposal for further
work due to limited time constraints, would be to retrain the FCN-8s and Fast R-
CNN networks with the training data from Pascal VOC 2012 or, even better, with
the data from MS COCO 2016. This approach is further detailed in section 5.3.
Each image in the Pascal VOC dataset is processed by the object detector, the
semantic segmenter and the heuristic to generate partial masks. This generates as
many training examples as the number of detected objects in the scene. Each of
the generated training examples is comprised of an input image, the partial mask,
and the ground truth for that example. The final output from the mask proposal
subsystem is compared to the ground truth by using the pixel-wise logistic log loss
function, shown in equations 3.1 and 3.2:

L(x, c) =
∑B

j=1
∑N

i=1 M(xj
i , cj

i )
B

(3.1)

M(xj
i , cj

i ) = log(1 + e−cj
i xj

i ) , (3.2)

where x is the W × H × B matrix with all the predictions in the current batch, W
and H denote the spatial size of the predictions, B is the number of images in the
current batch), c is the W × H × B matrix with all the labels for the images in the
current batch, xj

i is the i-th pixel of the prediction for the j-th image, cj
i is the i-th

pixel of the label for the j-th image (which is 1 if the pixel should be in the mask,
and -1 otherwise), and N is the number of pixels in the image (namely, W × H).
The value computed from this loss function is then backpropagated through the
mask proposal subsystem network for parameter learning. For this learning task,
gradient descent with momentum and weight decay was chosen as the optimization
algorithm.
For a more humanly understandable assessment of the performance, the output mask
quality is also evaluated using the metric of IoU (Intersection over Union). The
output mask is binarized, and the IoU with ground truth is computed by dividing
the intersection (number of pixel locations with the value 1 in both the binary mask
and the ground truth) by the union (number of pixel locations with the value 1 in
at least one of the binary mask and the ground truth) of them. The intersection
and union values are aggregated for all images in the batch before the division.
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3.4 Evaluation of different merging strategies

In order to decide which of the merging strategies defined in section 3.2 should be
used, a preliminary evaluation of the mask proposal subsystem was carried out for
each one of them.
The training protocol specified in section 3.3 was followed and each one of the three
merging strategies was trained and evaluated using the data from Pascal VOC 2012.
The network weights were initialized randomly, using Xavier initialization [26]. The
hyperparameters for each strategy were chosen according to the following steps:

1. Choose a batch size so that each batch fits in the available memory.
2. Run the optimization on Pascal VOC data with no momentum, no weight

decay, and different values of learning rate (10 logarithmically spaced values
between 10−7 to 10−4 — no strategy converges with a learning rate higher than
10−4).

3. Choose the learning rate that yielded the second best training error after 10
epochs of training (the best performing one might have convergence problems
in the long run).

4. Run the optimization using the chosen learning rate for each one of the fol-
lowing hyperparameter values
(a) Momentum = 0, Weight decay = 0
(b) Momentum = 0.9, Weight decay= 0
(c) Momentum = 0, Weight decay = 5 × 10−5

(d) Momentum = 0.9, Weight decay = 5 × 10−5

5. Choose the combination of hyperparameter values from step 4 that yields the
lowest validation error.

Since this was only a preliminary evaluation, no effort was spent in searching the
hyperparameter space further. Using the aforementioned steps, the optimal hyper-
parameters found for each merging strategy are summarized in table 3.2.

Table 3.2: Hyperparameters found for each one of the merging strategies.

Merging strategy Learning Rate Momentum Weight Decay
1 2.1544 × 10−6 0.9 5 × 10−5

2 4.6416 × 10−6 0.9 5 × 10−5

3 4.6416 × 10−5 0 0

The training and validation errors for the optimization using these values are shown
in figure 3.11. For merging strategy 3, several values of N were tested (the size of
the filter bank that convolves the VGG features into a smaller subset), and the best
performing one within the hardware resources available, N = 300, is the one shown
in the plots.
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Figure 3.11: Evaluation results for the three merging strategies. Each color speci-
fies a different strategy, and the dashed and solid lines denote if the value is computed
in the training set or the validation set, respectively.

As the figure demonstrates, all merging strategies achieve a reasonable IoU in the val-
idation set, but merging strategy 3 outperforms the other two considerably. There-
fore, this was the merging strategy chosen for the final implementation of the system
and for the comparison with the version that does not use partial masks.

3.5 Pretraining on MS COCO

In order to improve results even further, both the version that does not use partial
masks and the version that best uses them (i.e. merging strategy 3) were retrained
on Pascal VOC. However, this time the hyperparameters were optimized by trial-
and-error (starting at the values found earlier) and the networks weights were not
initialized randomly. Instead, these two versions were first trained on MS COCO
data for 30 epochs, and the network weights at the best performing epoch were
used to initialize the training on Pascal VOC 2012. This section describes how this
pretraining on MS COCO was performed.
As explained in section 3.2, the versions of Fast R-CNN and FCN-8s used in this
project were trained with data from the Pascal VOC dataset (Pascal VOC 2007 for
fast R-CNN and Pascal VOC 2011 for FCN-8s). Retraining both of these networks
in the MS COCO 2016 dataset would require a considerable amount of time and
computing power. Instead, ground truth data from this dataset is used to simulate
a perfect object detector and a perfect semantic segmenter. To do so, each image in
the dataset is processed before being fed to the system. The procedure is illustrated
in figure 3.12.
For each object present in the ground truth annotation for the image, a training
example comprised of input image, partial mask and ground truth is generated with
the following steps. First the original image is cropped to the bounding box of the
current object, generating the input image. Then, using the ground truth segmenta-
tion map and the ground truth bounding boxes, the partial mask is generated using
the heuristic discussed in section 3.1. Finally, the binary mask for the current object,
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Figure 3.12: Procedure for generating training examples for the preliminary eval-
uation of the merging strategies, using ground truth data from MS COCO.

obtained from the ground truth object segmentation, is saved as the ground truth
for this training example. This procedure generates as many training examples as
there are ground truth object annotations in each image.
The motivation behind this pretraining is that MS COCO has a much bigger and
more varied collection of images (around 300k images in MS COCO, compared to
3k in Pascal VOC 2012). Hence, using the weights from a network trained in MS
COCO (even if ground truth data was used, instead of real data from an object
detector and a semantic segmenter) should provide a much better starting point
than random initialization when training with Pascal VOC data.
Because of the way the chosen heuristic was designed, and the fact that we are
using ground truth data to generate the partial masks, objects that have bounding
boxes that do not overlap with other bounding boxes of the same class would have
a perfect partial mask (i.e. identical to the ground truth mask for that object). To
avoid such artificial examples, the only objects kept are those with bounding boxes
that overlap any other bounding box of the same class by more than 10%.
70% of all the kept examples are used for training, while 30% are held separate as
the validation set. During training, each of the examples in the training set are fed
into the system, and the output mask is evaluated by comparing it to the ground
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truth using the same logistic log loss function described in section 3.3. The value
from this loss function is then back-propagated through the network for parameter
learning. Additionally, just as described in section 3.3, the output mask quality is
also evaluated using the metric of IoU, and the epochs with the best scoring IoU in
the validation set are the ones chosen for further analysis, described in section 4.1.
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4
Results

This chapter presents the results of training the two versions of Masknet, the one
with partial masks (using merging strategy 3), and the one without. Furthermore,
it also presents a subset of the precision-recall curves for both versions, the average
precision for each class, and the MAPr metric value for them, together with a brief
interpretation of these results, ending with example outputs from the system.

4.1 Training results

After the preinitalization on MS COCO, the training protocol from section 3.3 was
followed. The objective function value and the IoU, computed in both the training
and validation set, are shown in figure 4.1 for the relevant versions of Masknet,
given a training length of 30 epochs. The hyperparameters used for this training
are specified in table 4.1.
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Figure 4.1: Training results for both versions of Masknet and their preinitialized
versions. The dashed lines depict the error on the training set and the solid lines
on the validation set. The versions that used preinitialized weights are shown with
a (P) in their legends.

As can be seen in the figure, preinitializing the networks improved the optimization
substantially, for both the version that uses partial masks and the one that does not.
Further, the corresponding best IoU for both preinitialized versions is only slightly
different (0.5%), so no conclusions can be drawn as to which version will perform
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Table 4.1: Hyperparameters used in the training.

Architecture Learning Rate Momentum Weight Decay
Merging strategy 3 2 × 10−6 0.9 0
No partial masks 1 × 10−6 0.9 5 × 10−5

Merging strategy 3 (P) 1 × 10−6 0.9 0
No partial masks (P) 1 × 10−6 0.9 5 × 10−5

better. Subsection 4.2.2 assesses the performance of the entire system (not just the
mask proposal), and there more substantial differences can be found.

4.2 Performance evaluation

The final training and validation errors for the optimization of the mask proposal
subsystem can only quantify how well this particular subsystem is performing its
task. To evaluate the performance of the system as a whole, a specific metric for
the problem of instance segmentation is used, called the Mean Average Precision
(abbreviated as MAPr).

4.2.1 The MAPr metric

First introduced in [5], this metric is an attempt to quantify how well a system is
performing the task of instance segmentation based on its precision-recall curves for
each class. First, the precision-recall curves are obtained for the algorithm being
evaluated. Then, the area under each curve is computed, each one being denoted
as the average precision for that specific class. Finally, the MAPr metric is defined
as the average of average precisions over all predefined classes for the problem —
hence the name Mean Average Precision (the superscript r in its abbreviation is
used to differentiate this metric from a similar one defined for the problem of object
detection, denoted MAPb).
To generate the precision-recall curves for an algorithm, first it’s necessary to match
the generated instances with the ground truth annotated objects present in each
one of the images. A generated instance matches with a ground truth object if both
share the same class and if their IoU is greater than a predefined threshold. If an
instance matches several ground truth objects, only the highest scoring IoU match
is kept.
Higher thresholds render stricter MAPr metrics, as different applications may re-
quire. To clearly specify which IoU threshold is being used, it’s common to use the
notation MAPr@X, where X is the threshold value used when computing the metric.
Once a generated instance is matched with a ground truth object, that object is re-
moved from consideration and cannot be matched to any other generated instances,
thus penalizing repeated instances (which will have no matches, and therefore be

30



4. Results

counted as false positives, as explained below).
After the matches are found for all images, precision and recall are calculated. Preci-
sion is a measure of how many instances, among the predicted, are correct; whereas
recall measures how many instances, among all ground truth ones, where correctly
found. These are computed as

P = tp

tp + fp
(4.1)

R = tp

tp + fn
, (4.2)

where P is the precision, R is the recall, tp is the number of true positives (instances
with a matching ground truth object), fp is the number of false positives (instances
with no matching ground truth object) and fn is the number of false negatives
(ground truth objects with no matching instances). tp, fp and fn are aggregated
for all images.
Finally, for a precision-recall curve to be assembled, it’s necessary for the instance
segmentation algorithm to rank the instances generated with a confidence level be-
tween 0 and 1. Then, precision and recall are calculated as described above, but
using only instances with a confidence level higher than a threshold. By gradually
changing this threshold from 0 to 1, a series of precision-recall pairs are generated,
and can then be plotted in a precision-recall plane for that class.
To rank the generated instances as needed, the confidence level assigned to each
instance was the confidence level assigned to its bounding box by the object detector.
Although this was the only ranking strategy used, other strategies, perhaps aided
by the mask proposal subsystem, might lead to a better performance, as discussed
in section 5.3.
Once the precision-recall points are generated, the average precision for a given class
can be approximated as

AP =
N∑

n=1
[R(n) − R(n − 1)] · max

ñ≥n
P (ñ) (4.3)

where AP is the average precision, P (n) and R(n) are respectively the precision and
recall of the point with the n’th lowest recall, and N is the number of precision-recall
points generated. If there are several points with the same recall value, all but the
one with the highest precision are discarded. The average precision approximated
this way is denoted interpolated average precision [27].
One way to get some intuition about what this equation is doing, is to note that,
if the precision-recall curve is monotonically decreasing, this approximates the area
under it using rectangles of height P (ñ) and width [R(n)−R(n−1)]. If the curve is
not monotonically decreasing, then the max operator approximates that curve with
one that is and has the smallest possible integral in that interval.
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4.2.2 Instance segmentation results

Using only data from Pascal’s validation set (there is no public ground truth for the
test set), the precision-recall curves for Masknet were computed as described in the
previous section, using an IoU threshold of 0.5 (commonly used for the Pascal VOC
datasets), and a subset of them are shown in figure 4.2. The average precisions for
each class were computed as described in section 4.2.1, and are shown in tables 4.2
and 4.3.

Table 4.2: AP values for the first 10 Pascal VOC classes, calculated with IoU
threshold = 0.5.

Version A
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With partial masks 0.70 0.06 0.72 0.41 0.33 0.76 0.56 0.85 0.16 0.67
No partial masks 0.74 0.04 0.70 0.48 0.35 0.78 0.61 0.82 0.17 0.66

Table 4.3: AP values for the last 10 Pascal VOC classes, calculated with IoU
threshold = 0.5.

Version D
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or

With partial masks 0.30 0.84 0.57 0.70 0.56 0.35 0.59 0.44 0.75 0.70
No partial masks 0.36 0.85 0.62 0.74 0.60 0.42 0.59 0.51 0.82 0.69

These results show that both systems are able to perform the task of instance seg-
mentation to a reasonable standard, but performance varies considerably between
different classes. For instance, both versions have very high average precisions for
the dog and cat classes, which have their precision-recall curves illustrated in figure
4.2a and 4.2b. However, both also have a lot of difficulty with the bicycle and chair
classes, which have their precision-recall curves illustrated in figure 4.2c and 4.2d.
To some degree, a bad performance in these two classes was already expected, since
they are indeed among the most difficult ones in the dataset.
Bicycles have a very strict ground truth mask, where only the pixels that exactly
belong to the instance are accepted. For example, all the pixels in a bicycle wheel
are accepted as correct, and also the spikes, but not the space between the spikes
(in some cases, correctly separating these might be difficult even for a human).
Chairs very often appear partially occluded in the images, making it also harder for
algorithms to correctly identify and segment instances.
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For some of the classes, like the sheep class for instance (precision-recall curve shown
in figure 4.2e), there is not much difference between the two different versions of
Masknet. On the other hand, there are classes where the version with partial masks
is the best (e.g. cat class), and there are some in which the opposite is true (e.g.
boat class, which has its precision-recall curve shown in figure 4.2f). To obtain a
wider view about the performance of each version, their mean average precisions
were computed across all classes (i.e. their MAPr metric), and the results are
shown in table 4.4. For a more conclusive assessment of performance, the MAPr of
the different versions was computed using two different IoU thresholds, 0.5 and 0.7,
and the results for other state of the art instance segmentation algorithms are also
shown.
Although unexpected, since the version with partial masks requires much more com-
puting power, the version without partial masks actually achieves the best perfor-
mance in both IoU threshold levels. Section 5.1 investigates possible explanations
for this. Using the version without partial masks, Masknet obtains competitive
results. Furthermore, some of the improvements discussed in section 5.3 are rea-
sonably straightforward (such as training the object detector on Pascal VOC 2012,
instead of 2007) and have the potential to improve the results considerably. Using
the best version, the output for some of the images from the validation set is shown
in figure 4.3.

Table 4.4: MAPr scores for Masknet and different algorithms. MNC was the winner
of the MS COCO 2015 detection competition, and FCIS of the 2016 competition.

Method MAPr@0.5 (%) MAPr@0.7 (%)
O2P [28] 25.2 -
MultiInstanceObjectSeg [29] 46.3 27.0
SDS (AlexNet) [5] 49.7 25.3
Masknet (with partial masks) 55.1 34.2
Masknet (no partial masks) 57.7 35.2
Hypercolumn [8] 60.0 40.4
CFM [30] 60.7 39.6
MNC [9] 63.5 41.5
BAIS [14] 65.7 48.3
FCIS [10] 65.7 52.1
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(b) Cat class.
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(c) Bicycle class.
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(d) Chair class.
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(e) Sheep class.
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(f) Boat class.

Figure 4.2: Precision-recall curves for the two different versions of Masknet, for
six different classes.
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Figure 4.3: Masknet’s output for images in the validation set.
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5
Discussion

This chapter provides a more in-depth evaluation of the algorithm, presenting a
visual assessment of its outputs, which illustrates some success and failure cases.
After that, a section devoted to evaluating the impact of each of the Masknet’s
subsystems to the final instance segmentation quality is presented. Finally, this
chapter ends by providing a section with proposals for further work that have the
potential to improve the Masknet system.

5.1 Visual assessment of the mask proposal sub-
system’s performance

To try to gain some insight into why the Masknet version with partial masks does
not outperform the other version, the input and output from the mask proposal
subsystem for this version of Masknet were visually analyzed, and displayed here. All
the images in this subsection are taken from the validation set, since, as mentioned
before, there is no public ground truth available for Pascal VOC’s test set.
First, as expected, the system is indeed capable of reconstructing the missing parts
that are visually similar to the instance being considered, as one can see in figure
5.1. In each example, the image on the left is the patch that was input to the mask
proposal subsystem, the center image is the partial mask for that example, and the
image on the right is the output. The front of the train, the legs of the man walking,
and the tail of the sheep, although not present in the corresponding partial masks,
were correctly reconstructed in the output.
Furthermore, the system is also able to reconstruct missing parts that do not possess
a strong visual similarity to the rest of the partial mask, as can be seen in figure
5.2. Both the bus windshield and the television frame are not visually similar to the
majority of the provided partial mask.
Additionally, the system can also remove extraneous pixels that are present in the
partial mask, but are not part of the instance being considered, as shown in figure 5.3.
A substantial amount of the image around the body of the woman, and between her
legs, was classified as belonging to the instance, according to the partial mask, but
the system correctly rejected these extraneous pixels in its output (at the worthwhile
cost of removing some correct pixels as well).
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Figure 5.1: Images in which the Masknet system correctly reconstructed missing
instance parts that have strong visual similarity to the provided partial mask.

Figure 5.2: Images in which the Masknet system correctly reconstructed missing
instance parts that do not posses any strong visual similarity to the provided partial
mask.

Figure 5.3: Images in which the Masknet system correctly removed extraneous
instance parts from the provided partial mask.

However, the system is not able to recover from strong mislocalizations (i.e. very
imprecise predicted bounding boxes), as shown in figure 5.4. In the cases illustrated,
just one bounding box was predicted for both instances. Hence, both the image and
the partial mask inputs contain the two instances, and the mask proposal subsystem
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is not able to correctly segment just one of them.

Figure 5.4: Images in which the Masknet system was unable to recover from a
strong mislocalization.

If instead the bounding boxes have a reasonably good quality, the system is indeed
capable of separating individual instances, as shown in figure 5.5. Even though the
body of another dog is also present in the input image, good bounding boxes were
predicted for each object in the scene, resulting in a partial mask that does not
contain the extraneous dog, and a mask proposal output that correctly identified
just the instance being considered.

Figure 5.5: Image in which the Masknet system was able to correctly select the
desired instance, even though extraneous parts that possess a strong visual similarity
are also present in the image.

Also, even in the extreme cases that the designed heuristic generates completely
empty partial masks, the system is still able to reconstruct the instance to some
extent, as shown in figure 5.6.
Unfortunately, there are several examples in which this version of Masknet outputs
bad instance masks, even with good predicted bounding boxes and a good partial
mask, as shown in figure 5.7.
All of these examples demonstrate that this version of the system is indeed capable
of performing the task of instance segmentation to some extent, suggesting that
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Figure 5.6: Images in which the Masknet system was able to reconstruct the desired
instance to some extent, even though the provided partial mask is completely empty.

Figure 5.7: Images in which the Masknet system was unable to correctly segment
the desired instance, even though good bounding boxes and a good partial mask
were obtained.

using partial masks could indeed be beneficial. However, no particular pattern
in the output could be associated with the failure cases presented (besides strong
mislocalizations).
One possible explanation for the fact that this — much more computationally de-
manding — version of Masknet does not outperform its simpler version, is that the
architecture chosen for this version is not the optimal one, and there could be an-
other sequence of layers (for instance, not based on DeepMask), or another merging
strategy that performs instance segmentation much better, therefore justifying the
higher computational complexity of this version.
Although it’s not possible to rule out this theory, I conjecture that the architecture
and merging strategies proposed, although not necessarily optimal, should have
enough power to outperform at least the version that does not uses the extra infor-
mation contained in the partial masks. Further, this high capacity of the proposed
architecture is where I suspect the problem might come from: overfitting.
In the training results for Masknet, shown in figure 4.1, one can see that, when the
validation IoU attains its maximum value for each version, comparing the train-
ing values with the validation values shows that there is a considerable amount of
overfitting, since the training IoU is much higher than the validation IoU. This sug-
gests that the Pascal VOC 2012 dataset might actually be too small to train any
of the proposed versions to their full extent. Hence, expanding the dataset used for
training could improve the performance of both versions.
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Since the version that uses partial masks has a much higher capacity than the one
that does not (approximately 500M versus 150M learnable parameters, respectively),
the size of the dataset necessary to avoid overfitting in this version will also be much
greater. Hence, it could be possible that the simpler version outperforms the other
primarily because the dataset used is too small for both, but even more impactfully
smaller for the one using partial masks.
The primary way of testing this hypothesis is retraining and re-evaluating both of
the versions using a larger dataset, for instance MS COCO. Unfortunately, due to
limited time constraints, this investigation is left as a proposal for further work,
described in section 5.3.

5.2 Error modes

In order to evaluate the impact of each subsystem to the quality of the final output,
this section compares the average precision of the Masknet system for each class
with the average precision that would be obtained if one of the subsystems (object
detector, semantic segmenter, mask proposal) was able to produce perfect outputs.
This procedure is done for both versions of Masknet, the only difference being that
the version that does not use partial masks is not affected by the semantic segmenter
output, and hence this comparison is not required.

5.2.1 Masknet with partial masks

The Masknet version using partial masks was re-evaluated three times, each time
using ground truth data to exchange one of its subsystems with the best possible
output it could generate.
In the first re-evaluation, instead of using FCN-8s, the ground truth semantic seg-
mentation is used to generate the semantic maps. These are then fed into the partial
mask heuristic together with the predicted bounding boxes (the actual bounding
boxes from Fast R-CNN, not ground truth data) to generate the partial masks. In
this case, the system is retrained using this new, improved, input.
In the second one, both the semantic segmenter and the mask proposal subsystem
are removed, and ground truth data for the semantic and object segmentations is
used to generate perfect masks. This is achieved by choosing the ground truth
object with the matching class and highest IoU for each predicted bounding box.
This models the scenario where the system doesn’t have perfect localization, but it
can perfectly segment an object inside a bounding box.
Finally, the last re-evaluation is done by using ground truth data for the bounding
boxes, instead of predicting them with Fast R-CNN. Both the semantic segmenter
and the mask proposal subsystems are still in place. Figure 5.8 shows the absolute
improvement in average precision for each one of the classes, for all re-evaluations.
As before, the conclusion is class-dependant. For instance, for the bicycle class the
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Figure 5.8: Absolute improvement in average precision (compared to original ver-
sion) for each one of the classes, for all re-evaluations of the Masknet version using
partial masks.

greatest improvement comes from using perfect masks, and secondly from using
perfect semantic segmentations. This is very sensible, since the main problem with
this class is segmenting it correctly. Figure 5.9a illustrates the precision-recall curve
for this class. The curve for perfect localization has only one point because when
perfect localization is used, the confidence levels for all bounding boxes are assigned
1, and thus the confidence levels for all instances are assigned 1, which generates
only one precision-recall point.
The figure shows that indeed perfect masks and perfect semantic segmentations
obtain a much better precision-recall curve, being able to almost perfectly segment
bicycles until around 0.7 recall, when at that point precision falls abruptly. The
figure also shows that improving localization has almost no impact on this class,
since, as already explained, the problem is to correctly segment its members.
The same behaviour occurs with the dining table class. Its precision-recall curve is
shown in figure 5.9b. For this and the sofa class, using perfect localization is ap-
parently not helpful, possibly because perfect localizations for these objects include
lots of extraneous instance parts, whereas incomplete localizations might cover only
the object in question, thus facilitating the mask proposal’s work.
With the bottle and T.V. monitor classes, which have their precision-recall curves
illustrated in figures 5.9c and 5.9d, using perfect semantic segmentations is actually
harmful to performance, resulting in an average precision that is lower than the
one for the default system that does not use ground truth data. The reason for
this is still unclear, but one possible explanation could be that the mask proposal
subsystem learns to rely too much on the semantic segmentation, and when that fails
(e.g. several bottles occluding each other) it is incapable of recovering from it. Using
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(a) Bicycle class.
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(b) Dining table class.
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(c) Bottle class.
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(d) T.V. monitor class.

Figure 5.9: Precision-recall curves for a subset of the Pascal VOC 2012 classes, for
each re-evaluation performed.

perfect masks is beneficial but not substantially. Using perfect localization is the
re-evaluation with the most impact, yielding almost perfect instance segmentations
for these classes. This shows that if the bounding boxes are accurate enough, the
system excels at segmenting these particular classes.
For a wider perspective of the performance across all classes, the MAPr metric was
also computed for each re-evaluation. The metric values for the default system, the
perfect semantic segmentation, perfect localization, and perfect masks, are 0.5512,
0.5919, 0.7204 and 0.7443, respectively. This shows that there is still a lot of room
for improvement of the mask proposal subsystem, while at the same time showing
how substantial the improvement would be if a better object detector was used.

5.2.2 Masknet without partial masks

The Masknet version that does not use partial masks was also re-evaluated, each time
using ground truth data to exchange one of its subsystems with the best possible
output it could generate. However, since this version does not depend on the output
of the semantic segmenter, it’s only necessary to re-evaluate it twice.
In the first one, the entire mask proposal subsystem is removed, and ground truth
data for the semantic and object segmentations is used to generate perfect masks.
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This yields exactly the same re-evaluation as was done for the version that uses
partial masks, since their only difference is in the actual mask proposal subsys-
tem. The other re-evaluation is done by using ground truth data for the bounding
boxes, instead of predicting them with Fast R-CNN. Figure 5.8 shows the absolute
improvement in average precision for each one of the classes, for all re-evaluations.
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Figure 5.10: Absolute improvement in average precision (compared to original
version) for each one of the classes, for all re-evaluations of the Masknet version
that does not use partial masks.

Just like with the version that uses partial masks, the conclusion is class-dependant.
In this version, the bicycle class is again the one with the highest improvement
when using perfect masks, and the bottle class when using perfect localization, for
the reasons cited before. Their precision-recall curves are illustrated in figures 5.11a
and 5.11b.
This time, however, using perfect localization is actually harmful to performance for
the sofa class. The precision-recall curve for this class is shown in figure 5.11c. As
explained before, one possible explanation for this could be that perfect localizations
for members of this class will contain lots of extraneous instance parts, which would
in turn make the mask proposal’s work harder, specially if no partial masks are
provided.
Another interesting point is that perfect localizations almost didn’t improve the
average precision for the train class, which has its precision-recall curve shown in
figure 5.11d. This possibly happens because the train instances present in Pascal
VOC 2012 almost always occupy a large area in the scene, making them easy to
detect and to segment. Hence, improving localization should not have a big impact
in this class.
Just as before, the MAPr metric is computed for each re-evaluation, in order to
obtain a wider perspective of the performance across all classes. The metric values
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(a) Bicycle class.
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(b) Bottle class.
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(c) Sofa class.
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Figure 5.11: Precision-recall curves for a subset of the Pascal VOC 2012 classes,
for each re-evaluation performed.

for the default system, the perfect masks and the perfect localization, are 0.5772,
0.7443, and 0.7440. These results show that, in the case that the object detection
improves considerably, if the same dataset is used, both versions of Masknet will
still perform similarly, but the versions without partial masks will still outperform
the other. Furthermore, a comparison of the default performance with the one using
perfect masks shows again that there is a lot of room for improvement on the mask
proposal subsystem, just as with the version using partial masks.

5.3 Further work

This section is devoted to discussing some key improvements that could enhance the
Masknet system further.
First of all, the single most important thing for improving the Masknet system’s
performance would be to re-train the object detector, the semantic segmenter and
the mask proposal subsystems using a larger dataset, possibly the MS COCO 2016
dataset. As discussed in section 5.1, there is a great amount of overfitting happening
to both versions of Masknet, and the primary reason is likely to be the small size of
the Pascal VOC 2012 dataset. MS COCO has a much larger and more varied set of
examples (around 300k images, compared to approximately 3k images for Pascal),
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which could allow the systems to reach their maximum potential.
Secondly, although Fast R-CNN and FCN-8s achieve competitive results for images
in the Pascal VOC dataset, they are not state of the art in their respective areas.
It will be greatly advantageous to use better networks for these tasks, for instance
Faster R-CNN [23] and PSPNet [31], if the hardware requirements are met.
Thirdly, it’s likely that it would also be beneficial to try different architectures for
the mask proposal subsystem besides the ones tested. Trying new variations of the
DeepMask architecture, and also completely new designs, should prove to be very
helpful in deciding if the main obstacle to a performance increase is just the size of the
dataset being used. Furthermore, in such a scenario that several new architectures
are being tested, it should be very advantageous to try a different, more efficient,
procedure for optimizing the hyperparameters for each new network. For instance,
one possibility could be to use random search for the hyperparameters, which was
shown to be much better than grid search for most cases [32]. Additionally, this
could effectively be used to explore different architectures (by interpreting design
choices as new hyperparameters to be optimized).
Fourthly, as discussed in section 4.2, the confidence level assigned to each bounding
box by the object detector is used to rank the instances when computing the MAPr

scores. Since each generated instance also depends on the output from the semantic
segmenter, and the mask proposal subsystem, it seems logical that the confidence
level for each instance should not depend only on the confidence level for its bounding
box. It could be advantageous to combine information about the confidence of
each subsystem about a given instance to better rank them when computing the
metric. This way, for instance, the system might have a better ability to recover
from a mislocalization, because the mask proposal subsystem could contribute to
assigning an even lower confidence level to a badly predicted bounding box, making
it contribute less to the final overall MAPr score.
Finally, a very impactful problem for Masknet is badly predicted bounding boxes.
A recent advance in binary mask prediction, named Boundary-aware instance seg-
mentation [14], predicts binary masks from bounding boxes, but in such a way
that the resulting mask is not restrained to the spatial extent of the bounding box.
Implementing their ideas into a new Masknet architecture could make the system
much more resilient to mislocalizations, and therefore increase its performance even
further.
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This thesis formulated, developed and evaluated two versions of an instance seg-
mentation algorithm, Masknet. The first version used the output from an object
detector CNN and a mask proposal subsystem to generate the instances, whereas
the second one, to which three different possible architectures were devised, used
also the output from a semantic segmenter to obtain initial guesses for the masks
of each instance. All of the code developed for this thesis is made available at
https://github.com/JulianoLagana/masknet.
The three different architectures devised for the Masknet version with partial masks
were trained on data from Pascal VOC 2012 and evaluated by comparing the best
IoU score on the validation set. The architecture that was best rated using this
valuation was the one using merging strategy 3 (i.e. fully connecting the entire VGG-
16 feature map and the heuristic partial mask to the neuron layer that computes
the output vector). The other strategies also performed well but obtained weaker
scores.
Then, by comparing the MAPr metric score of the Masknet versions with and with-
out partial masks, it was found that the best scoring one was the one without partial
masks, with a obtained score of 57.7% (compared to 55.1% for the other version).
A visual assessment of the version with partial masks was conducted and it was
found that for many examples the network did exactly what was expected, recon-
structing the missing parts from the partial masks (or removing incorrect ones).
However, it was also found that the system is unable to recover from strong mislo-
calizations (i.e. very badly predicted bounding boxes), and for some examples, even
in relatively favourable conditions, the system failed to generate a reasonable mask.
As discussed in section 5.1, this and the resulting plots for the loss and IoU in the
training/validation set led me to hypothesize that the reason for this is overfitting,
but the verification of this hypothesis is left as further work.
Finally, the impact of each subsystem to the quality of the final output was assessed
for each version of Masknet. This showed that there is still room for improvement
in the mask proposal subsystem, and enhancing its performance can lead to better
scores in particular classes, like the bicycle class for instance. Another important
finding is that both versions can greatly improve their MAP scores by using a better
object detector, like the one suggested in section 5.3. Lastly, for the version using
partial masks, improving the semantic segmenter might not yield such a large benefit,
and should perhaps be seen as a secondary step towards improvement.
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