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Abstract

As user expectations for higher bandwidth continue to rise, new techniques are required.
One such is the massive-Multiple Input Multiple Output (MIMO), building on dozens or
hundreds of antennas all having their own antenna. Making compact, low cost transceivers
then becomes essential. Silicon technology fulfils the cost while suffering in terms of
performance which needs to be compensated for by active pre-distortion which require an
Analog-to-Digital Converter (ADC). This converter must have low power consumption,
small footprint and achieve high sample rates in order to be useful.

This work tries to fulfil these demands by implementing a Successive-Approximation-
Register (SAR) Analog-to-Digital Converter (ADC) in a 28 nm Fully Depleted Silicon on
Insulator (FD-SOI) Complementary Metal-Oxide Semiconductor (CMOS) process. The
converter has been implemented based on the principle of alternating comparators in com-
bination with a redundantly scaled Capacitive Digital-to-Analog Converter (CDAC) that
help increase the operation speed. The implementation also includes additional circuitry
in order to support testing of the circuit.

The implemented ADC shows an SNDR = 38.4 dB at a sample rate of 800 MS/s.
The converter consumes 1.1 mW of power while doing this which results in a FoMW =
20.3 fJ/conversion step. This Figure of Merit (FoM) is among the lowest reported for high
speed ADC.
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1
Introduction

This chapter will give the background to the project as well as introducing the goal and
delimitations of the project. The structure of this report will also be presented in this
chapter.

1.1 Background

As user expectations of bandwidth and general service level continue to rise, new tech-
nologies are required to provide these services. One such technique that recently has been
introduced is the concept of massive-Multiple Input Multiple Output (MIMO) transceivers,
containing dozens or even hundreds of antennas. The massive-MIMO principles has the
advantage that it enables high aggregate user bandwidth per spectral resource. This is
achieved by the use of spatial-division multiple access where users at different places within
a room can be served by a single access point using the same channels, simultaneously.
The Massive-MIMO technology not only improves the bandwidth, but it also increases
the radiated efficiency and robustness against jamming [6].

The high transceiver count makes their unit cost a high priority. Low-cost silicon
technology allows a high transceiver count but suffers from limited performance. This
limited performance can be compensated for by the use of higher-complexity techniques
such as adaptive predistortion [7, 8]. This will however require a feedback path from the
transmitter output back to the digital domain, thus requiring analog-to-digital conversion.
The principle of using active feedback is shown in figure 1.1. The mixer and Analog-to-
Digital Converter (ADC) are here used to feed the output back into the Digital Signal
Processing (DSP) where non-linearities in the output are compensated for.

Current state-of-the-art high-speed ADCs are commonly based on time-interleaved
arrays of unit ADCs [9]. This principle allows for scalable designs where array performance

DSP DAC

ADC

Datain RFout

Transciever

Feedback

Figure 1.1: Principal sketch of a transmitter with active feedback.
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1. Introduction

can be selected by means of the number of unit converters.
Any type of ADC can be used as a unit converter, however the Successive-Approximation-

Register (SAR) topology is most commonly seen in state-of-the-art implementations [10].
It has a small footprint as well as a low power consumption.

1.2 Purpose and goal

The main goal of this project is to develop a design for a unit SAR ADC in a 28 nm silicon-
based technology, based on the main design principles of Kull et al. [1]. The performance
specifications for the converter are an eight-bit resolution with an Signal-to-Noise-and-
Distortion Ratio (SNDR) of at least 44 dB and a sample rate of 800 MS/s.

To verify these specifications, schematic-level circuit simulations will primary be used.
Layout and post-layout simulations will also be performed, primary focusing on the critical
blocks to verify their functionality. Layout simulations of the whole circuit will also be
performed if there is time for that.

1.3 Delimitations

Chip fabrication and measurements will not be included in this work. This is due to this
project’s limited time together with the time required for fabrication and testing.

The circuitry required for extracting actual bits from the raw data will also not be
considered. This since these circuits are naturally considered part of the overall digital
signal processing of the system.

1.4 Document structure

The technical background for this project will be set in chapter 2. Next, the methodol-
ogy used will be presented in chapter 3. The preliminary specifications for the central
components are given in chapter 4. The different design choices made will be presented
in chapter 5 followed by chapter 6 which presents the implementation of the converter.
Chapter 7 will then present the results before the whole project is concluded in chapter 9.

2



2
Technical background

This chapter will present the theoretical and technical base for the project. It will start by
presenting the fundamental properties of an ADC followed by different ADC topologies.
Then different trends in the field will be presented. This will then be followed by a generic
SAR topology and the state transition control. Following this will be the reference scaling,
and the principle of charge redistribution. Mismatch and offset voltage calibration will
then be presented followed by kickback noise. Different comparison metrics will then
be presented together with the technology node used. Finally the related work will be
presented.

2.1 Fundamental properties of analog to digital conversion

The functionality of an ADC can be described by a set of elementary functions. These are
anti-aliasing filtering, sampling, quantization and data encoding [11]. These four elemen-
tary functions can be divided into two categories: core operation and system operation.
While both filtering and data encoding are important for ADC operation, in a system
perspective, they are not as important for generating the core functionality. Sampling and
quantization on the other hand are essential for the core operation of an ADC.

The ideal case of representing an analog signal by a digital representation would mean
no errors either in sampling or quantization. This would require an infinite number of
quantization levels and an infinitesimally short sampling interval given that the signal is
not bandwidth limited. This is however not possible since it would require an infinite
number of bits to represent the amplitude at the same time as the circuit would have to
operate at an infinite frequency. Instead, both the sampling frequency and the number of
quantization levels need to be finite. This means that a non-linear operation needs to be
performed both in the time and in the amplitude domain, converting a continuous-time and
continuous-amplitude signal into a discrete-time and quantized amplitude representation
[11]. This conversion will introduce error sources and fundamental limitations which will
be described below.

2.1.1 Sampling

The sampler is the part of the ADC which is responsible for converting the continuous-time
input signal into a discrete-time representation. This representation is however only valid
during the exact sampling moment. Ideally, the sampler yields a sequence of weighted
delta pulses representing the continuous-time signal [11]. The function of generating these
delta pulses is a multiplication of the input signal with a sequence of delta pulses separated
by the sampling period T . This operation can also be seen as mixing between the input
signal and a train of Dirac pulses. A continuous-time signal and its sampled representation

3
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(a) Continuous signal and the sampled rep-
resentation of it.

1n 2n 3n 4n 5n 6n 7n 8n 9n
t

x(t)

(b) The effect of jitter on the sampled rep-
resentation of the continuous signal. The
jitter affected sampling points are shown as
solid lines while the ideal sampling points are
shown as dotted lines.

Figure 2.1: A representation of sampled continuous time signal (a) and the effect of jitter
during the sampling (b).

is shown in figure 2.1 (a).
To be able to represent all the desired frequencies contained in the input signal with

a sampled representation of it, a minimum sampling frequency fs will be required [11].
This frequency is given by the Nyquist sampling theorem given in equation (2.1). This
theorem also gives the highest frequency which can be represented after sampling, given
that the frequency is within the range 0−fs/2, and this frequency is known as the Nyquist
frequency.

fsig < fs/2 (2.1)

Frequencies higher than the Nyquist frequency can also be sampled and represented.
However, the representation is unique only if all frequencies contained in the signal are
within the same Nyquist zone such as the second or third Nyquist zone defined by the
frequency ranges fs/2 − fs and fs − 3fs/2 respectively [11]. The frequency range 0 −
fs/2 is known as the Nyquist band or base band. Sampling signals using these higher
order Nyquist zones is known as under-sampling and the minimum sampling frequency is
calculated with a generalization of equation (2.1) found in equation (2.2). This equation
will however only give the theoretical minimum sampling frequency which may not work
due to the folding of the Nyquist bands.

fH − fL < fs/2 (2.2)

When the input signal is multiplied with the sequence of delta pulses, images of the
signal emerge around all multiples of the sample frequency fs [11]. These images are
what creates baseband representation of a signal situated within a higher Nyquist zone.
Figure 2.2 (a) shows the spectrum for a signal within the Nyquist band and (b) shows the
sampled spectrum of the same signal. In figure 2.2 (c) the spectrum of a signal within the
second Nyquist zone is shown and its sampled spectrum is given in (d). For a signal within
the third Nyquist zone its spectrum is given in figure 2.2 (e) and the sampled spectrum
is shown in (f). From figure 2.2 it is also possible to see that for all signals contained
within odd Nyquist zones, the baseband representation of the signal spectrum is equal to
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fs/2 fs 3fs/2

(a) Signal spectrum at Nyquist band

fs/2 fs 3fs/2

Signal Image Image

(b) Sampled representation of signal at
Nyquist band

fs/2 fs 3fs/2

(c) Signal spectrum at second Nyquist zone

fs/2 fs 3fs/2

Image Signal Image

(d) Sampled representation of signal at second
Nyquist zone

fs/2 fs 3fs/2

(e) Signal spectrum at third Nyquist zone

fs/2 fs 3fs/2

Image Image Signal

(f) Sampled representation of signal at third
Nyquist zone

Figure 2.2: Illustration of the spectrum for bandwidth limited signals in the Nyquist band,
second Nyquist zone and third Nyquist zone are shown in (a), (c) and (e) respectively.
The spectrum of the sampled signal is shown in (b), (d) and (f) using the same Nyquist
bands. The signal spectrum is shown in blue while images of the signal spectrum are
shown in black.

the signal spectrum. For signals within even Nyquist zones this is not the case; instead
the spectrum at baseband is a mirrored representation of the signal spectrum.

2.1.1.1 Jitter

In the ideal situation, sampling will take place at equally separated instances in time. This
is also what is assumed during the data processing that follows. This is however not the
case, since both clock variations and delay variations between the sampling control logic
and sampler itself make the exact sampling instance uncertain [11]. These two sources are
the root cause to sampling time variations known as jitter.

The effects of jitter can be seen in figure 2.1 (b) where variations in the sampling
instance cause errors in the sampled signal. The amplitude error depends both on the
sampling error δ (t) and the slope of the signal at the sampling point. The error ∆X (nT )
can be calculated using equation (2.3) given the input signal Xin (t) = A sin (ωint). Equa-
tion (2.3) is a Taylor expansion truncated after the first term and cosine comes from the
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2. Technical background

derivative of the sine in the input signal.

∆X (nT ) = Aωinδ (nT ) cos (ωinnT ) (2.3)

The average error power xrms (t) can be calculated using equation (2.4).

xrms (t)2 = A2ω2
in

2 δrms (t)2 (2.4)

Then the Signal-to-Noise Ratio (SNR) can be calculated with equation (2.5) which is
based on the average power for a sine wave signal being A2/2. The SNR expression given
in equation (2.5) is given in dB and this will be the case for all SNR values throughout
the report except for when stated.

SNRji = −20 log (ωinδrms) (2.5)

2.1.1.2 kT/C noise

The sampler in an ADC is typically combined with a hold circuit to store the sampled
input during quantization. This circuit typically consists of a capacitor on which the
input voltage is stored until the next sample is taken. This combination of a sample
switch followed by a hold capacitor is also source of one of the fundamental noise classes,
kT/C noise, which limits the ADC performance [11]. The source to this noise is thermal
noise inside the sample switch resistance Rs which then is stored in the sample capacitor.
The spectrum of kT/C noise is white and its amplitude square is given by equation (2.6).

v2
n,Rs

= 4kTRs (2.6)

The combination of the sample switch with its internal resistance followed by a sam-
pling capacitance forms a lowpass filter, making the noise power at the sampling capacitor
frequency dependent [11]. The noise power over the sampling capacitor is given by equa-
tion (2.7), which is the thermal noise power divided by the magnitude of the filter transfer
function squared.

v2
n,Cs

(ω) = 4kTRs

1 + (ωRsCs)2 (2.7)

The total noise power stored in the sampling capacitor can be calculated by integrating
v2

n,Cs
(ω) over all frequencies giving equation (2.8). This results in an expression which

is only dependent on the physical temperature of the device and the size of the sampling
capacitor. As can be seen, the switch series resistance has no effect on the resulting noise
level. The reason for this is that while a higher resistance Rs will increase the noise floor
it will also improve the lowpass filtering property, thereby eliminating the dependency on
the sample switch resistance [11].

Pn,Cs =
∫ ∞

0

4kTRs

1 + (2πfRsCs)2 df = 4kTRs

[
tan−1 (2πfRsCs)

2πRsCs

]∞
0

= kT

Cs
(2.8)

For a differential circuit using the the same sized capacitors in each leg as what would
be used in the equivalent single ended case, the total noise sampled would double [12].
However the the input amplitude in the differential case will be twice that of the single
ended case, resulting in 4 times as high input power. With the noise power increasing by
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Figure 2.3: Plot of the continuous (blue) and quantized signal (red) together with the
quantization error (yellow) for 2-bit resolution (a) and 4-bit resolution (b).

a factor of 2 while the signal power increases by a factor of 4 results in an increased SNR
of 3 dB. To get the same SNR as in the single ended case, it would be possible to use half
the single ended sampling capacitance at each leg making the total sampling capacitance
in both the differential and single ended case equal. In other words, Cs could be taken as
the total sampling capacitance.

2.1.2 Quantization

Quantization is similar to sampling but rather than representing a continuous-time signal
at discrete points in time, a continuous-amplitude signal is represented by quantized levels.
Another difference is that while the sampled representation is only valid at that exact point
in time, the discrete level on the other hand represents a range of valid input values [11].

Quantization levels are typically represented by the mid-point of their specific range,
however either of the upper or lower boundary of the quantization range can also be
used to represent the interval [11]. Figure 2.3 shows a continuous signal together with its
quantized representation for two different number of quantization levels. The quantization
intervals are in this case represented by their mid-point.

The size of the quantization intervals ∆ can be calculated using equation (2.9). This
equation is based on the full scale of the input XF S = Xmax−Xmin and on the number of
quantization levels M . In most cases, M = 2N where N is the resolution of the converter
given in bits.

∆ = XF S

M
= XF S

2N
(2.9)

Since a range of values are represented by a single value such as the mid-point of the
interval Xn = Xmin +(n+ 0.5) ∆, there will be a discrepancy between the continuous and
quantized values for all inputs not equal to Xn. This error is known as the quantization
error εQ and it will together with an input signal Xin give the quantized output Y as can
be seen in equation (2.10).

Y = Xin + εQ = Xmin + (n+ 0.5) ∆ (2.10)

The quantization error will range from [−0.5∆, 0.5∆] in the case of mid-point repre-
sentation. In the case of upper or lower bound representation, the quantization error will
range from [−∆, 0] and [0,∆] respectively [11]. When the signal is outside the dynamic
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range [Xmin, Xmax], the quantization error will continue to increase linearly with the input
signal. The quantization error is shown in figure 2.3. Here it is also possible to see how
its amplitude depends on the number of quantization levels.

2.1.2.1 Quantization noise

While kT/C noise is one of the fundamental limitations which limits the converter perfor-
mance, another one is the quantization error which is often referred to as the quantization
noise. Quantization error is not really noise like kT/C noise which is completely random
and jitter which in some cases is random. It is however often treated as noise due to the
convenience of using the SNR concept [11].

The problem with the quantization error is that it only behaves as noise under specific
circumstances. One case in which the error cannot be treated as noise is when the input
is a Direct Current (DC) signal since this will give rise to a constant error. Another case
is when the signal only varies within a single quantization interval. This will give rise
to an error spectrum and signal spectrum that only differs by a DC term [11]. Frequent
quantization level transitions will on the other hand decorrelate the noise from the signal
making it behave like noise.

Four conditions enable a simple noise-based treatment of the quantization error [11]:

• There should be equal probability of reaching any quantization level.

• A large number of quantization levels are used.

• The quantization intervals should be uniform.

• Errors are uncorrelated with input signal.

To calculate the average quantization noise power, the probability distribution of the
quantization error is required [11]. Since |εQ| < ∆/2 and as stated above a uniform
distribution of εQ in the interval −∆/2−∆/2 can be assumed giving p (εQ) = 1/∆ in this
range. Using this probability distribution makes it possible to calculate the noise power
using equation (2.11).

PQ =
∫ ∞
−∞

ε2Qp (εQ) dεQ =
∫ ∆/2

−∆/2

ε2Q
∆ dεQ = ∆2

12 (2.11)

Here it is possible to see that the only thing that affects the power of the quantization
noise is the size of the quantization step. With the power for a sine wave expressed
in quantization levels being given in equation (2.12), the SNR can be calculated using
equation (2.13).

Psig = 1
T

∫ T

0

X2
F S

4 sin2 (2πft) dt = X2
F S

8 = (∆2n)
8 (2.12)

SNRqe = 10 log
(
Psig

PQ

)
= 10 log

(
(∆2n)2

8
12
∆2

)
= 10 log

(
1.5 · 22n

)
= 6.02n+1.76 (2.13)

In equation (2.13) it can be seen why quantization noise is one of the fundamental
limitations in data converters. The SNR for a full scale input signal only depends on the
resolution of the converter, which is reasonable since a higher resolution results in closer
space quantization levels which minimizes the quantization error and thereby the noise as
well.
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2.2 ADC topologies

The topology of an ADC has major effects on achievable performance. Some topologies
are suitable for high-resolution, low-speed applications, while others are suitable for high-
speed applications with lower demands on resolution. Since a high-speed application is
considered in this case, only suitable topologies will be presented here. These are the flash,
pipeline, and SAR topologies, which are commonly adopted in high-speed applications
alone or in different combinations [10].

The three converter topologies mentioned above will first be presented one by one and
then a comparison of them will follow. After the comparison of the topologies, the Time
Interleaving (TI) architecture will be presented; it can be used to increase the sample rate
when a singe converter cannot deliver the performance required.

2.2.1 Flash

The flash topology is just like the name suggests a fast converter, taking the input and
delivering the output within a single clock cycle. It works by comparing the input signal
with all the decision levels, the levels separating the quantization intervals, at once [11].
The result of all these comparisons will be thermometer-encoded with ones as the result
from the comparisons where the reference voltage is lower than the signal, and zeros for
the cases where the reference voltage is higher than the input. The thermometer-encoded
data is then usually converted into binary encoding. The topology of a flash converter is
shown in figure 2.4.

Since decisions are taken simultaneously, one comparator will be required for each
decision level. This means that an N -bit ADC which has 2N − 1 decision levels would
require 2N − 1 comparators [11]. Each comparator will also require a unique reference
voltage level to compare the input to, so 2N − 1 reference voltage levels are required.

The reference voltages used to define the decision levels are typically generated by a
resistive network, such as a Kelvin divider as seen in figure 2.4 [11]. This way of generating
the reference voltage, however, comes with some problems. First, it suffers from a high
power consumption due to the direct path from positive to negative voltage supply causing
a constant DC current. Second, the large area required for implementing this reference
voltage divider makes the resistive network suffer not only from random mismatch but
also from global processing variations. These mismatch problems mentioned will show up
as a non-linear response when mapping the output of the converter to its input.

2.2.2 Pipeline

The pipeline topology is another topology commonly used in high speed applications.
While a converter of flash topology performs the whole conversion within a single clock
cycle, a converter of the pipeline topology spreads this task over several clock cycles. The
pipeline topology builds on having one or a few reference voltage levels at each stage;
performing a coarse quantization per stage; subtracting the corresponding value from the
analog input voltage; and amplifying the signal before the next stage [11]. Since the output
from the first stages arrives several clock cycles before the data from the last stages, digital
logic will be required to delay the data delivered from the first stages before recombining.
The pipeline topology is shown in figure 2.5 where the overall topology is shown in (a) and
the stage topology is shown in (b). Figure 2.5 (c) shows how the data from the different
stages are delivered at different points in time. Each stage here delivers two bits of data.
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Figure 2.4: Flash ADC.

Because of the multi cycle behaviour of the pipeline converter, it will be necessary to
re-sample the signal in between each stage. This means that for a N -bit converter with
M bits per stage, N/M sample and hold circuits will be required. This topology will also
require N/M amplifiers and DACs together with (N/M) 2M comparators.

The stages in a pipeline ADC can be of any type, such as flash or SAR. It is not
necessary that the stages are of the same type. It is also not necessary that the stages
has the same resolution M . Rather, these are design parameters which can be varied
depending on design trade-offs [11]. In practice, flash converters are the most common
choice for the stages.

The critical components in this topology are the amplifiers, sub-ADCs, and DACs.
For the amplifier, its gain is the critical factor; for the sub-ADCs and DACs, on the other
hand, the linearity is the critical factor. Linearity problems can however be managed by
using 1-bit stages.

The pipeline topology suffers from a high power consumption due to the biasing current
required in the amplifiers. This topology also suffers from a large footprint due to the
multiple instances of all components [13]. The latency from sample to output may in some
cases also be troublesome such as in feedback loops where short latency is critical [11].
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Figure 2.5: Pipeline ADC with its topology shown in (a) and the stage topology shown in
(b). The timing diagram for the pipeline topology is shown in (c).

2.2.3 Successive-Approximation-Register

The SAR topology can be seen as an iterative version of the pipeline architecture. It is
built on the principle of making a decision and then feed the result of that decision back
to compensate for the result of the last comparison [11]. The compensation can either be
performed by alter the reference voltage or the input signal. Another difference between
the pipeline and SAR topologies is that the SAR topology does not need re-sampling,
which is the case for the pipeline topology. In figure 2.6 (a), the topology of an generic
SAR converter is shown. A timing graph of when the different signals are generated is
shown in figure 2.6 (b). The whole conversion including the sampling is known as a cycle.
This cycle is then divided into stages where each stage corresponds to a decision with its
effect on the reference voltage.

S&H +

−

DAC
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Cks

Ckd

Ckd

(a) SAR topology

Ck
Cks

Ckd

bit N − 1
bit N − 2

bit 0
Dout

(b) Timing diagram

Figure 2.6: SAR ADC with its topology shown in (a) and the timing diagram showing the
converters operation shown in (b).

The SAR topology has several advantages. There is no need for amplifiers which
require biasing, giving this topology potential for both low power consumption and small
footprint [13]. The small footprint is also helped by the fact that only a single sampling
capacitor is required.

This topology not only comes with advantages, it also has its drawbacks. One is that
the linearity of the ADC depends on the linearity of the DAC used for reference voltage
generation. Another drawback is that comparator and control logic speed becomes a
bottleneck in terms of operation speed. The comparator and control logic will need to
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operate at frequencies higher than Nfs, where N is the resolution of the converter in bits
and fs is the sampling frequency. How much more than N times the sample rate that
is required is determined by the portion of the period used for sampling the value before
quantization commences.

As more and more comparisons are performed, the reference voltage will approach
the input voltage, and the difference between the input signal and the reference voltage
will shrink. As the difference between the voltages shrinks, the time it takes to make a
decision increases. This changing comparison time is not experienced in the same way in
either the flash topology where there always will be one decision that takes long time, or
in the pipeline topology where the difference is amplified between each stage making the
difference more constant.

2.2.4 Flash vs Pipeline vs SAR

The topologies mentioned above will next be compared based on their potential in four
areas; sample rate, power consumption, footprint, and linearity.

The first comparison concerns the potential sample rate for these different topologies.
Here both the flash and pipeline topologies has potential for the highest sample rates,
since they only require a single comparison per sampling instance. The SAR topology
on the other hand requires N successive comparisons between each sampling instance.
The pipeline topology suffers from a latency from the signal is sampled until the result is
delivered [11].

Continuing with their power consumption, the SAR topology shows potential for the
lowest power consumption due to its absence of amplifiers which requires biasing [14].
The flash topology also lacks amplifiers, but all its parallel comparators which constantly
operate together with the resistive ladder generating the reference voltages combine to a
significant power consumption [14]. When it comes to the pipeline topology, both am-
plifiers with their biasing and the sample and hold circuits are large contributors to the
pipeline topologies power consumption [14].

When it comes to the footprint of different topologies, the SAR topology has the
best potential [13]. This is due to its single-comparator, single-sample-and-hold structure.
The sampling capacitor is one major contributor to the footprint, especially for higher
resolutions [11]. In the flash topology case, it is the Kelvin divider in combination with
the 2N − 1 comparators that contributes to is large footprint. When it comes to the
pipeline topology, it is quite obvious that essentially having several small ADC in series
will increase the required area [13].

The final review is the linearity, for which the pipeline topology has the greatest
potential. The pipeline topology will especially show small non-linearities in the case when
each stage delivers 1 bit and the amplifiers has a gain of 2. For both the flash and SAR
converters, their reference voltage generators are what is problematic. While a matching
of a factor of two can be nicely achieved, larger ratios or more components than a few are
trickier and thereby typically result in higher non-linearities. The reason that larger ratios
matches worse than smaller ratios is that while small ratios build on components which
are similar and can be placed close to each other, larger ratios requires components that
significantly differ in size, thereby making them experience the surroundings differently
which affects their values.

2.2.5 Time Interleaving

TI is used to increase the sample rate past what a single ADC can achieve. The principle
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builds on having several converters operating in parallel but with a sampling instance
shifted in time [11]. The converter used in these structures is typically one of those
mentioned above, but it might be any other topology. The operation of a TI converter is
equal to that of a single ADC whose sample rate has been increased by a factor equalling
the number of converters placed in parallel. Figure 2.7 (a) shows a typical TI ADC
topology and figure 2.7 (b) shows the instance at which each of the converters are sampled.
The same shift in time goes for when each of the converters deliver its output.

ADC 1

ADC 2

ADC M -1

ADC M

N

N

N

N

S&H
N

fs/M

fs/M

fs/M

fs/M

Vin

(a) Topology

Ck
ADC 1
ADC 2

ADC M -1
ADC M

(b) Timing diagram

Figure 2.7: Time-interleaved ADC with its topology shown in (a) and a timing graph
showing when each converter is sampled.

While the TI structure makes it possible to achieve sample rates that are much higher
than what can be achieved with a single converter, it also comes with its limitations. In
addition to the fact that a TI structure will have a higher power consumption and larger
footprint due to multiple devices, it will also suffer from both clock jitter and mismatch
between the different converters.

Clock jitter normally shows up due to variations in the clock generation and due to
asymmetrical clock paths as mentioned in section 2.1.1.1. Also, the sampling switch in
each of the converters will not trig at the exact same point on the clock edge, thereby also
contributing to the jitter [11].

Mismatches in both gain and offset voltage will also affect the performance of a TI
ADC. This is since each converter will be affected by mismatch variation in its own way,
causing differences which affects the combined performance [11].

In the case of a single converter, the jitter will typically show up as white noise, and
the gain and offset errors will be relatively constant. This is not the case when multiple
devices are placed in parallel. The jitter will still contain a white noise part, but also
components with the frequency fs/M (and its harmonics) where M is the number of
converters in parallel. This constantly varying part comes from the asymmetries in the
clock paths to the separate samplers [11]. The same frequency behaviour also shows up for
gain and offset errors which also are fixed to each individual converter. These variations
are typically what is limiting the performance of a TI ADC and only small effects are
required for severe performance degradations.

2.3 Trends

The field of ADCs is constantly moving due to both technical and architectural trends.
Technology scaling helps increasing the speed while the power consumption is decreased
[14]. At the same time the converter footprint continues to decrease [13].
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As technology scaling helps decrease the power consumption, demands for low power
devices continues to increase, resulting in a push for new converter architectures [14].
Two clear trends are that pipeline converters are replaced with SAR converters, and flash
converters are replaced with the TI topology. In the first case, the benefit lies in removing
the amplifiers together with the high speeds that can be achieved in today’s technology
nodes. The TI converters are more beneficial than the flash converter since more power
efficient implementations can be used. The problem is that mismatch can be introduced
and limit the performance.

2.4 Generic SAR topology

As can be seen in figure 2.6 (a), several different components are required for a SAR
ADC. The topology essentially consists of five components: Track and Hold (T&H),
sampling capacitor, comparator, control logic, and feedback reference voltage generator.
The functionality of these components will be described below. Possible topologies will
also be described in some cases.

The reason for presenting five components here while only four are shown in figure 2.6
(a) is that the Sample and hold (S&H) has been divided into two components, namely
T&H and sampling capacitor. This to connect to the actual topology used in the design
and the components used there.

2.4.1 Track and Hold

The T&H circuit is responsible for making sure that the input signal is tracked during
sampling. It should also hold the voltage which was at the input when sampling ended
until the next round of sampling. Since this component during sampling is responsible
for passing on the input signal it is important that it has a linear response: any non-
linearity directly affects the converter performance. It is also important that its series
resistance together with the sampling capacitance has a time constant much smaller than
the sampling time [11].

2.4.2 Sampling capacitor

The sampling capacitor stores the analog input voltage between the sampling instances.
When the sampling capacitor is used only to store the input signal, the main requirement
is that it must be large enough so that kT/C noise will not limit converter SNR. In
the case where the sampling capacitor is combined with the reference voltage divider, its
design becomes more critical since it now must fulfil the linearity constraints required for
the reference buffer as well.

2.4.3 Comparator

The comparator is the component responsible for generating the output by deciding which
signal is larger than the other. Comparators comes in many different types which are useful
in different cases. Two such types will be presented below, the Strong-ARM latch and the
dynamic latch.

In the SAR topology, comparator speed is critical due to the topology’s iterative be-
haviour with multiple comparisons in series for each sample. However, comparator speed
is not always the same. Instead, it varies depending on the difference between the two dif-
ferential inputs. Another critical comparator property is its accuracy [1]. Essentially, the
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Figure 2.8: Schematic of a Strong-ARM latch, inspired by [1].

comparator determines the accuracy of the whole converter. Comparator power consump-
tion is also important because of its rapid switching. Therefore, only topologies which are
not based on pre-amplifiers will be considered here.

2.4.3.1 Strong-ARM latch

The Strong-ARM latch is one of the more popular comparator topologies used in SAR
based converters. This is due to its low power consumption and high speed. This low
power consumption is due to the lack of static power consumption [15]. One example of
a Strong-ARM latch is shown in figure 2.8. This is the most common structure where N-
channel Metal-Oxide Semiconductor Field-Effect Transistor (NMOS) transistors are used
as input transistors [1,15,16]. There are however also cases where P-channel Metal-Oxide
Semiconductor Field-Effect Transistor (PMOS) transistors are used as input transistors
[17, 18]. The best choice depends mainly on the input common mode voltage and the
desired speed.

The comparator works by having the input fed to the gates of the two input transistors
T2 and T3. The signal should be offset by a common mode voltage which in the NMOS
case must be large enough so that the common mode voltage minus the input signal
amplitude is larger than the threshold voltage of the transistor. When the clock goes
high, nodes p1 and n1 are pulled low at rates which depend on the voltages applied to the
input transistor gates. When the nodes p1 and n1 are pulled down, they will drag with
them nodes Pi and Ni. As one of these nodes is pulled below the switch-over voltage for
the other leg’s inverter it will start pulling the other node up thereby making the cross-
coupled inverters latch the result. As the clock goes low, nodes p1, n1, Pi and Ni are all
pulled up to the supply voltage in preparation for the next cycle. Because the latch is
directly connected to the input, an inverter or buffer typically follows on the output so
that the latch transistors can be kept small [1, 17].

2.4.3.2 Dynamic latch

Another commonly-used comparator used in SAR based converters is the dynamic latch
[2,19,20]. Just like the Strong-ARM latch, this comparator consumes no static power [20].
In figure 2.9, an example of a dynamic latch is shown. There also exist several alternatives
of this topology where parts has been removed [21].

This comparator topology is compared to the Strong-ARM latch divided into three
stages. These are input stage, inverter stage and output stage or latch stage [2]. The
stage division is a way of isolating the input from the latch so that the latch will not
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Figure 2.9: Schematic of a dynamic latch, inspired by [2].

load the input transistors. The input must also in this case be offset by a common mode
voltage so that the NMOS transistors always are in saturation when the clock goes high.
As the clock rises nodes p1 and n1 will be pulled down at a pace corresponding to the
amplitude of the input at each side. As the nodes p1 and n1 are pulled down the inverters
in stage two will flip pulling nodes p′1 and n′1 high. This activates the transistors T10
and T11 which starts to pull down nodes p2 and n2 which also will pull down the two
output nodes until one of the nodes reaches the switch-over voltage and the cross-coupled
inverters latch the result. When the clock goes low, nodes p1 and n1 will be pulled high,
pulling the second stage outputs low. As the outputs from the inverters in the second
stage are pulled low, nodes p2, n2, P , and N will be pulled high.

2.4.4 SAR logic

The SAR logic is the component which controls the operation of the whole converter. Es-
sentially the logic can be divided into three main functionalities: clock generation, memory,
and state machine [1]. The logic can also contain some other functionalities such as cir-
cuitry for managing potential offset calibration circuits, digital correction for correcting
the output for offset or gain errors or logic to provide correct binary representation in the
case of redundant scaling with additional comparisons.

2.4.4.1 Clock generator

The clock generation part varies depending on the clocking principle used. The difference
lies in how the state machine is controlled. The principle for what this block does is
however the same. It is responsible for generating all the different clock signals required
for the operation of the converter. It includes clocks for sampling, comparator activation
and output delivery. The clock generator is also tightly connected to the state machine
which orchestrates the converter operation.

2.4.4.2 Memory

The memory is responsible for storing the outputs from each of the comparisons until
the result should be delivered to the output. The memory contents are also used to feed
back information of previous decisions to the reference voltage generator. Typically, the
memory plays a central role in the state machine by keeping track of in which stage the
operation is at the moment.

2.4.4.3 State machine

The stage machine controls what will happen next. It decides which memory that data
should be stored in. It also controls when each clock signal should be active or not. The
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state machine may also be connected to potential additional functionalities such as offset
calibration circuits.

2.4.5 Feedback reference voltage generator

The feedback reference voltage generator is the component responsible for generating
the voltage to which the input is compared to at each stage. This voltage should change
according to the results of the previous decisions, thereby compensating for the information
already gained.

This voltage generator can be implemented in different ways depending on if the in-
put is single ended or differential. In the single ended case, the voltage generator will
essentially be a DAC as can be seen in figure 2.6 (a). In the differential case, it is more
common to combine both the sampling capacitor and reference voltage generator into a
single component utilizing the concept of charge redistribution which will be described in
section 2.7 [1, 21,22].

2.5 State transition control

The behaviour of a circuit can be controlled in two ways, either in a synchronous fashion
or in a asynchronous fashion. These two method will below be described followed by a
description about the metastability problem.

2.5.1 Synchronous control

Synchronous control, i.e. clocking, is the control method most commonly used in digital
circuits. It builds on having transitions at known points in time such as at a rising or falling
clock edge. Knowing the point at which state transitions occur also makes it possible to
know the state of the circuit at any point in time.

Having knowledge about which state the circuit is in at a specific point in time simplifies
both the system analysis as well as the debugging. A problem with synchronous control
is that when the time it takes to perform an operation depends on the signal, the worst
case time must be the base line. This means that in most cases, the operation time will
be only a portion of the time assigned for the operation thereby limiting the maximum
speed of the system.

2.5.2 Asynchronous control

Asynchronous control is another way of controlling the state of a system. It is used less
in digital circuits than synchronous control due to added design complexity. It builds on
state transitions taking place when results has been generated instead of at a specific point
in time. Since state transitions can take place at any point in time, the technique makes
it difficult to know in which state the circuit is at a specific point in time.

Not having knowledge about the operating state of the circuit at a specific point in
time makes both system analysis an debugging more troublesome. The benefit of not
having state transitions at a specific point in time is that variations in the time it takes to
perform an operation can be covered by a time margin in the end of the cycle compared
to at each stage which is the case for synchronous clocking. See section 2.2.3 for definition
of stage and cycle.
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Figure 2.10: Plot of the decision time for the comparator at different input voltages.

2.5.3 Metastability

Metastability is a problem that may occur when time it will take to perform an operation
is unknown. In a SAR converter, this problem shows up during the comparisons where
the decision time will depend on the input voltage difference.

While the input voltage difference in an ADC at most decisions is larger than half a
Least Significant Bit (LSB), there will always be at least one decision per cycle in which
the voltage difference is at most 0.5 LSB. These decisions where the decision time is
significantly longer than average is where the problem of metastability shows up.

An example on how a signal may affect the time it takes to perform an operation is
shown is figure 2.10. In this case, the dependency between decision time and input voltage
is shown for a comparator. It can here be seen that there is a large difference between the
shortest and longest decision time.

2.6 Reference voltage scaling

The SAR ADC is based on comparing the input voltage to a reference voltage generated
by a local DAC where the output from the comparison is used for control. The change in
reference voltage that a specific result will have depends on the number of comparisons
that has been performed before as well as on the scaling of the reference voltage in the
DAC. The DAC scaling can both be redundant and non-redundant depending on the
properties desired.

With binary scaling, each output code is unique. This means that there is only one path
(sequence of decisions) that can be made in order to reach a specific output. Redundancy
on the other hand provides several paths to some of the output codes, making it possible
to compensate for an erroneous decision caused by for example insufficient settling of the
DAC. While redundancy makes it possible to relax the constrains on settling time at each
stage, it will also have a cost in terms of additional comparisons required. The amount of
redundancy used is a design parameter, influencing both the settling time relaxation and
the cost of additional comparisons.

During the presentation of the scaling algorithms, a set of definitions will be used. A
stage is as defined in section 2.2.3: one iteration in the SAR algorithm. A level is one of
the outputs from the reference voltage generator used to compare the input to. It may be
so that several inputs to the reference voltage generator results in the same output level
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due to the use of redundancy. A path is a sequence of decisions and its corresponding levels
passed during the previous stages. Each path is unique although the resulting output may
be the same as for other paths due to the redundancy. A step is the difference between
the decision levels at successive stages.

I will describe three principles for scaling the reference voltage: binary scaling, which
is a non-redundant technique, and the two redundant techniques: non-binary scaling and
compensation.

2.6.1 Binary

Binary scaling is typically used in most applications. Just as the name suggests, its
reference voltage is binarily scaled. This means that each step will be half as large as the
step at the stage before.

In error-free operation, the difference between the input voltage and reference voltage
will always be less than 0.5LSB when all decisions are made [23]. In the case of an
erroneous decision, this error will always be larger than one LSB.

The reference voltage at stage k can be calculated using equation (2.14). The digital
ADC output can then be calculated by equation (2.15) where d (i) is the result from the
comparison in stage i and may be either 0 or 1. It can be noticed that while the reference
voltage is calculated based on half the range, the digital output code is calculated based
on the 0 code. This principle only works for the binary scaling algorithm: the steps are
placed so that they are symmetric both relative to the mid-level and to the 0 level.

Vref (k) = 2N

(
2−1 +

k∑
i=1

(−1)d(i−1)+1 2−i

)
(k = 1, 2, . . . , N) (2.14)

Dout = d (1) 2N−1 + d (2) 2N−2 + · · ·+ d (N − 1) 2 + d (N) =
N∑

i=1
d (i) 2N−i (2.15)

The decision levels for a 5-bit ADC is shown in figure 2.11 (a). The effect of an
erroneous decision is shown in figure 2.11 (a). It is here possible to see that the error
is larger than one LSB, compared to the correct operation where the error always is less
than 0.5LSB [23].

2.6.2 Redundant non-binary

Non-binary scaling is another way of scaling the reference voltage. This method also
provides redundancy by having more stages than bits of resolution of the output. This
means that the radix between the different steps will be less than 2.

There are two scaling principles that are commonly used: the conventional one building
on a radix of 2N/M , and a generalized one where any radix less than 2 can be used [24].
These two principles will be described in more detail below.

2.6.2.1 Conventional

Just like the binary search algorithm, the non-binary search algorithm uses an equal radix
for all the stages. The radix for the non-binary algorithm is defined as γ = 2N/M where
1 < γ ≤ 2 compared to the radix of 2 for the binary scaling. γ is valid under the condition
that N ≤ M where N is the resolution in bits and M is the number of stages. This
algorithm will be equal to the binary one when N = M .
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scaling. Inspired by [24].
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Figure 2.11: Illustration of the decision levels for the binary search algorithm (a) and the
effect of correct and erroneous decisions (b).
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Since the radix is lower than 2, additional reference levels will be required [23]. These
additional reference levels will provide both new reference levels and multiple paths to
existing levels. The actual split between new levels and additional paths depends on the
scaling used. This means that different paths, that is, different input codes to the reference
voltage generator, will yield the same reference voltage. These redundant codes makes it
possible to compensate for erroneous comparator decisions at earlier stages.

The reference voltage at stage k can be calculated with equation (2.16). It will from
this equation be possible to calculate the ADC output Dout using equation (2.17).

Vref (k) = 2N−1
(

1 +
k∑

i=2
(−1)d(i−1)+1

(
γ−i+2 − γ−i+1

))
, (k = 1, 2, . . . ,M) (2.16)

Dout = 2N−1
(

1 +
M∑

i=2
(−1)d(i−1)+1

(
γ−i+2 − γ−i+1

))
+ 0.5 (−1)d(M)+1 − 0.5 (2.17)

Here it can be noticed that the digital output code is calculated in a similar fashion
as the reference voltage which is not the case for binary scaling. The reason is that the
steps are here symmetric only around the mid-level and not around the 0 level which is
the case for binary scaling. The additional term, 0.5 (−1)d(M)+1 − 0.5, is a result of how
the digital output code and the reference voltage are related to each other. The reference
level always points on the lowest level in a range. This means that the output code will
always point at the range above the reference level. This principle works fine until the
last stage where also the range below must be referred to, thereby adding this additional
term to the equation.

2.6.2.2 Generalized

The generalized non-binary search algorithm covers both the binary and 2N/M scaling
algorithms. It is based on choosing at which stages redundancy is desired and how much.
While both the binary-scaled and 2N/M search algorithms have a range equal to their
resolution, the range for the generalized search algorithm can be chosen to be either larger
than or equal to its resolution. This additional range is known as the over-range r.

The generalized non-binary search algorithm builds on a set of propositions, equa-
tions (2.18) and (2.19), that specifies the properties of the redundancy [24].

|Vin − Vref (k)| < q (k) (2.18)

2M − 2N =
M−1∑
i=1

2iq (i) + 2r (2.19)

The first expression, equation (2.18), specifies the range in which a correct output will
be provided even if an erroneous decision previously has been taken. The other expression,
equation (2.19), specifies the number of redundant paths that can be provided given the
resolution N of the ADC, the number of stages M and the over-range r. The number of
redundant paths limits the amount of redundancy that can be provided. Equation (2.19)
provides the budget is terms of the number of redundant paths that can be placed where
each redundant path is a cost. It can also be seen that the path cost for having redundancy
at the last stages is much higher than having it at the first ones. This comes from the fact
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that the number of decision levels doubles at each stage compared it the previous one,
thereby also doubling the number of redundant paths.

When it comes to the difference between the decision levels of two successive stages
p (i) there are two conditions, equations (2.20) and (2.21), that must be fulfilled [24]. The
first, equation (2.20), says that the first decision level must be half the range. The second
one, equation (2.21), says that the sum off all step sizes must be the the same as the range
minus the over-range. The -1 comes from using 0 instead of 1 as the lowest level.

p (1) = 2N−1 (2.20)

M∑
i=1

p (i) = 2N − 1− 2r (2.21)

Equation (2.22) shows how to calculate p at each stage based on the redundancy
decided on at each stage.

p (k + 1) = 2M−k−1 − q (k)−
M−1∑

i=k+1
2i−k−1q (i) (2.22)

The reference voltage at stage k can be calculated with equation (2.23). From this
it is possible to calculate the digital output code Dout with equation (2.24). Just as for
the conventional non-binary scaling algorithm this one also requires the additional term
0.5 (−1)d(M)+1 − 0.5 to compensate for the handling of the comparison level.

Vref (k) = p (1) +
k∑

i=2
(−1)d(i−1)+1 p (i) , (k = 1, 2, . . . ,M) (2.23)

Dout = p (1) +
M∑

i=2
(−1)d(i−1)+1 p (i) + 0.5 (−1)d(M)+1 − 0.5 (2.24)

It is also possible to note that if N = M , that is p (i) = 2N−i, this algorithm is equal
to the binary scaling [24]. If p (i) = γ with γ = 2N/M and 1 < γ < 2 on the other hand,
this algorithm is equal to the conventional non-binary scaling [24].

As mentioned above, the decision levels in the non-binary scaling can be placed in
several ways, either with or without over-range. Both these cases are shown in figure 2.12
where (a) uses no over-range and (b) uses an over-range of r = 2. Starting with the
case which has no over-range, shown in figure 2.12 (a), and uses n = 5, m = 6, and
r = 0. Together with the redundancy q = [2, 1, 1, 1, 0, 0] this gives the following scaling
p = [16, 7, 4, 2, 1, 1]. In figure 2.12 (b) the same scaling is used to show what happens
in the case of an erroneous decision, in this case at stage 2, compared to the correct the
correct decisions.

The case when the scaling uses an over-range is shown in figure 2.12 (c) where n = 5,
m = 6, and r = 2. This together with the redundancy q = [6, 2, 1, 0, 0, 0] gives p =
[16, 6, 5, 3, 2, 1]. It is also possible to see that while the range for a 5-bit ADC is [0, 31],
the range in figure 2.12 (c) is [−2, 33]. The ranges [−1,−2] and [32, 33] are known as the
over-range and it is here equal to ±2 LSB giving r = 2 LSB.
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(a) Decision levels for the generic
non-binary scaling using,n = 5,
m = 6, r = 0, p = [1674211],
q = [211100]. Inspired by [24].
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Figure 2.12: Illustration of the decision levels for the generic non-binary search algorithm
without over-range (a), with decision paths for the scaling in (a) in the case of both correct
and erroneous decisions (b) and with over-range (c).
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2.6.3 Compensation

Another method to redundantly scale the reference voltage is the compensation method. It
builds on having a radix 2 scaling for all stages [23]. The redundancy is then implemented
by adding compensation stages which have the same range as the stage before, thereby
only shifting the levels which are covered by the stage.

The compensation scaling method not only introduces redundancy at the stage at
which compensation is added, it also introduces redundancy at the stages before [23].
This means that when choosing how often a compensation stage should be added, the
worst case settling error which needs to be covered has to be analysed. This worst case
error will take place at the stage furthest away from the compensation stage and still being
behind an earlier compensation stage [23]. With a compensation stage added after every
third stage, the worst case settling error which can be covered for in each stage is at least
12.5 % of that stage’s range. The actual settling error which can be covered is dependent
on in what stage the error occurs.

Separating the compensation from the stage scaling means that each compensation
stage will result in an additional comparison. The method will also result in an over-range
which minimizes the effective range of the converter. The maximum input amplitude
Vin,amp can be calculated using equation (2.25) where Vref is the reference voltage, Cbin is
the capacitance for the standard binary-scaled stages, and Ctotal is the total capacitance
which includes Cbin, the compensation capacitance, as well as the parasitic capacitance
[23]. It can here clearly be seen that larger compensation for settling errors results in a
smaller input range.

Vin,amp = Vref
Cbin

Ctotal
(2.25)

The compensation will show up in the digital output as an offset which makes it simple
to remove in the addition where the result at the compensation stages needs to be added
to the result at the conventional stages [23]. The offset equals half of the total weight
of the compensation stages. This is since half on the compensation weight will be added
below and the other half above the range defined by the resolution which can be seen in
figure 2.13 (a). The digital output code for the scaling shown in figure 2.13 is shown in
equation (2.26).

Dout = 16d (1) + 8d (2) + 4d (3) + 4 (d (3C)− 0.5) + 2d (4) + 1d (5)
= 16d (1) + 8d (2) + 4d (3) + 4d (3C) + 2d (4) + 1d (5)− 2 (2.26)

2.6.4 Binary vs Non-binary vs Compensation

All three scaling methodologies mentioned above has their advantages and disadvantages
making them useful in different cases. The binary scaling algorithm uses the minimum
number of decisions, as given by the resolution. The disadvantage with using binary scaling
is that since it has no redundancy it cannot handle erroneous decisions. A typical source
of these errors is incomplete settling in the reference voltage generator. Because there is
no redundancy that can manage erroneous decisions caused by incomplete settling, a long
settling time will be required.

The redundant algorithms all suffer from additional stages added to provide the re-
dundancy. The number of extra comparisons depends on the actual scaling that has been
used. The benefit of having these additional comparisons with the resulting redundancy is
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(a) Decision levels for the com-
pensation scaling method.
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(b) Decision paths for the com-
pensation method in the case
of both correct decisions (lower
green path) and for an erroneous
decision as stage 2 (upper red
path). The blue line shows the in-
put level and the pink lines shows
shared decision levels among the
two cases.

Figure 2.13: A figure showing the decision levels (a) and effects of correct and erroneous
decisions (b) for the compensation scaling method. In the scaling used here a compensation
level has been placed after stage 3, indicated as stage 3C.
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Figure 2.14: Example of a charge redistribution network.

that incomplete settling can be allowed at stages which are covered by redundancy. Thus,
shorter settling times can be used, thereby speeding up the converter operation. The time
gained by the shorter settling time may however not result in a shorter cycle time since the
additional comparisons required consumes part of this time. Indeed, it is not beneficial
to use redundant scaling when the decision time for the additional comparisons is longer
than the time gained from short settling time.

Non-binary scaling features a larger flexibility in where the redundancy is placed. This
also makes it possible to minimize the number of additional stages; however, the optimum
scaling may not be suitable for implementation due to the radixes required. Compensation
on the other hand is limited in where redundancy may be added, making some stages have
unnecessarily large redundancy to provide the required redundancy at earlier stages. The
benefit with the compensation method is that is builds on the binary scaling using a radix
of 2 at all stages which are not compensating stages. Since all stages have a size of a power
of two, implementations of all possible compensation schemes are possible since there will
be no case where the component values will be troublesome.

2.7 Charge redistribution

There are several methods to generate the reference voltage used in SAR converters. The
simplest one is to use a resistive network. However, this will only work for single ended
input signals. Another method that works both in the single ended and differential case
is charge redistribution [11]. The principle builds on splitting the sampling capacitor into
an array with different stages typically binary scaled. However other scaling methods are
possible, such as the ones mentioned in section 2.6.

An example of a charge distribution network for differential operation is shown in
figure 2.14. It works by first having the capacitors in each leg pre-charged to one of the
reference levels, in this case Vrefn. Then the input will be sampled onto the capacitors
through the sampling switches. After each decision, one of the switches at this stage,
top or bottom switch, will switch over to the other reference voltage, in this case Vrefp,
depending on the result of the previous decision.

Switching sw1,t to Vrefp results in adding charge to the capacitive array. The added
charge can be split into two parts: charge added to the capacitor at which the switch is
changed, and charge added to the rest of the capacitors. The amount of charge that will
be added to each part depends on the relationship between the capacitive sizes which is
defined by the scaling of the array. In the case of binary scaling, a switch at the first
stage results in that half the charge becomes added to the first stage capacitance and
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the rest becomes split among the other capacitors in the array. This will result in an
increase of the voltage at the shared node corresponding to half of the change in reference
voltage. A switch at the second or nth stage, switch sw2,t or swn,t, would result in a
change corresponding to 1/4 or 1/2n of the reference voltage change respectively.

If the capacitors were pre-charged to Vrefp instead of Vrefn, the operation would still
be the same. The only difference would be that charge will be removed instead of added.
The removed charge will still be split in the same way as when charge where added.

2.8 Mismatch

Mismatch is an effect caused by process variations in the manufacturing. These variations
can be divided into two kinds, global variations and mismatch, which may affect different
parts of the circuit functionality. While the global variations are due to where components
are placed on the chip and where the chip is placed on the wafer during manufacturing,
the mismatch on the other hand will be a random variation between components affecting
even components that are placed next to each other. The global variation will be small
for small chips affecting all components in the same way.

Global variations mostly affect the speed of the circuit and the components relying on
specific component values. Mismatch on the other hand affects the matching of compo-
nents, that is, it affects the components which build on ratios between component values.
In an ADC, there are two cases where this mismatch will affect the performance. One is
the offset voltage and the other is the linearity of the ADC.

2.8.1 Offset voltage

Offset voltage is the input voltage difference at which the comparator sees both inputs
as equal. A non-zero offset voltage is a result of mismatch in the comparator. When
only a single comparator with a non-zero offset voltage is used in a converter, the output
code corresponding to a zero input will actually point to the input voltage difference
corresponding to the offset voltage. This means that the output code will be shifted from
the ideal representation by the same amount as the offset voltage when translated into
digital representation. The effect is caused by random variations in the transistors making
up the comparator. These mismatches cause one differential-circuit leg to be faster than
the other just as if that leg would have a higher input voltage than the other one.

A large offset voltage is troublesome both since it will make part of the input range
unusable since it will always result in either the maximum or minimum output code
depending on it the offset error is positive or negative. This problem will however be
limited if only a single comparator is used. The problem will be much more severe in the
case when multiple comparators are used since they will all have different offsets showing
up as varying noise instead of static difference.

2.8.2 Linearity

Linearity a measure of how evenly the digital output codes are separated. The linearity is
affected by several different sources where offset voltage can be one. Another mismatch-
affected part that affects the linearity is the reference voltage generator.

Since reference voltage generators are based on ratios between different components,
matching is a significant contributor to linearity problems. Structures building on larger
ratios are typically more vulnerable to mismatch than small ratios due to structure simi-
larities.
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Figure 2.15: Principle for offset voltage compensation by using capacitor switching.

2.9 Offset calibration

As described above, offset voltage may be a significant contributor to the comparator noise
picture. It may be the factor limiting the SNR already at small mismatches. To minimize
the effects of mismatch contributions on the offset voltage, calibration techniques are often
used. Four different techniques will be described here: digital post processing, capacitor
switching, body biasing, current injection.

2.9.1 Digital post processing

Digital post processing is a method where the effects of the offset voltage are cancelled
out in digital circuitry [21]. It relies on measuring the size of the offset error and on
the assumption that this error will be static. The method is especially suitable in cases
where only a single comparator is used, since the offset shows up as a shift in the digital
output code. When multiple comparators are used, this error will show up as varying
noise. Depending on the type of ADC, the noise may have different influence depending
on the input voltage, thereby affecting the linearity and making it harder to remove with
digital circuitry.

2.9.2 Capacitor switching

Capacitor switching is another method which can be used to compensate for both static
and dynamic mismatch. The technique builds on adding additional capacitance either
in the nodes p1 and n1, as can be seen in figure 2.15, or in the output nodes which are
connected to the latching transistors [20, 22]. The capacitance is added to the leg that is
faster, thereby slowing it down. The amount depends on how much offset voltage that
the comparator is showing. To control which capacitors that should be connected, digital
control logic will be required. This logic is essentially constructed around a counter with
some surrounding logic [20].

The amount of offset voltage that can be compensated for is determined by the number
of capacitors used and their size [20]. The unit capacitance should be smaller or of the
same size as the equivalent capacitance responsible for the offset. This capacitance are
typically very small and the parasitic capacitance of the switches used to control how
much capacitance that are connected are typically a large contributor [22]. Even if no
compensation capacitance is added, parasitic capacitance from the switches will always be
present at the nodes, decreasing the speed of the comparator.
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Figure 2.16: Principle for offset compensation using body biasing.

2.9.3 Body biasing

Body biasing can also be used to compensate for both static and dynamic variations. The
principle works by applying biasing to the body of the transistor and thereby alter the
threshold voltage [25]. The biasing voltage is typically generated by a DAC as can be
seen in figure 2.16. The DAC resolution limits the amount of compensation that can be
produced. To control the output voltage of the DAC, digital logic will be required.

Body biasing is typically used for coarse compensation with upto 6-bit control signal
showed in literature [25,26]. The fine compensation is on the other hand typically building
on another method such as digital post processing or capacitor switching [25,26].

2.9.4 Current injection

Current injection is a method where additional current is injected into the p1 and n1 nodes
to compensate for mismatch. The current can either be injected in parallel with the input
transistors or in parallel with the reset transistors [1, 27]. The placement depends on in
which phase that mismatch will be most critical.

The amount of current injected can be controlled in two ways, either with digital
control or switched charge control. Both these methods will be described below.

2.9.4.1 Digital control

Digital controlled current injection is similar to the switch capacitor compensation method
and can as well handle both static and dynamic variations. The difference is that instead
of adding capacitance to either node p1 or n1, current will be injected into one of them [27].
The amount of current injected is controlled by activating small transistors as can be seen
in figure 2.17. These transistors need to be significantly smaller than the input transistor
that they are put in parallel with so that the operation is not affected. The smallest
transistor size in combination with the size of the input transistor pair will limit the
amount of compensation that can be achieved.

2.9.4.2 Switched charge control

Switched charge control offset compensation differs from the other methods presented
above in the sense that it does not build on a digital control circuit. Just as for the digitally
controlled current injection technique, parallel transistors are used to inject current. There
will however only be one parallel pair and current will be injected into both node p1 and
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Figure 2.17: The principle of offset compensation using digitally controlled current injec-
tion transistors.
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Figure 2.18: Principle of offset compensation using switched charge control. The placement
of the charge injection transistors are shown in (a) and the control circuit is shown in (b).

n1 compared to either of them in the case of digital control as can be seen in figure 2.18
(a). The principle behind the control circuit can be seen in figure 2.18 (b).

This compensation method works by having the two compensation transistors provid-
ing a current into the nodes p1 and n1 to compensate for the difference in the current
provided by the input pair in combination with the difference in parasitic capacitance [5].
One of the compensation transistors is set to a fixed voltage and the voltage to the other
one is set by a charge switching circuit [1]. The principle of the circuit shown in figure 2.18
(b) is that if the offset voltage is positive, resulting in a discharge of the control capacitor,
thereby lowering the control voltage and thereby decreasing the compensation current [5].
If the offset voltage is negative, then charge will be added to the capacitor, increasing the
control voltage and thereby also the compensation current.

The resolution of the compensation is determined by the ratio between charge added
or removed by the current sources and the charge stored in the capacitor which can be
seen in figure 2.18 (b). The ratio between the input transistor pair and the compensation
pair together with the common mode calibration voltage determines the amount offset
that can be managed.

The benefit with this calibration method is that no external calibration signals will be
required, which gives this method potential for a small footprint [5]. Since each comparator
has its own calibration circuit, simultaneous calibration of multiple comparators will be
possible which is suitable when many comparators are used [5].
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Figure 2.19: Parasitic capacitances responsible for the generation of kickback noise in the
comparator.

While the fast calibration cycle makes this method good for dynamic variations, its
static behaviour it is not suitable for static compensation when no calibrations take place.
This is since the leakage current will slowly drain the charge storing capacitor, thereby
changing the compensation state [20].

2.10 Kickback noise

Kickback noise is an effect caused by the parasitic capacitances in the comparator’s input
transistor pair [15]. These parasitic capacitances connect the drain and source to the gate
thereby connecting the outputs to the input. This coupling is not a problem as long as the
output voltage is kept stable. The problem shows up under large variations of the output
voltage which injects charge in the parasitic capacitance which results in noise across the
input impedance [15]. The parasitic capacitances responsible for generating this noise are
shown in figure 2.19.

The sampling capacitors are connected to the input of the comparator. This means that
the kickback noise will affect the sampled signal and potentially affect the accuracy [3]. The
amplitude of the noise depends on the ratio of the parasitic capacitance, which connects
the gate to the source and drain, and the size of the sampling capacitance (or rather half
the sampling capacitance, since each of the two comparator inputs is connected to one
half of the sampling capacitance). The size of the parasitic capacitances is determined by
the size of the input transistor pair.

The kickback noise generation can be divided into two phases which coincide with the
two operation phases of the comparator. The first phase occurs when the clock goes high,
to activate the comparator. When this happens, the nodes p1, n1 and nck will be pulled
down towards ground. Then, the polarity of the parasitic capacitances needs to be changed
which gives rise to a current running through the parasitic capacitance, removing some
charge from the Capacitive Digital-to-Analog Converter (CDAC) and lowering the voltage
stored in it. The other phase occurs when the clock goes low to reset the comparator.
When this happens, both node p1 and n1 will be pulled upwards towards Vdd at the same
time as node nck will be floating. When these nodes are pulled up the voltage across
the parasitic capacitance will change once again causing the injection of a current charge.
This time the current is in the opposite direction, thereby adding charge to the CDAC,
increasing the voltage on it.
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Kickback noise can be divided into two categories: differential mode and common
mode noise [15]. The differential part is due to the differential voltage applied at the
input transistor pair. This means that the size of the differential kickback noise is directly
related to the input signal and will vary with it. The common mode kickback noise on
the other hand is due to the common pull-down of the nodes p1 and n1. This part of the
kickback noise is directly related to the common mode voltage of the input signal and a
larger voltage will result in a larger kickback noise. Mismatch in the input transistors will
also increase the kickback noise [1].

From how the kickback noise is generated, it can be seen that the noise will almost
have the same amplitude in both phases that it is generated. This means that in a
single comparator connected to a fixed sampling capacitor will result in close to complete
cancellation of the kickback noise. This will not be the case in more complex topologies.
When multiple comparators are used in parallel, the kickback noise may be a factor which
will limit the performance of the ADC [15]. In the case of SAR ADCs, where the sampling
capacitance often is used as feedback reference voltage generator and is set before the
comparator has completely reset, the state will not be the same during the two phases of
the kickback noise generation, causing part of it not to be cancelled. The non-cancelled
part will be indistinguishable from the voltage change in the sampling capacitor.

2.10.1 Kickback noise reduction

Reduceing the effect of kickback noise can be done in several different ways. A straight-
forward way would be to decrease the ratio between the size of the parasitics in the
input transistor and the size of the sampling capacitance. This will however significantly
limit the performance in other ways. Increasing the sampling capacitance will increase
both the power consumption and the footprint of the circuit. Decreasing the size of the
transistors on the other hand will increase the decision time, thereby decreasing the speed
of the comparator which results in a slower converter. Reducing the kickback noise in this
manner is therefore not suitable due to its effects on the performance. Instead two other
methods to reduce the effects of kickback noise will be presented.

2.10.1.1 Resampling

One method to minimize kickback noise is to essentially re-sample the signal onto a new
smaller sampling capacitance which is separate from the main one [3]. The principle
is that by re-sampling the signal, separating the comparator from the main sampling
capacitor will eliminate the kickback noise. This is since the noise will only reach the
smaller capacitance, which is reset once a decision has been taken. For this technique to
work, it is important that the clock controlling the re-sampling switch is active for a time
which is smaller than the time which the comparator clock is inactive. This is necessary
to guarantee that the re-sampling switch has closed so that nothing will not leak past it.
A schematic showing how this kickback noise reduction technique could be implemented
is shown in figure 2.20.

The are however several troublesome aspects of this way of reducing the kickback
noise. The re-sampling capacitance must be large enough not to be kT/C-noise limited.
Then, the main sampling capacitance must be several times larger than the re-sampling
capacitance so that the charge drawn from this capacitance does not significantly change
the voltage stored on it. There will however always be a small change due to charge
being removed. Another possible problem is that there may be clock leakage from the
re-sampling switch into both the re-sampling capacitor and the main sampling capacitor.
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Figure 2.20: Schematic showing how the principle of re-sampling works. Inspired by [3].
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Figure 2.21: Schematic showing how switched capacitance can be used to reduce effects
of kickback noise.

This leakage behaves just like kickback noise and thereby minimizes the benefit of adding
the re-sampling circuit.

2.10.1.2 Switched capacitance

Another way of reducing the kickback noise is to place dummy transistors on the places
which are affected either by kickback noise or clock leakage. These transistors are then
switched with a signal which goes in the opposite direction of the signal which causes
the noise. When it is the clock that generates the noise, the signal going to the dummy
transistor must be the inverted clock signal. If it is the comparator that generates the noise,
the signal going to the dummy transistors is the clock signal controlling the comparator
operation. The reason for this signal not being inverted is that the signal which is source
to the noise already has an inverted behaviour compared to the clock signal. Figure 2.21
shows how this technique to reduce the kickback noise can be implemented at the inputs
of a comparator.

The idea is to let the parasitic capacitances in the dummy transistors counteract the
effect of the parasitic capacitances causing kickback noise. This means that the dummy
transistors should be of approximately half the size of the transistors from which the effect
that they should compensate for originates. The actual sizing will depend on the case and
how the signals causing the noise are connected to the transistor. The problem with this
technique is that it builds on using parasitic capacitances which will depend on the actual
implementation. Another problem is that the gate capacitance in a transistor is voltage
dependent, which also makes the parasitic capacitance voltage dependent since they are
related to the gate capacitance [28].
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2.11 Comparison measures

Several different comparison measures can be used to compare different ADC implemen-
tations. First, the fundamental measures such as power consumption, resolution, sample
rate and so on, are essentially specification measures that do not give any indication about
the converter’s actual dynamic performance. To compare the operative performance, other
measures are required. These can essentially be divided into three categories: signal-to-
noise based measures, combined measures, and linearity measures. The signal-to-noise
based measures includes SNR, SNDR and Spurious Free Dynamic Range (SFDR). The
linearity measures include Differential non-linearity error (DNL) and Integral non-linearity
(INL). The combined measures include Walden Figure of Merit (FoMW) and Schreier Fig-
ure of Merit (FoMS).

2.11.1 Signal-to-Noise Ratio (SNR)

SNR is the ratio of the power of the signal to the total noise power within the whole
Nyquist zone [11]. It is linearly dependent, given decibel scale, on the input amplitude
but may not have its maximum value at the highest input amplitude to the system. SNR
may also depend on the frequency of the input signal [11].

Since SNR includes all noise sources, its maximum may not coincide with the maximum
allowable input signal but rather with a significantly smaller amplitude. The reason for
having larger SNR at lower input levels is that distortion typically shows up when the
signal gets close to the maximum range, thereby decreasing the SNR.

Since SNR can include a variety of different noise sources, this measure may be trou-
blesome to use in comparisons. A specific noise type may be included in some cases but
not in other. This means that taking just the SNR without the description under which
constraints that it is valid makes it unusable.

2.11.2 Signal-to-Noise-and-Distortion Ratio (SNDR)

SNDR is similar to SNR but not only includes noise, it also explicitly includes effects from
distortion which may also be included in the SNR. The distortion that is included means
that SNDR will be dependent both on the amplitude and frequency of the input signal.

SNDR is typically decreasing for large amplitudes at high amplitude due to higher
distortion [11]. When specified as a single value, it is often measured at an input amplitude
of 1 dB or 3 dB below full scale with an input frequency close to the Nyquist frequency
[1, 29].

2.11.3 Spurious Free Dynamic Range (SFDR)

SFDR is a measure which slightly differs form SNR and SNDR in the sense that it does
not include all the noise sources. Instead it specifies the input signal and the worst case
spur [11]. Depending on the input amplitude the source of the spur may vary [11]. At high
input amplitudes, the spur will typically be caused by a higher order harmonic. At lower
input levers where distortion is limited, spurs are typically caused by other non-linear
effects in the circuit not related to the higher order harmonics.

2.11.4 Differential non-linearity error (DNL)

DNL is a measure of the deviation of the quantization level compared to the ideal dif-
ference. With the ideal step size being ∆ and the actual step size being ∆r (k) =
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Figure 2.22: The figure shows the random variation on the decision levels causing DNL.
The blue line shows the ideal transfer function. The black curve shows the quantization
levels affected by random variations while the dotted black line shows the case with ideal
quantization levels.

(Xk+1 −Xk), the DNL can be calculated as in equation (2.27). When talking about
DNL as a value, it is typically the maximum |DNL (k)| that is meant. The effect of DNL
on the quantization levels can be seen in figure 2.22, where the ideal quantization levels
are shown together with quantization levels affected by random variations.

DNL (k) = ∆r (k)−∆
∆ (2.27)

DNL is typically measured in LSB but it is also possible to express it in V, % or
ppm [11]. The problem with the three last ones is that it is hard grasp how large the
non-linearity is compared to the resolution of the converter. This is not a problem when
using LSB since it is based on the resolution of the converter.

DNL can be divided into two parts, correlated and uncorrelated. The correlated part
of the DNL is what is deciding the size of the INL [11]. The uncorrelated part on the other
hand will not contribute to the INL. Instead it can be treated as noise and be added on
top of the quantization noise.

2.11.5 Integral non-linearity (INL)

INL as a measure of the deviation of the transfer function from its ideal representation [11].
It is also known as the deviation from the line fitted between the two end-points. The first
case includes the effect of gain and offset which are corrected by the second method which
is most commonly used. The reason for this is that gain and offset errors which are linear
errors are easy to compensate for in digital circuitry. Digital compensation for non-linear
errors is much more complex and thereby this part is of more interest for estimations of
the harmonic distortion. Figure 2.23 shows the case where INL has affected the transfer
function together with the ideal transfer function. The difference between these two curves
gives the INL.

The INL can essentially be seen as the sum of the correlated part of the DNL. The
INL can be calculated using equation (2.28) where X ′ (k) is the transition point between
codes after correction for gain and offset errors. Equation (2.29) shows the calculation of
X ′ (k) where kos is the offset in LSB and G is the gain error.
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Figure 2.23: The figure shows the effect of INL on the transfer function connecting the
input to the output of a converter. The blue line shows the ideal transfer function while
the orange curve shows the case when the transfer function is affected by INL and the
difference between these two curves is the INL.

INL (k) = X ′ (k)− k∆ (1 +G)
∆ = (1 +G)

k∑
i=1

DNL (i) (2.28)

X ′ (k) = ∆ (1 +G)
(
kos +

k∑
1
DNL (i)

)
(2.29)

Just as for DNL, INL is typically refereed to as the maximum |INL (k)|. The two
measures share the unit of measure which in most cases is LSB however just like for DNL,
it is also possible to use V, % or ppm.

2.11.6 Walden Figure of Merit (FoMW)

The FoMW is one of the commonly used combined measures. It overcomes the problem
with SNR, SNDR and SFDR that they cannot be used to compare converter implemen-
tations of different topologies, resolution or sampling frequency ranges. The combined
measures are intended to be used for comparing converters of different topologies, resolu-
tions and sample frequencies.

The FoMW was formed by Robert Walden as a way of comparing the power dissipation
for different types of converters with different resolution [30]. The initial FoM is given by
equation (2.30) and is based on the resolution of the converter b, power dissipation Pdis

and sample rate fs.

FoMw = 2bfs

Pdis
(2.30)

The original FoMW has later evolved into equation (2.31) [31]. This equation dif-
fers in two ways from the original one presented by Walden. First, as can be seen in
equation (2.31), it is the inverse of the original one. The reason for this is due to the
convenience of talking about energy per conversion step instead of conversion step per en-
ergy. The other change however slightly changes the meaning of the FoM. This since it is
based on the Effective-Number-of-Bits (ENOB) instead of the resolution of the converter.
This means that the actual performance of the converter will be included in the FoM.
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Figure 2.24: Illustration of the transistor structure in a bulk CMOS process (a) and
FD-SOI CMOS process (b). Inspired by [4].

Equation (2.32) shows the definition of ENOB based on a full-scale sine wave input signal.
Despite that fact that the original FoM definition has been changed, it is still known under
the same name.

FoMw = Pdis

2ENOBfs
(2.31)

ENOB = SNDR− 1.76
6.02 (2.32)

FoMW is suitable for comparisons of converters which has a low resolution.

2.11.7 Schreier Figure of Merit (FoMS)

Another combined measure is the FoMS. This FoM shown in its original form in equa-
tion (2.33) which builds on the assumption that the power dissipated by the converter is
determined by the thermal noise [32]. An alternative definition of this FoM is given in
equation (2.34) where the SFDR has been changed for SNDR in order to include distor-
tion [10]. This metric is more suitable for comparing high resolution converters.

FoMS = SFDR+ 10 log10

(
fs

2Pdis

)
(2.33)

FoMS = SNDR+ 10 log10

(
fs

2Pdis

)
(2.34)

Neither of these FoMs captures the whole picture and they should be used with care
[31]. The reason is that the complex design tradeoffs regarding power and SNDR does not
show up in these simple measures. It is also so that all FoMs are based on observations
making them at best true for certain regions.

2.12 Technology node

The 28 nm Fully Depleted Silicon on Insulator (FD-SOI) Complementary Metal-Oxide
Semiconductor (CMOS) process differs in the way transistors are implemented compared
to standard bulk Si-CMOS technology. This can be seen in figure 2.24 where illustrations
of the structure for both a bulk Si-CMOS transistor (a) and a FD-SOI CMOS transistor
(b). It can here be seen that in the FD-SOI process the channel is isolated from the bulk
by the use of a thin oxide layer.
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The benefit with the FD-SOI process is that higher performance can be achieved while
keeping leakage low [33]. This technology also reduces the input capacitance which helps to
increase speed and decease power consumption. While the FD-SOI offers a reduced body
effect as a result of the fully depleted body, it suffers from variations in the threshold
voltage due to thickness variations in the thin oxide used [34]. Even though the FD-SOI
process suffers from some problems, it has been deemed suitable for mixed-signal Radio
frequency (RF) applications as the one designed in this project [35].

2.13 Related works

There exist a vast variety of different ADC implementations. The work presented by Kull
et al. [9, 36–38] in their strive of reaching a sample rate of 100 GS/s are closely related to
the work presented here, and then especially the unit cell presented in [36]. This since the
Kull unit cell has been used as a reference design in this work. The unit cell builds on
having two comparators in parallel with an alternating behaviour.

Other related works are the works presented by Lien [39], Mei et al. [40], and Wei et
al. [41]. All these works have in common that they all builds on 2-bits per stage conversion.

The 8-bit converter presented by Lien [39] is based on a two stage pipeline structure
with the 2 Most Significant Bit (MSB) fixed and the 6 LSB are converted at 2-bit-per-stage.
The 2 MSB are used to reduce the number of reference levels required.

The 2-bit-per-stage converter presented by Mei et al. [40] is based on a reference
capacitor array and a signal capacitor array in combination with three comparators. Two
of the comparators used has four inputs to combine the signals from the reference and
signal capacitor arrays.

The converter presented by Wei et al. [41] is based on 2-bit-per-stage conversion using
three identical comparators. The design also uses a Kelvin divider rather than a CDAC
for the reference voltage generation.

There also exist a vast number of works presenting TI based converters. These will
however not be relevant for this work since it focuses on the design of a unit cell converter.
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This chapter will describe the different methodologies used followed by the work flow.

3.1 Methodologies used

This section presents the different methodologies used in this project.

3.1.1 Literature study

The project started with a literature study to gain insight into the field of high-speed
data converters. The results from this study where then used to better understand how
to translate the system requirements into component requirements and to identify com-
ponents critical in terms of performance. These findings were then used to plan the work
for the rest of the project.

3.1.2 Design process

After the literature study was completed, the design process started. This part com-
bined further reading with simulations to evaluate different architectures for the different
components making up the ADC.

The design started with the two most essential components in the converter, namely the
comparator and CDAC. This since performance of these components sets the performance
of the whole system. Also, the topology of these two components affects the requirements
of the other components both in terms of required control signals and timing.

When all the different subcomponents were implemented, the process of adjusting the
transistor sizes in the control logic started. The initial sizing was based on having a logic
fan-out of four, since this is a commonly used trade-off between speed and power. The
size of the transistors were then adjusted with the help of simulations. This adjustment
were important, since some signal paths contain stages where the signal consists of a short
pulse and therefore the load of each stage becomes even more important.

3.1.3 Verification process

Verification has partly been interleaved with the design process by verifying the function-
ality of key components such as the comparator and CDAC.

The process of verifying the functionality has also been a bit more complex due to
the self-correcting behaviour of the circuit. The problem is that the redundancy which
provides this self-correcting behaviour may also mask severe functionality problems with
the circuit, thereby making it hard to find the actual root of the problem.
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When verifying self-correcting hardware, it is even more important to characterise each
component by itself before they are put together. This is to isolate potential problems
with the different components which may be troublesome to find when they are all put
together. Two such components which are important to characterise separately are the
comparator and CDAC.

The comparator is important, since its offset voltage will be masked by the alternating
comparator topology, while the kickback noise will be masked by the settling of the CDAC.
For the CDAC, the linearity is the critical parameter to characterise, especially for all the
alternative paths provided by the redundancy, since some alternative paths are not as
likely to occur as others.

When the verification of the components has been performed, the verification of the
whole system can start. Here it is important to remember that the calibration circuits used
for the comparator as well as the reference voltage buffer introduce history effects which
may result in different decision paths even though the input is the same. This means that
the redundant encoding cannot directly be used to verify that a correct result has been
delivered. Instead, the code needs to be converted into a non-redundant representation
before any conclusions of the correctness in the output can be drawn.

3.2 Work flow

The project has been organized in a combination between linear and iterative planning.
The stages, which mimic the main parts of the work, have been organized in a linear
fashion. Each of these main stages consists of several tasks which has been performed in
an iterative fashion.

Organizing these tasks in an iterative way makes it possible to make small improve-
ments on the design based on the results from the verification.

As stated above, the work flow has been divided into three stages. This will be pre-
sented below together with the tasks that are included in them.

For a more detailed description of the project organization and work flow, see the time
plan in appendix B.

3.2.1 Specification

During this stage of the project, the overall system specifications where split into specifi-
cations for each of the components. This stage consisted of three tasks: study potential
implementations for the different components, analyse requirements for the components,
and get started with the 28 nm process.

The study of potential implementations and the division of the components specifica-
tion were two tasks which were tightly connected. To set reasonable requirements on the
different components, different architectures needed to be analysed in order to gain insight
into what performance could be achieved with each of the components.

The process of getting started with the 28 nm process was started here to gain insight
in how the different tools worked. This was to make the start of the actual circuit design
a bit simpler.

3.2.2 Circuit design

This stage of the project consisted of three tasks: circuit design, design of verification
set-up, and circuit simulation.
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Both the circuit design and the design of the verification set-ups were performed in a
concurrent way. This was to make it possible to test the component functionality while it
was implemented.

The task of simulating the different designs were iterated together with the design of
the individual components to improve them based on the results from the design.

3.2.3 Circuit layout

The last stage in the project consists of moving the schematic-based design into the actual
layout of the circuits. The layout consists of two tasks: doing the actual layout, and doing
a post-layout simulation with the extracted parasitics from the layout added. These two
tasks were iterated with the redesign task.

During redesign, improvements on the design was performed based on the results of
the post-layout simulation. During this redesign, unexpected parasitic effects was taken
care of in order to improve the design.
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Specification

The specifications given in this chapter are intended as preliminary pointers of the required
performance for each component during the design. This to have a starting point when
starting with the design of each of the components.

The overall specifications for the system are given in table 4.1. These specifications
are then used to derive the specifications for the components which make up the circuit.

A sampling rate of 800 MS/s was chosen as a balance which would make it possible to
go for the high set SNDR goal of 44 dB for a 8-bit converter. The ADC power consumption
is tightly connected to the sample rate and therefore a power consumption of 2 mW was
considered reasonable.

The specifications for the timing constraints will be described below, followed by the
specifications for the most critical parts, namely the comparator and CDAC.

4.1 Timing

The timing budget is essential to keep track of, since it affects the effort needed for each
part in order for the system to work.

A duty cycle of the system clock being 1/8 with a sample rate of 800 MS/s gives 1.09 ns
for the conversion. This time needs to be spread out over the different tasks which has to
be performed. In table 4.2, the requirements for the most critical timing paths are given.

In the table it can be seen that the most critical paths in terms of timing are the
clock generation and decision times, since they will be repeated several times during each
conversion cycle. It will also be these paths that will require most attention during design,
since a small improvement in one of these paths will be multiplied.

Table 4.1: Specifications for the whole system.

Parameter Value Comment
Sampling rate > 800 MS/s
Resolution 8-bits

Input range 0.5Vpp
The input range is situated around
a common mode input voltage

SNDR > 44 dB
A tough goal with current
state-of-art being around
40 dB [10].

INL < 0.4 LSB
Power consumption < 2 mW

Duty cycle clock 1/8 Sampling while active and
converting while passive
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Table 4.2: Timing budget for different parts of the converter.

Path Value CommentFrom To

Ck Ck1 30 ps Time from system clock falls to
activations of comparator clock CK1

Ck1, Ck2 Decision 60 ps Duration for standard decision,
Vdiff = 0.5 LSB = 1 mV

Decision Next Ck1, Ck2 45 ps Time from decision to activation of next
clock

Reset on Reset off 100 ps

Table 4.3: Specifications for the comparator.

Parameter Value Comment

Decision speed < 60 ps At differential input
Vdiff = 0.5 LSB = 1 mV

Reset time < 50 ps

Offset voltage < 0.25 LSB = 0.5 mV This indicates the standard
deviation based on multiple runs

Kickback noise < 0.5 LSB = 1 mV Referees to the constant level shift
and not to rapid transients

Common mode voltage 0.5− 0.6 V

The timing budget builds on achieving the case with standard decisions throughout
the cycle and still be able to complete both reset and calibration. In case of a longer
decision at some stage the time for the calibration will be reduced.

4.2 Comparator

The specifications set for the comparator are shown in table 4.3. Specifications have
been distributed with the alternating comparator behaviour in mind which puts stricter
requirements on offset voltage and kickback noise.

The requirements for the kickback noise and the offset voltage have been set based on
their expected contribution to the noise when the alternating comparators are used. It is
however not certain that these requirements will be enough to reduce their effect on the
offset voltage.

The common-mode voltage has been chosen in such a way that the amount of kickback
noise which needs to be managed is kept reasonably low while still achieving sufficient
comparator speed.

4.3 CDAC

The specifications for the CDAC are given in table 4.4 and they mainly focus on the
linearity and settling time. As can be seen in the table the INL for the CDAC has been
set a bit stricter than the INL for the whole system has. This is since other parts of
the system may also affect the linearity, such as the sampling switch and the alternating
comparators with their offset voltage and kickback noise.
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Table 4.4: Specifications for the CDAC.

Parameter Value Comment
DNL < 0.25 LSB
INL < 0.3 LSB

τ < 10 ps For cycle switching in the SS corner
to guarantee sufficient settling

τ < 15 ps
For CDAC switching in the SS
corner during reset to guarantee
sufficient settling

Reset time < 100 ps Reset time for CDAC before
calibration

When it comes to the τ times, it can be seen that the longer time has been allowed
during reset; this is since the settling time during reset is not as critical as during conver-
sion.
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Design

This chapter will present some of the design choices made when designing the different
components. The chapter will start with the whole design followed by the different com-
ponents used. In the end different test supporting circuits will be presented together with
purposed tests for evaluation of the design.

5.1 ADC topology

The design of the ADC starts with its overall topology and the components that are
required for performing the operation. As already mentioned in section 2.4 there are five
components that are essential for the operation of the converter, T&H switch, CDAC,
comparator, SAR logic and reference voltage buffer. An illustration of the converter
topology is shown in figure 5.1 where (a) shows the architecture and (b) shows the timing
for the different clock signal used.

Each stage in the SAR converter can be based on either single-bit- or multi-bit-per-
stage conversion. Multi-bit-per-stage conversion has the advantage that it minimizes the
number of conversions in series by making some of them in parallel. This is highly beneficial
if the settling time in the CDAC is long, since reduces the number of times at which
it needs to occur. The settling time can however be decreased using redundant search
algorithms as mentioned in section 5.3.1, single-bit-per-stage conversion has been chosen.
As important as the CDAC settling time is the reset of the comparators, since incomplete
reset results in a memory effect in the comparator, where previous decisions will affect
upcoming ones. This means that a full reset of the comparator must be performed after
each decision. To do this, either long time or large reset switches would be required. Large
reset switches would contribute large amounts of parasitic capacitance, thereby slowing
down the comparator.

One way to remove the reset time from the critical path is to use alternating compara-
tors, where one comparator is making a decision while the other performs reset. This way
of alternating the comparators was originally presented in [1] and this method has been
adopted here. The speed benefit however comes at the cost of a more complex SAR logic
and in stricter requirements on the comparators.

5.2 Comparator

The comparator is together with the CDAC the most critical component in terms of
performance. It decides the accuracy as well as speed of the converter and it is also a major
contributor to the power consumption. The requirements on the comparator accuracy also
increase due to the alternating operation, similar to the TI ADC architecture. Due to this
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Figure 5.1: Illustration of the components forming the converter topology (a) and the
timing diagram for the different clock signals used (b).
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component’s contribution to both accuracy and speed, special attention has been paid
when designing it.

The comparator design includes several aspects to be considered such as the topology,
offset voltage management, and kickback noise reduction. These considerations will now
be presented, starting with the topology.

5.2.1 Topology

The converter topology has a large effect on both the speed and accuracy that can be
achieved as well as on the power consumption. To minimize the power consumption
while still achieving high speed with good accuracy, a latch-based comparator was chosen.
This is since such comparators do not have any direct path from supply to ground that
constantly draws power.

Two comparator topologies where analysed: the strong-ARM latch, shown in figure 2.8,
used by [1,22] and the dynamic latch, shown in figure 2.9, used by [2,19]. The strong-ARM
comparator has the advantage of a lower transistor count than the dynamic latch. This
reduces the power consumption and increases the speed due to the single stage behaviour.
A disadvantage with this topology is that since the input transistor pair needs to directly
drive the latch they need to be large which increases effects of kickback noise. The larger
transistors required will however improve the matching between the transistors.

The dynamic latch on the other hand has the advantage that since the input pair is not
directly driving the latch, which makes it possible to have a smaller input transistor pair
without reduced speed. The disadvantage with this topology is that the stage behaviour
decreases the speed since the signal needs to propagate through several stages before
reaching the latch. Another disadvantage is that the increased number of transistors
required increases the power consumption.

The strong-ARM latch topology was chosen for the converter. This was mainly due to
its speed advantage in combination with a lower power consumption. When it comes to
matching and kickback noise, it was considered that compensating methodologies where
required in both cases and that these would have similar complexity, making them not
affecting the decision.

The different output combinations for the comparator are listed together with expla-
nation about their meaning in table 5.1. The output names are the one given in figure 2.8.
The comparator has three valid outputs: [1,1] indicating that no decision has been taken,
and [0,1] or [1,0] indicating that a decision has been taken. The output [0,0] is however a
non-valid one indicating incorrect operation of the comparator.

5.2.2 Offset voltage

Offset voltage is an effect caused by random variations in the transistor properties which
affect their parasitic capacitance, current factor, and threshold voltage, as mentioned in
section 2.8.1. Layout asymmetries will also contribute to the offset voltage, since the
parasitic capacitances will vary.

With alternating comparators, the problem with the offset voltage will become worse,
since it will now be a varying effect rather then a constant offset. In the TI case, the
offset voltage varies between the conversions, making the problem being an undesired
frequency component. In the case with the alternating comparators on the other hand,
the problem will be worse since the offset variations will now be within one conversion
instead of between conversions. This means that a large offset difference between the
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Table 5.1: Explanation of the meaning of the different comparator outputs. The output
names correspond to the ones in figure 2.8.

Output Explanation
P N

1 1 Comparator in reset, no decision
made

1 0 Input to negative leg larger then
input to positive leg

0 1 Input to positive leg larger then
input to negative leg

0 0 Non-valid output, comparator
operating incorrectly

converters may result in totally inaccurate results. Some of these erroneous decisions may
be covered by the use of redundancy at the decision levels.

The offset voltage gets reduced by increasing the sizes of the input transistors, which
will improve matching. Just making the transistors larger will however come with other
problems and therefore other techniques to minimize the offset voltage needs to adopted.

5.2.3 Calibration

To reduce the offset voltage effects, an offset voltage calibration circuit will be required.
This circuit not only needs to cover the static effects caused by transistor mismatch in
the comparator itself; it also needs to manage dynamic effects such as the body memory
effect that the Silicon on Insulator (SOI) CMOS process suffers from. This means that a
dynamic calibration circuit will be required.

In section 2.9, several different offset voltage calibration techniques were presented.
One of them was digital post processing. This technique will however not work in this
case, since it only manages static errors. All the other methods presented in section 2.9
are however suitable candidates.

The body biasing offset compensation method has the advantage that it does not
add any additional capacitance in nodes p1 and n1. The problem with this method is
that the resolution of DAC that produces the biasing voltage limits the ability to correct
offsets. To limit the complexity in the DAC this method is typically used only for coarse
calibration [25, 26]. This means that to achieve a small offset after calibration, another
calibration technique must also be used. This however introduces the problem of having
overlapping in between the two calibration methods so that there would not be any gaps
in the calibration. The complexity of the calibration circuit will also increase with the use
of two different methodologies. This calibration methodology has not been chosen due to
its limited ability to do fine correction of offset voltages.

Another promising calibration method is the switched capacitor method which has the
advantage that it could cover large ranges of offset voltage. The problem with this method
is that while compensating for offset voltage, additional capacitance is added to the nodes
p1 and n1, in addition to this will the switches themselves introduce parasitic capacitances,
and thereby the speed of the comparator is decreased. The minimum implementable
capacitance limits the achievable calibration accuracy. This calibration method has not
been chosen due to the fact that it may significantly reduce the speed of the comparator
when offset compensated.

50



5. Design

That only leaves the current injection compensation method, which can be imple-
mented in two ways. The advantage with this calibration method is that it will increase
the speed of the comparator rather then slowing it down, which was the case for the
switched capacitor method. This is due to the fact that current is injected in the slow leg
thereby increasing its speed. The digitally controlled method has the problem that the
minimum transistor size limits the ability to correct small offset voltages. It is however
a compact calibration method. The switched-charge-controlled method has potential for
very fine calibration of the offset voltage, and the resolution is essentially determined by
controlling the amount of charge being added or removed from the storage capacitor.

The switch charge control method has been chosen due to its ability to correct small
offset voltages in combination with its potential for a compact calibration control.

5.2.4 Kickback noise

Kickback noise is another effect which limits the performance of the converter as men-
tioned in section 2.10. The reason is that it causes voltage variations on the sampling
capacitance. These voltage variations consists of both a common mode and a differential
mode component. The common mode component comes from the common mode voltage
used while the differential mode component comes from the amplitude of the signal feed
into the comparator.

In the case where only the comparator affects the voltage on the sampling capacitance,
that is no CDAC compensating for the result, the effect of the kickback noise will cancel it
self out when the comparator has been fully reset. The problem however arises when this
is not the case, such as when the sampled voltage is changed by the CDAC; then, parts of
the kickback noise will not be cancelled out since conditions have changed. The problem
also shows up when multiple comparators are alternating, since this technique builds on
performing the reset while another comparator performs a comparison.

With the combination of alternating comparators and a CDAC that both cause vari-
ations on the sampled voltage, parts of the differential kickback will not be cancelled,
resulting in a unwanted offset which may affect upcoming decisions and cause erroneous
results. This means that some type of kickback reducing circuit will be required.

5.2.5 Kickback noise reduction

Two potential techniques for reducing the kickback noise have been investigated. These
techniques are mentioned in section 2.10.1.

The re-sampling method essentially builds on re-sampling the voltage on the sampling
capacitor onto another capacitance, in this case onto the input capacitance on the com-
parator. It is important that the capacitance onto which the voltage is re-sampled is
sufficiently large, so that kT/C noise will not be a factor. This method has the advantage
that it separates the comparator from the sampling capacitance, making the kickback
noise only affect the voltage sampled onto the input. A problem with this method is
that whereas no kickback noise will come from the comparator, cross-talk from the clock
controlling the sample switch will leak into the sampling capacitance. This cross-talk may
be smaller than the kickback noise from the comparator how ever it depends on the size
of the re-sampling switches. Another problem with this method is that to remove the
kickback effects completely, it is important that the re-sampling capacitance is completely
reset. Resetting this capacitance means that each time re-sampling takes place, charge
will be drawn from the sampling capacitance, thereby reducing the voltage stored on it.
A problem that arises for the alternating comparator topology is the time during which
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re-sampling must take place. It is important to not have the sampling switch open while
the comparator makes decisions, but it should still be sampling while the CDAC is set-
tling. Due to all these complications that become worse due to the alternating comparator
topology, this method for reducing the kickback noise has not been chosen.

Instead, the method building on switched capacitance was chosen. It builds on switch-
ing a dummy transistor, connected with both drain and source to the node which is affected
by the leakage, in the opposite way to the signal causing the leakage and thereby letting
the parasitic capacitance cause a similar effect in the opposite direction. This method has
the advantage that it eliminates all the problem related to re-sampling. The problem with
this technique is to match the leakage from the dummy transistor to the inverted leakage
from the source. This is since the capacitances related to the transistor are not constant,
rather they are highly dependent on the voltage applied [28,42]. Another related problem
is that the amount of leakage depends on the rate at which the signal rises or falls [43].

5.3 CDAC

Among with the comparator the CDAC is the most important components. This is since
it not only functions as a sampling capacitance but also provides the decision levels with
its charge redistribution functionality which makes the linearity a concern. The CDAC is
also a large contributor to the footprint of the design, as well as to the power consumption,
making the design of it require special attention.

The design of the CDAC involves several things that need to be considered: the scaling,
overall topology, unit topology, sampling noise, and reference voltage adjustment for the
charge redistribution process. All these considerations will be presented below.

5.3.1 Scaling

The scaling of the CDAC can be implemented in several different ways with or without
redundancy. In section 2.6.4, a comparison of the advantages and disadvantages is given
for the three different scaling methods: binary, redundant non-binary, and compensation.
Binary scaling has the advantage that it requires the minimum number of compared to
the redundant methods which needs additional stages. The problem with binary scaling
is the required settling time to get a small settling error. It also suffers from the problem
that an erroneous decision will result in a erroneous output.

All redundant scaling algorithms have the same advantage over the binary scaling:
they can compensate for erroneous decisions cased by incomplete settling. This means
that they can handle larger settling errors, thereby making it possible to utilize partial
settling. They all share the same drawback of requiring additional comparisons. The
number of additional comparisons depends on the amount of errors to be covered.

To gain speed with a redundant scaling of the CDAC, it is required that the time it
takes to perform the additional comparisons are shorter than the time gained by having
a smaller t/τ . The clock generation, which decides when a new comparison should take
place, will not adapt to the individual settling time at each stage. The clock generation
circuit will rather be implemented so that sufficient settling is achieved for the stage with
the longest settling time. This means that redundancy will be most efficient at the first
stages, in order to reduce the settling time at these stages and thereby increase the speed.
The redundancy helps even out the settling time at the different stages, making it more
even over all stages, as can be seen in table 5.3 where the settling time is shown for both
the binary case and for two different configurations of the generic non-binary case.
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Out of the redundant scaling methods, the generic non-binary was chosen over both
the conventional non-binary and compensation. This was due to the fact that the generic
method offered more flexibility in where to place redundancy. As mentioned in sec-
tion 2.6.4, when comparing the different scaling methods, the conventional non-binary
method suffers from having a fixed radix throughout all stages. This typically results in
capacitance ratios that are hard to realize. To solve this, either fine fractional capacitance
would be required or the radix must be slightly tuned to be able to use multiples of a
unit capacitance. This however changes how the redundancy will be spread throughout
the stages, potentially resulting in significantly less redundancy than expected at a stage.
The compensation method suffered from the fact that to get sufficient redundancy, more
than one additional stage would be required, thereby reducing the benefit of having it
there to reduce settling time and increase speed.

When deciding where to place the redundancy, there are several factors which affects
the decision. One place where redundancy is useless is at the first stage, since the decision
taken at this stage is taken on a completely settled CDAC. This means that no settling
errors will affect the decision. Another place at which the effect of redundancy is limited
are at the last stages. This is since the effect of an erroneous decision at one of these stage
will have a limited effect on the output. It is also so that the required settling time is
small at these stages compared to the requirement for the first stages which means that
no speed improvement would be achieved.

To analyse suitable scalings for use in the CDAC, all valid q vectors (fulfilling the
condition given in equation (2.19) and only having non-negative integer values) were anal-
ysed. From each q vector, the corresponding p vector and t/τ vector were calculated. To
reduce the number of potential scalings a bit, a few limitations were introduced. First, as
mentioned above, redundancy at the first stage is useless and therefore all cases where this
occurs have been removed. To reduce the set even further, p vectors containing odd p (i)
were removed, with the exception for p (M) which always is one. The reason for doing this
last sorting is to make it possible to use fractional reference voltage to reduce the total
capacitance without affecting the common mode voltage [1]. Finally, all scalings which
resulted in a maximum t/τ larger than 3 were removed since the speed-up for scaling with
a larger maximum t/τ would be limited. All the scalings that were left after this last
separation are given in appendix A.

From the scalings that where left after the reduction, a comparison of the correctness
in the output where checked for both the maximum individual t/τ as well as for t/τ = 3.
These results were then compared to the binary case. The correctness were simulated by
feeding uniformly distributed random inputs to a MATLAB model of the charge redistri-
bution functionality where decisions where taken at partial settling. The output from the
partial settling was then compared with the output gained at operation at full settling. In
both cases, the binary scaling was used for comparison with its maximum t/τ .

Based on the results of correctness evaluation, two different scalings were chosen for
circuit implementation. These two scalings are shown in table 5.2; they will here after be
known as Generic 1 and Generic 2. In table 5.3 t/τ is given for all stages with both binary
scaling and for the two redundant non-binary ones, Generic 1 and Generic 2. The reason
for not directly going for a specific scaling is that the linearity of the implementation may
depend on the scaling if fractional reference voltages are used.

The settling times presented in table 5.3 have been calculated based on the case where
the settling error is less then 0.5 LSB plus redundancy, if any. The calculations have
been performed using equation (5.1), where SE is the settling error allowed, in this case
0.5 LSB, while q (i) and p (i+ 1) are corresponding values in the p and q vectors.

53



5. Design

1 3 13 23 33 43 53 63 73

Q-set

70

75

80

85

90

95

100

C
or

re
ct

 r
es

ul
t [

%
]

(a) Maximum individual t/τ

1 3 13 23 33 43 53 63 73

Q-set

70

75

80

85

90

95

100

C
or

re
ct

 r
es

ul
t [

%
]

(b) t/τ = 3

Figure 5.2: Evaluation of the output correctness for a set of scalings at each scalings
individual maximum t/τ (a) and for t/τ = 3 (b). The scaling vectors connected to each
bar is given in appendix A.

Table 5.2: p and q values of the two scaling configuration chosen for further analysis.

Scaling q p
1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9

Generic 1 0 8 4 4 4 0 0 0 0 128 64 28 16 8 4 4 2 1
Generic 2 0 4 2 2 2 2 0 0 0 128 64 30 16 8 4 2 2 1
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Table 5.3: t/τ at each stage for binary scaling as well as two different configurations of the
generic non-binary scaling. The settling times have been calculated for a settling error of
0.5 LSB plus redundancy if any.

Scaling Stage
1 2 3 4 5 6 7 8

Binary 4.852 4.159 3.466 2.773 2.079 1.386 0.693 -
Generic 1 2.019 1.828 1.269 0.575 2.079 2.079 1.386 0.693
Generic 2 2.654 2.484 1.856 1.163 0.47 1.386 1.386 0.693

t/τ(i) = − ln
(
SE + q (i)
p (i+ 1)

)
(5.1)

5.3.2 Topology

The topology of the CDAC can be divided into two parts, where one covers the whole
CDAC implementation and the other one which shows what the different stages will look
like. First, the overall topology will be described, followed by the topology of each stage.

5.3.2.1 Overall topology

The topology of the CDAC can be divided into several levels where each level is connected
to a property in the operation of the CDAC. These levels may be designated leg, stage,
and unit and they will all be defined below. Starting with the leg, which corresponds
the inputs of the comparator where the single ended case, there is only one, while the
differential case has two. Essentially, the differential topology can be seen as a duplication
of the single ended case, with the difference that the switching is performed in an inverted
fashion in one of the two legs compared to the other one.

The leg can then be constructed in two ways either balanced or double balanced as
shown in figure 5.3. The difference between having a balanced or double balanced structure
is that in the balanced case, only one of the legs will be switched, up or down depending
on the preset voltage. The effect of only switching one of the legs is that the common
mode voltage will vary depending on the input as well as on the previous decisions. This
results in large variations in the operating condition for the comparator, since it needs
to operate over a large range of common mode voltages without losing performance both
in terms of speed, offset voltage, and kickback noise. These common-mode variations do
not show up when the double balanced array is used, since switching will occur in both
legs at each stage and pull the legs in opposite directions. For example, if switching pulls
the voltage in the top leg up will the voltage in the bottom leg be pulled down an equal
amount, resulting in a constant common-mode voltage. A disadvantage with the double
balanced is that it requires twice as many switches as well as twice as much capacitance
compared to the balanced case. The doubled capacitance however only occurs when the
implementation uses the smallest capacitors and is not kT/C noise limited.

The CDAC can also be divided into stages. A stage consists of all units that can be
controlled by the result of one comparison. In the double balanced structure there are two
units in each leg and two legs in total which means that there will be 4 units per stage.
There is one stage for each comparison that will take place except for the last one, and
all of them are switchable. These stages can be recognized by the control signals that
are connected to them, and their number indicates the stage number. These switchable
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Figure 5.3: The CDAC topology including its redundant scaling and the reference voltages
input to each stage. The topology is shown for a single ended array in (a) and a differential
array in (b).
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stages are responsible for creating the voltage changes, and their sizes determine how much
the voltage is changed. The size of the capacitance at each of these stages is defined by
the scaling in combination with the unit capacitance used. Except for these 8 switchable
stages, there is also one fixed stage that has the same size as the last stage. This stage
becomes obvious in the binary case, where the sum of the capacitances in the remaining
stages is equal to the total capacitance at the current stage. Without this stage, the total
capacitance after the current stage would not be equal to the capacitance at the current
stage thereby resulting in a voltage change larger then half the range of the current stage.
The principle is the same when redundant scaling is used, however the principle that the
current stage will have the same capacitance as the sum of the stages following will not
be valid at stages which have redundancy. The last stage can be seen as the capacitance
which would be split into smaller fractions if higher resolution were used.

The reason that there is only 8 switchable stages are required even if 9 decisions
are taken is that the first comparison level located at half the range is provided by the
differential behaviour of the input. This is also the reason that there is no requirement of
performing any switching prior to the first decision.

With a converter resolution of 8 bits, the ratio between the capacitance at the first
and last stage becomes large. This ratio can however be reduced by only switching parts
of the charge stored in the unit capacitance. The implementation of the fractional charge
switching builds on switching fractional voltages rather then the full reference voltage
swing [1]. The principle builds on that the charge stored in a capacitor is linearly depen-
dent on both the capacitance as well as the voltage which can be seen in equation (5.2),
so minimizing one of them reduces the charge switched. Typically this is implemented by
reducing the size of the capacitance, but the same effect can be achieved with fractional
reference voltages. In theory, this method can be used to implement any fractional capaci-
tance; however, this will make the linearity of the fractional voltage generator critical. If a
Kelvin divider is used will the load on the output affect the fractional voltage generation.
Common-mode variations can also arise from the use of fractional voltages [1]. There is
one fractional voltage that will not have effects on the common mode voltage and that is
Vref/2.

Q = CV (5.2)

Using half the reference voltage for generating fractional capacitances makes it possible
to reduce the capacitance ratio between the first and last stage by a factor of 2. To reduce
this ratio even further, more fractional voltages are required. This however comes at
the cost of potential common mode voltage variations and therefore the use of fractional
voltages has been reduced to Vref/4, Vref/2, and 3Vref/4, where Vref/4 and 3Vref/4 are
used only at the last stage, making variations on the common mode voltage only affect
the LSB.

5.3.2.2 Unit topology

The unit is what is building each stage of the CDAC and it can be constructed in two
different ways, either by using a single large cell containing a single capacitance or by
using smaller unit cells that are placed together to form a larger unit. In both cases, the
circuit out of which the cells are realized is the same, with the only difference that one is
unit sized while the other one is stage sized.

The unit is based on an inverter which is connected to the unit’s capacitance. The
inverter is then fed with the two reference voltages, most commonly Vref and ground. The
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Figure 5.4: The unit based on a single cell (a) and on unit cells (b) in the case where the
capacitance should be 4C.

node on the capacitance that is not connected to the inverter is connected to the other
units as well as to both the T&H and comparator input as can be seen in figure 5.3.

The single cell structure consists of a single capacitor of the desired size together with
a single inverter sized in proportion to the capacitor. An illustration of the single cell
structure is shown in figure 5.4 (a) for the cell size of 4. The benefit with this topology
is that any radix can be formed as long as the capacitance ratio can be physically imple-
mented. The disadvantage is that it is more vulnerable to random mismatch variations
than the unit cell topology. It is also more complex to design this topology since a unique
cell will be required at each stage.

The unit cell topology on the other hand builds on having a unit sized capacitor and in-
verter. The desired size is then achieved by placing several cells in parallel. An illustration
of the unit cell structure is shown in figure 5.4 (b) for a total size of 4. The problem with
this topology is that only radixes based on multiples of the unit can be achieved. Some
fractional based radixes can however be implemented by the use of fractional reference
voltages. The advantage with this topology is that it is not as vulnerable to mismatch
variations as the unit based topology. Since mismatch will make the capacitance at each
cell either smaller or larger, putting several cells in parallel thereby typically results in
a smaller total variation for the stage. The averaging can not be guaranteed since the
variations are random, but statistically the likelihood of having a large mismatch when
using unit cells is much smaller then in the single unit case. Another advantage with the
unit cell topology is that only one cell needs to be implemented.

The unit cell topology has been chosen here, since it typically minimizes the effects of
random mismatch variations which will help improve the linearity of the CDAC. Another
reason for choosing this topology is that it simplifies the design since only the unit cell
needs to be verified compared to the single cell structure where each cell needs to be
verified. Verification here means checking that the settling time requirements are fulfilled.

5.3.3 Sampling noise

The sampling noise stored into the sampling capacitance is determined by the size of the
capacitance according to equation (2.8) for the single ended case. In the differential case
it is sufficient to use only half the equivalent single ended capacitance for each leg achieve
the same SNR, as described in section 2.1.1.2.

To reduce the effects of kT/C noise, it is important that a sufficiently large capacitance
is chosen. How large the contribution of the kT/C noise is allowed to be is a design
parameter. A typical start value is to use a noise power being 3 dB below the quantization
noise.
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A full scale input of 0.5 V and a resolution of 8 bits gives a total sampling capacitance
as in equation (5.3) given a temperature of 300 K. From this it is possible to calculate the
minimum sampling capacitances in the differential case, which results in Cs,d = 13 fF at a
kT/C noise level 3 dB below the quantization noise.

Cs = kT

V 2
n,C

= 24 · 22NkT

V 2
F S

= 24 · 216 · 1.38 · 10−23 · 300
0.52 = 26 fF (5.3)

5.3.4 Reference voltage adjustment

The principle of charge redistribution builds on switching capacitors between different
reference voltages and thereby controlling the charge stored in the CDAC. The reference
voltage range over which the capacitor is switched should ideally be half the dynamic
range, that is Vpp/2 in case of the dual half topology, where the two legs are switched in
opposite directions. This ideal case however assumes that all capacitance in the CDAC
is switchable. This is however not the case, since parasitic capacitances are connected to
the switches themselves, the reset switch, the T&H switch, and the comparator inputs
will also contribute to the total CDAC capacitance [1]. This means that the switchable
capacitance will only be a fraction of the total capacitance.

To overcome this problem and still achieve the desired dynamic range, a higher refer-
ence voltage can be used. The new reference voltage can be calculated using equation (5.4)
where Vrefc is the new reference voltage and Vref is the initial one. Cu,total is the total
capacitance per unit cell and Cu,switch is the part that is switchable.

Vrefc = Vref
Cu,total

Cu,switch
(5.4)

The relationship can be used as an estimate for what reference voltage that should
be used. The exact voltage can however not be determined before fabrication, since
random mismatch affect both the parasitic capacitance as well as the switchable part. The
relationship can also be used to calculate the ratio between the switchable and parasitic
parts of the capacitance after fabrication. An exact value for the parasitic contribution
can however not be calculated, since the exact switchable part is not known.

5.4 SAR logic

The SAR logic is the part which controls the operation of the converter. The functionality
of this logic will vary depending on how the SAR algorithm has been implemented and
what types of additional circuits that has been added. The SAR logic implementation
also depends on what type of control principle that is used.

The state transition control can be performed in two different ways: synchronous
or asynchronous. As mentioned in section 2.5.1, synchronous control has the advantage
that the time of when decisions are taken is known beforehand. This is rely convenient
during design since it simplifies debugging. The problem is however that the decision time
depends on the voltage applied to the input of the comparator. This means that an exact
decision time can not be known. It is also not known at which stage a longer decision will
occur which means that margins need to be added at each stage to handle cases where
the decision time is longer than the standard decision. This means that each stage must
have time which is not used just to be sure that there will be time for most of the slower
decisions.
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Asynchronous control on the other hand builds on having the state transitions depend-
ing on the results of the operation. The advantage is that now the results will be used to
start the next stage rather than it being started at a specific point in time. This means
that a margin only needs to be added at the end of the cycle, instead of at each stage. The
disadvantage is however that it is more complex to implement and debug asynchronous
logic.

Asynchronous control has been chosen here since it only requires margin in time to
cover one slow stage per cycle. With synchronous control, it would not have been possible
to retch the desired speed due the the margins that are required at each stage.

The logic implementation used in this case can be divided into three main parts:
comparator clock generator, state machine, and calibration control logic. This division
has been done since the dependencies between the different functions are minimal and for
increased clarity.

5.4.1 Clock generation

The clock generation circuit is responsible for generating the clock signals which start
a comparison as well as reset the comparator afterwards. This block is also responsi-
ble for generating the clock signals used to control the kickback reduction circuit in the
comparator.

Since asynchronous control has been chosen, the clock generation circuit must operate
based on the results from the comparisons. The circuit must also have a short delay from
detected decision to outputted clock, since this delay has a large effect on the speed at
which the converter can run. The main idea for the clock generation circuit comes from
the circuit used by [1]. It is based on detecting when a decision has been completed and
using that detection signal to turn off the currently active clock at the same time as the
next clock is activated.

5.4.2 State machine

The state machine keeps track of how many decisions have been taken. It is also responsible
for generating different control signals that are used to stop the clock generation and reset
the different parts of the circuit. These control functionalities can be implemented in
several different ways.

One way would be to have a state machine that consists on state memories and logic
that determines the next stage. This is also the conventional way to implement a state
machine. The problem here is that while the sampling rate is 800 MS/s, the state machine
itself would need to operate at speeds exceeding 10 GHz. The reason for this high speed
requirement on the state machine is that each stage corresponds to a state as well as reset
and calibration. In addition, it will not be possible to use the entire time from one falling
edge of the sampling clock to another one, since sampling must take place between these
two falling edges, reducing the operation time for the logic.

To eliminate the need for a state machine operating at 10 GHz, an alternative method
has been chosen. This builds on using the results stored in memory with combinational
logic to control the state transitions. State transition is activated by detecting if a decision
has been stored. This however requires having both the comparator outputs P and N ,
shown is figure figure 2.8, stored but this will not be a problem since both signals will be
required for controlling the CDAC. The detection of a decision generates the write-enable
signal for the next memory cell, thereby propagating the state forward. The benefit of
using this method is that the state transition delay is reduced. Another benefit comes
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from the use of the alternating comparators and how they are connected to the memory
cells. By only connecting the comparators to the memory cells that correspond to the
states at which they are supposed to deliver results for. This not only relaxes the timing
constraints, but also helps preventing skipped state caused by the activation of the next
write enable before reset is performed, as well as preventing that the result from the next
stage overwrites the stored result due to not turning of the write enable signal at the
memory early enough.

An alternative where the comparators where connected to all memory cells was also
analysed. This would have the benefit that it would be possible to alternate the comparator
that starts a cycle. This was thought to be beneficial in terms of optimizing the reset and
calibration by performing them at the same time and still guarantee that the comparator
being calibrated had been fully reset. This is done by calibrating the comparator which
did not preform the last conversion. However, it was discovered that calibration and reset
would not be possible to perform at the same time. This is due to the fact that it would
have resulted in a calibration which were not performed under the same conditions as under
normal operation. This method would also have made it more complex to guarantee that
new results would not affect previous ones or cause a skipped state due to a delayed reset.
Thus, the alternative with dedicated memory cells was chosen over the one where both
comparators where connected to all memory cells.

The state transition will be initiated by the sampling clock and will then ripple along
after each detected decision. It is also important that the memories are completely reset
before a new cycle is initiated, since the state transition would not work otherwise. The
reset must be performed even if all stages has not been passed due to long decision times.

5.4.2.1 Memory

To implement the state machine around the memories that stores the results, it is im-
portant that the delay through the memory in minimized. The memory must also have
two separate outputs which can be reset separately. This is important since the output
which controls the switching in the CDAC should be reset after the last decision, while
the memory contents should be reset during sampling so that it is possible to feed the
result forward to the output. The load which the memory puts on the comparator must
be small while it must provide driving capabilities for driving the switches in the CDAC.

The memory cell is based on the cell used in [1]. This since it provides low latency at
the same time as individual resets are provided. The latency for the CDAC control signal
output is especially short, which reduces the time from decision to a sufficiently settled
CDAC.

5.4.3 Calibration control logic

The calibration logic has been added due to the comparator offset calibration requirement.
This circuit is responsible for keeping track of which comparator is to be calibrated, since
only one comparator will be calibrated in each cycle. This circuit will also be responsible
for the comparator clock initiation. The reason for placing it here is that it is tightly
connected to the calibration clock generation.

The calibration logic is designed to always change the comparator which will be cali-
brated even if the calibration of the other comparator is not completed. Changing com-
parator each cycle has been chosen since it is not required to have a calibration every cycle
and if one calibration is missed it is not that severe. A calibration logic which keeps track
of if the calibration is completed becomes much more complex.
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5.5 Track and Hold

The T&H switch can be designed in several different way with more or less complex solu-
tions to improve the linearity of it. One T&H circuit that has been analysed is presented
by [28] and it builds on bootstrapping the sampling switch to increase the linearity of it
while eliminating the clock leakage. The problem with the bootstrapping topology is that
it requires multiple control signals for various control switches making the implementation
complex when speed increases.

The T&H switch will instead be based on a simple combination of NMOS and PMOS
switches placed in parallel. These will be combined with clock leakage reduction method
inspired by [44]. This implementation has the advantage that it only requires a single
clock signal. The clock signal will however need to be differential since both NMOS and
PMOS switches are used. The reason for using a complementary switch is that it improves
the linearity by providing a conductivity that is constant over a larger range than for a
single NMOS or PMOS [11].

5.6 Reference voltage buffer

The reference voltage buffer is the component which is responsible for providing the ref-
erence voltage as well as the fractions of it to the CDAC. The reason for having this
buffer on the chip is to guarantee that sufficient amount of charge can be delivered to the
CDAC when it switches. This to make the settling depend on the inverter driver size in
combination with the size of the unit cell and not on the ability to provide charge. An-
other reason is that the switching occur during such short amount of time that it would
be problematic to deliver the charge from outside the chip. Another reason for having the
reference voltage buffer is that the converter is designed to be a unit cell that can be used
multiple times either in parallel by TI or at different parts of the circuit. In both cases, it
is important to be able to control the reference voltage individually to each converter used,
since the parasitic capacitance at each cell will affect the dynamic range of that specific
converter.

The reference voltage buffer is based on feeding an external master voltage onto the
chip. The reason for using an external signal is that the reference voltage needs to be
set in such a way that it can be controlled and set to achieve the desired dynamic range.
That the exact relationship between the swichable and parasitic parts of the sampling
capacitance is not known, thereby making the exact range unknown.

Since multiple voltage should be delivered to the CDAC, the option of using a single or
multiple buffers arises. The advantage with using multiple devices is that there will be no
load on the net that provides the fractional master voltages, thereby not making it load
dependent. The problem is however that there will be mismatch between the different
comparators, introducing differences in the fractional voltages which may be large enough
to cause significant errors. When multiple buffers are used each of them also needs to be
sized according to the amount of charge that will be drawn from it.

Instead, a single reference voltage buffer will be used, from which the fractional volt-
ages are generated using a resistive network. This has the advantage that only a single
comparator is required, thereby making its offset voltage affect all the reference voltages
in the same way. The disadvantage with this buffer alternative is that when charge is
drawn through the resistive network that generates the fractional voltages, their value will
change and this may have an effect on the linearity of the CDAC.
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5.7 Design for test

Testing and verification of a design is just as important as the design itself. This is
especially true when designing an Application Specific Integrated Circuit (ASIC) since
actual performance depends on how the process variations has affected the design. To
verify that the actual performance is fulfilled, tests needs to be performed on the fabricated
chip. The problem however arises with blocks which are not designed for stand alone use,
but only as part of a larger design.

It is also important that the test set-up does not affect the design itself. This is
especially true for ADCs as well as DACs, since they operate with small analog voltages
and leakage from external control signals such as the clock may have severe effect on the
performance. To overcome this problem, additional circuitry will be required to support
the operation of the design. In this case two supporting circuits will be used; a clock
generator and an output buffer.

Supporting circuits are however not everything that needs to be considered when de-
signing a prototype ASIC. There is always the risk of having parts of the design not
working due to some bug or state that was missed during the design or due to manufac-
turing flaws. However, due to the high cost of manufacturing ASICs in small series, it
becomes important to make sure that as much information can be gained from the design
as possible.

By making it possible to turn off components in the design which is not critical for the
core operation, the likelihood of getting some data increases. Sending key signals off chip
is also method that can be used to verify which part of the circuit that works or not. This
must however be thought of during the design phase since when the chip is fabricated it
will be to late add these signals. The problem is however that pads are limited and having
many additional control signals for controlling the activation of various functionalities or
sending out many state indication signals will not be possible.

5.7.1 System clock generator

A system clock generator was considered required since cross-talk from a full swing digital
clock may leak onto the analog input. Having short rise and fall times was also considered
complicated with an external system clock feed. This is since the rise and fall times will
have effect on the size of the sampling jitter.

Another thing that also complicates the clock generation is that a non-uniform duty
cycle is used for the clock: the clock should have a duty cycle of 1/8, that is the clock is
high 1/8 of the time and low 7/8 of the time.

To fulfil these requirements, a clock generator circuit based on a clock recovery circuit
and a counter will be used. The input to the clock recovery circuit will be a differential sine
wave at a common mode offset voltage in a similar way as the analog input signal. The
counter will then be used to decimate the input clock into the non-uniform duty cycle that
are required by the converter. The advantage with having this additional circuit is that
the risk of affecting the analog input is reduce at the same time as the jitter performance
is improved.

5.7.2 Output buffer

Different methods for taking care of the output has been analysed. This has included
both direct output and storing of data on chip. The method of storing the samples on
the chip and then read them off afterwards are a popular method used when testing high
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speed converters [37,38,45]. However this method comes with increased on-chip complex-
ity in combination with the fact that the size of the memory will occupy a significant
chip area that is many times larger than the expected area required for the converter
implementation. This method is mostly used when the sample rate reaches several GS/s.

At speeds around 1 GS/s and below it is commonly so that the data is directly fed
out of the chip [1, 22, 46]. This is since it simplifies the design; at the same time, it is
possible to directly capture the data at these speeds. It however comes with the problem
that switching outputs at full voltage swing may affect the performance of the chip due
to the amount of capacitance that is connected to the output. This is also the principle
that will be used to output the data here.

To make sure that the data is kept stable for long enough to be captured, a buffer will
be used. This buffer also reduces the load on the memory by taking care of driving the
outputs. The buffer will be based on two layers, where each layer consists of a set of mem-
ories. The first one will be responsible for capturing the data from the memories during
the conversion cycle. The second layer is responsible for keeping this value throughout the
whole next cycle so that it can be captured off-chip.

5.7.3 Proposed tests

An ADC can be tested in several different ways depending on what results that are of
interest. Some different test methods that could be used for testing the chip will here be
presented. All tests are based on having a system connected to the converter that can
store the results for post-processing which is required due to the redundancy used. The
data acquisition system can either consist of a logic analyser or a Field-Programmable
Gate Array (FPGA).

Firstly, a test method for characterising the static converter properties, which mainly
consists of charactering the linearity. There are two methods to perform the measurements
used to calculate the DNL and INL. These are code edge detect and the histogram
technique [11]. The code edge technique builds on tuning sampling in the edge voltage
and multiple times to check that half of the samples falls into each side of the edge. This
is however a time-consuming process due to the number of samples required at each level
in order to get sufficiently high confidence. The histogram technique builds on inputting
a ramp signal into the converter and looking at the number of samples that fall into each
level. This method requires only a small number of samples that would be required for
the code edge method without affecting the resulting INL calculations.

Secondly, a test method for the dynamic converter properties. This part may include
several different measures such as SNDR and SFDR and can be performed in several
different ways depending on what results that are desired. The test principle itself does
however not change; rather it is the selection of the inputs that is altered. There are
essentially two main types of results that are of interest: how the converter performs at a
specific sampling frequency with different input frequencies, and the performance of the
converter for various sample rates with an input signal of half the sampling rate. The
test involves providing a sine wave input signal to the converter at a desired frequency
and storing the output data. A Fast Fourier transform (FFT) is then used to provide the
signal spectrum. This output can then be used to determine the SNDR or SFDR. The
FFT output can also be used to evaluate the design by analysing which effects that limits
the performance.

Thirdly, a test method to determine the converter power consumption. This testing can
be performed during both the above-mentioned tests. However, the power consumption
may be affected by the input signal and therefore it may be so that the power consumption
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for sine wave is more reasonable. It is important to make sure that only the design and
not any other circuitry affects the measured power consumption.

Finally, additional tests for which would be interesting for characterising the converter.
One such test is to analyse the performance with and without the offset voltage calibra-
tion. This evaluation is only possible if the calibration can be turned of externally. This
evaluation will essentially be an additional part to the dynamic evaluation where the same
tests are performed with and without the calibration. Another test would be to analyse
the converter performance at different supply voltages and study how the performance
and power consumption are affected by the supply voltage changes.
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6
Implementation

All components used in the implementation of the converter are based on circuits designed
at the transistor level. The reason for implementing the circuit on transistor level instead
of using standard logic cells at the places where it would be suitable (such as in the state
machine) is that it would put limitations on the freedom at layout. It also gives more
freedom in sizing the different stages as well as optimizing the logic, thereby minimizing
the transistor count as well as the delay.

This chapter starts with presenting the implementations of the different components
used in the converter. Then, the implementation of the supporting circuitry for test will
follow.

6.1 Comparator

The comparator has been implemented based on the strong-ARM topology; the circuit
implementation can be seen in figure 6.1. This figure shows the comparator together with
both the offset calibration transistors and the kickback noise reduction transistors. The
sizes of the transistors used for the comparator implementation are given in table 6.1.

The comparator implementation is based on a trade-off among speed, mismatch, and
kickback noise even though calibration and reduction techniques are used for both the
mismatch effects and kickback noise.

The comparator can be divided into four sections with different functionalities: input,
latch, reset, and output. For each of these sections, there are different factors which affect
how the transistor size should be chosen. Starting with the output buffer, the size of the
last stage depend on the total load connected. The output buffer also helps balance the
load on the differential pair by having known loads with minimum parasitics connected to
the latch. The last stage in this output buffer has been sized to approximate a fan-out of
four. The same ratio has also been chosen between the first and last stage of the buffer to
improve speed. This however results in having a transistor size at the first stage which is
not of the minimal size that can be used, thereby resulting in a larger capacitance added
to the latch reducing its speed. This capacitive cost was however considered reasonable
since a buffer stage with long delay would be hard to compensate for.

In the latch section, the transistor sizes depend both on the output load and on the
intrinsic load in the latch itself. The latch essentially consists of two inverters and the
initial sizing was based on the principle of having PMOS transistors twice as large the
as NMOS transistors. However since the latch is stacked on top of other transistors, the
size of the NMOS transistors had to be increased to compensate for the slightly limited
driving capability below. The transistors in the latch have been sized in a way that they
have significantly larger size than for a fan-out of four, to have as little effect from the
output on the latch as possible. However this is a trade-off where the speed improvement
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Figure 6.1: The comparator circuit implementation together with offset calibration and
kickback reduction. The sizes used for the different transistors are given in table 6.1.

Table 6.1: Transistor sizes used in the comparator.

Transistor Width Length Comment
T1 6 µm 30 nm Decision activation
T2, T3 4 µm 30 nm Input transistors
T4, T5 500 nm 30 nm Latch transistors, NMOS
T6, T7 800 nm 30 nm Latch transistors, PMOS
T8, T10 400 nm 30 nm Latch reset transistors
T9, T11 300 nm 30 nm Reset transistors, nodes p1 and n1
T12, T13 1 µm 30 nm Offset calibration transistors
T14 1.5 µm 30 nm Path activation for offset calibration
T15, T18 3.4 µm 30 nm Main kickback reduction
T16, T17 300 nm 30 nm Initial transient kickback reduction
PMOS 400 nm 30 nm Buffer stage 1
NMOS 200 nm 30 nm Buffer stage 1
PMOS 800 nm 30 nm Buffer stage 2
NMOS 400 nm 30 nm Buffer stage 2
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Figure 6.2: The circuit implementation of the calibration circuitry which provides the
control signals for the calibration transistors in the comparator. The circuit is inspired by
the circuits used is [1, 5].

gained by increasing the transistor size reduces as the size increases.
The input section of the comparator contains the transistors which have the largest

size. The reason for this is that the input voltage is a signal operating around an off-
set voltage rather than a full swing digital signal and this has effects on the transistor
transconductance. While large transistors improves the matching (thereby decreasing the
offset voltage), their large size will also increase the kickback noise. Large input transistors
will also cause an increase in the parasitic capacitance in the CDAC, thereby making it
require a larger reference voltage. Just as for the latch stage, the benefit of increasing the
transistor size decreases when the size increases.

The sizing of the reset section is essential, since the parasitic capacitance of these
transistors degrades the speed of the comparator. The size also determines the speed at
which the comparator can be reset. A complete reset is essential for the correctness in
the comparator operation and therefore it is important to analyse the comparator reset so
that a complete reset is guaranteed while not introducing unnecessary large capacitance
into the nodes for which reset switches are added.

6.1.1 Offset calibration

When deciding the size of the transistors used for the offset calibration, it is important
that the effect from these transistors is small enough so that they would not affect the
operation of the comparator by drawing too much current reducing the effect of the main
input transistor pair. At the same time, the effect caused by these transistors should be
large enough to be able to handle offset variations without reaching the limits of what the
calibration circuit which provides the input voltages can provide.

The circuit used to provide the control signals for the offset calibrating transistors is
shown in figure 6.2. This circuit is based on the principle presented in [5] and the circuit
used in [1].

The implementation consists of two parts: a resistive divider with capacitive buffer
that provides the voltage to the positive leg of the calibration. The other part of the
implementation is the part which changes to compensate for the offset voltage.

The voltage used in the fixed half of the calibration circuit affects the ability to correct
offset voltage. This since the calibration circuit produces a voltage while the calibration
itself is conducted by a current which is related to the voltage in square. This means
that when the adjustable calibration voltage is larger than the fixed one the calibration
precision will be limited by the minimum change in the calibration voltage. The fixed
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voltage must therefore be balanced between the minimum step that can be taken and the
fact that it needs to be larger than the threshold voltage of the transistor to which it is
connected. In this case, a fixed voltage of 0.6 V has been chosen since it fulfils this balance.

The part which controls the changeable voltage builds on two stacked inverters, each
with a small capacitance Csw connected to its output. This capacitance is used to charge
or discharge the larger capacitance placed between the two stacked inverters. The problem
with using actual inverters stacked of top of each other is that it will limit the range in
which the voltage can vary. This is since the source voltage on the NMOS transistor in
the top inverter as well as for the PMOS transistor in the bottom inverter will cause the
transistor to be turned off since the gate-source voltage will be less than the threshold
voltage.

To overcome this problem, only PMOS transistors are used in the top inverter while
only NMOS transistors are used in the bottom inverter. Inverters are used to achieve
the same functionality, however, this brings the problem of leakage current due to both
transistor being open at the same time. This current limits the calibration step size. The
contribution from the leakage current is approximately equal to the contribution from Csw

in terms of added or removed charge.
It may seem like the capacitance added after the restive network is redundant since no

charge are drawn from these nodes. It is however very important that this capacitance is
there and that it has the same size as the one used in the switched half of the circuit since
it affects how the circuit is affected by kickback noise.

The NAND-gate is used to control when calibration should be performed and it is
essentially operating as a switch. The possibility to turn off the calibration has also been
added to improve testability, as argued in section 5.7. This has been done by adding a
control signal to the NAND-gate controlling when calibrations are performed. An NMOS
transistor has also been added here to discharge the capacitor and make sure that no charge
builds up due to leakage making the calibration active. For the fixed side it is sufficient to
only add one transistor that turns off the supply which is done by the PMOS transistor
added. The reason that no transistor is required for making sure that the capacitor is
discharged is that it is connected to ground through the resistive divider and therefore
there is no need for having additional connections to ground.

6.1.2 Kickback noise reduction

To reduce the effect of kickback noise going back into the sampling capacitance, dummy
transistors are added to the two input nodes, as can be seen in figure 6.1. Two transistors
have been added in each of the input nodes and this is due to the complexity in how
the leakage is formed. The implementation of the kickback noise reduction is done for
minimizing the kickback noise at a common mode voltage Vcom = 0.55 V.

The kickback noise emerging from the comparator has two sources: one is the clock
itself while the other is caused by pulling down nodes p1 and n1. The kickback from these
two sources also has different polarity where the effect caused directly by the clock pulls
the voltage up while the other pulls the voltage down somewhat later. The part originating
directly from the clock is significantly smaller and thereby the transistors used to cancel
this effect also becomes smaller which can be seen in table 6.1.

As can be seen in figure 6.1, no kickback reduction has been added to the inputs of
the offset calibration transistors. There are two reasons for this. First, this input is not
shared among the two comparators which means that the kickback effects caused by one
of the comparators will not affect the other one. Second, the effect of kickback into the
calibration voltage nodes are not as severe as for kickback into the sampling capacitance.
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Figure 6.3: A schematic showing the implementation of the CDAC for the scaling Generic
1. The schematic also shows how the different reference voltages are connected to the
different cells.

This is since the size of the capacitors used in the charge switching calibration control are
much larger than the size of the sampling capacitance together with that the size of the
calibration transistors are smaller than the input transistor pair which also contributes to
the minimized kickback noise in the calibration circuit.

6.2 CDAC

The CDAC has been implemented by adding unit cells to form the required size of each of
the stages that makes up the CDAC. This implementation has been performed for both
the scalings Generic 1 and Generic 2 in order to be able to further evaluate these two
scalings in terms of how mismatch affects the linearity.

A schematic of the implementation of the scaling Generic 1 is shown in figure 6.3. The
implementation of the scaling Generic 2 is similar to the one shown in the figure. The
difference is that Vref/2 is used in stage 6 as well as for the fractional part in stage 2.

The reset switch used to reset the CDAC before the calibration of the comparators
has been implemented by a NMOS and a PMOS placed in parallel. This combination of
NMOS and PMOS has been used to provide a range where the conductivity is kept high,
thereby shorten the reset time.

6.2.1 Unit cell

The unit cell topology in essentially based on an inverter, however a traditional inverter
based on a NMOS and a PMOS was not suitable due to the low reference voltages used.
Instead the unit cell had to be implemented based on two NMOS transistors which can be
seen in figure 6.4. This however poses a problem since the functionality of a PMOS must
be mimiced by the combination of a NMOS and an inverter which causes additional delay.
The effect of this additional delay is that during a short amount of time both transistor
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Figure 6.4: A schematic showing the implementation of the unit cell.

will be active, thereby providing a direct path between the reference buffer and ground,
causing significant additional discharge of the reference buffer and lowering its voltage.

Several alternatives were analysed in order to reduce the effects on the voltage varia-
tions caused by this leakage current. First, the size of the reference buffer was increased,
but this would cause problems in terms of the size required for the buffer capacitance, so
it was decided to only use this method for small final compensations. The second prin-
ciple that was analysed was to put circuitry between the memory and unit cell to delay
the signals so that they would arrive at the same time. The problem with adding this
delay is that the settling of the CDAC is included in the operations which are critical and
additional delays result in the requirement of delaying the generation of the next clock.
This option was therefore scrapped.

The only remaining is to look at reducing the sizes of the transistors. This will however
affect the settling time and thereby also result in a delayed clock. The topology of the
CDAC however partly solves this problem in the way that the reference voltages are
connected to the unit cell. Changing the way reference voltages are connected to the
unit cell instead of inverting the control signal makes it possible to only keep one side of
the unit cell fast while the other one can be slowed down a bit to reduce leakage. This
slowdown can however not be too large since this would affect the CDAC reset time.

The sizing of the two main transistors resulted in a trade-off between speed and leakage
current. The charge consumed by the leakage current was chosen to be equal to the charge
used to switch the unit capacitance. With this leakage current, a sufficiently short reset
time was still provided.

The capacitor used in the unit cell is a Metal Oxide Metal (MOM) capacitor. The
MOM capacitor is based on interleaved metal fingers. The MOM capacitor has the ad-
vantage that its capacitance is constant over the voltage range while the transistor gate
capacitance varies with the voltage.

A switchable capacitance of 1.8 fF has been chosen, which is the smallest capacitance
that can be implemented with this type of capacitor in this process. The non-switchable
parasitic capacitances connected to the reset switch, to the input capacitance on the
comparator, and to other sources will contribute with around 1.1 fF per unit cell, giving a
total capacitance per cell of 2.9 fF.

The settling time for the unit cell was also an important design parameter which
affects the transistor sizes. Due to the importance of meeting the settling time, additional
margins have been added. A minimum settling time of 3τ has been used to guarantee
that the longest settling time in both the scalings, Generic 1 and Generic 2, is fulfilled. A
total maximum settling time of 30 ps, for the TT corner, gives τ = 10 ps. As an additional
margin this maximum τ should be fulfilled also in the SS process corner.
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Figure 6.5: Schematic of the clock generation circuit based on logic gates.

6.3 SAR logic

The SAR logic has been implemented in three blocks and these will now be presented.

6.3.1 Clock generation

The clock generation has been implemented based on two paths where each path controls
one clock. Each of these paths contains five stages: decision detection, pulse generation,
clock initiation, delay, and output. These stages can be seen together with the circuit based
on logic gates in figure 6.5. These logic gates has in the implementation been replaced
by transistor based circuits where logic logic optimization has been used to reduce the
number of circuits in the critical path.

The decision detection generates the signal which stops the currently active clock while
starting the other one keeping the alternating clocks running. This stage is then followed
by a pulse generating stage. This stage is required to guarantee that the clock can be
turned off when the next decision arrives and not get stuck with both output transistors
open. The Cen,hold signal is used to enable and disable the clock path. This signal is
used to stop the alternating clocks after all stages have completed. The initiation stage
is used to initiate the clock at the beginning of each cycle as well as re-start the clock
for calibration of the comparators. The reason behind one of the initiation signal being
named init1 while the other one is named cal2p in figure 6.5 is that init1 initiates both
the clock in the beginning of each cycle as well as for comparator calibration. The control
signal cal2p on the other hand only initiates the comparator calibration. The following
delay part is used to make sure that sufficient settling of the CDAC has been performed.
The different delay blocks are used to delay the clock different amounts for the clocks used
for the kickback noise reduction. Finally comes the output stage which is the stage that
directly drives the clock signals. The switch controlled by the sampling clock is there to
guarantee that the clocks are turned off before the next cycle starts thereby making sure
that the comparators are reset.
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Figure 6.6: Schematic showing the implementation of the state machine using logic gates.

6.3.2 State machine

The state machine has been implemented around the memory cells storing the results from
the previous comparisons as can be seen in figure 6.6. This way of implementing the state
machine makes it possible to utilize only simple combinatorial logic to generate the next
state signal which is the write-enable signal to the memory.

The logic has been implemented so that the delay from detecting stored result to
turning off the current write enable and activating the next one is minimized. This has
been done by using a parallel structure where the write enable is controlled by the previous
decision detect signal deci−1 together with the current stored result Pi and Ni, given
the current state i. This method however increases the load on the memory cells. The
alternative would be to use a serialized method based on the decision detect from last
stage deci−1 as well as from the current stage deci.

The state machine is initiated by the sampling clock in a similar fashion as the decision
signal from the previous state. To guarantee that the state machine always starts at the
first stage even if the previous cycle is not complete, the reset signal is based on the clock.

The state machine is also responsible for the generation of the Cen,hold signal as well
as the different reset signals. Cen,hold is activated by the clock and deactivated when the
results at the eighth stage have been stored in order for the clock paths to be disabled
before the decision at the ninth stage arrives. The reason for having several reset signals
is that different parts of the system requires different types of reset. The reset of the
CDAC must be a pulse since the calibration will follow. The reset of the CDAC control
signals will however need to be active until the sampling clock rises to guarantee that the
decisions stored in the memory does not leak back and sets the CDAC ones more.
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Figure 6.7: A schematic of the implementation of the memory cell.

6.3.2.1 Memory

The memory has been optimized to reduce the delay from decision delivered from the
comparator to the outputs of the memory. A schematic of the memory is shown in fig-
ure 6.7. The two different outputs provide the possibility of resetting the control signals
to the CDAC without resetting the output.

The output from the comparator is always one except for when a decision is delivered.
This means that the default state of the memory should be one in order to be able to
detect when a decision has been taken on the output. Since only low inputs propagate,
a reset of the comparator would not affect the value stored in the memory in case of the
write enable still being active.

The memory cell is implemented in such a way that the CDAC control signals are
reset separately from the memory loop. Under normal operation will the control signals
be reset first in order to reset the CDAC and the memory loop later on to make it possible
to capture the stored data. However if the cycle is not completed and a reset of the CDAC
has not been performed, the reset must be provided by the memory loop so that the CDAC
is reset at the start of the next cycle.

Since the output controlling the switching in the CDAC is essentially separated from
the comparator by a PMOS transistor, it becomes important to properly size this transis-
tor. This is since too large a transistor will significantly load the comparator output while
too small a transistor would increase the settling time of the CDAC.

6.3.3 Calibration

The calibration logic is the most diverse part of the SAR logic. In addition to providing
the calibration signals, it also generates the initiation signal for the clock generator.

The clock initiation is based on a pulse generator similar to the one used in the clock
generator block followed by an OR-gate which is used to combine the pulse with the
calibrations initiation pulse for calibration of comparator one.

The calibration logic generation is based on two stages: a pulse generator which gen-
erates both a pulsed version and a stable version of the calibration enable signal, and the
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Figure 6.8: Schematic of the logic generating the calibration enable signal used to activate
one of the calibration signals.

memory that keeps track of which comparator that should be calibrated. The reason that
both a pulsed and a static version of the signal is required is that the generation of the
comparator clocks require a pulse while the calibration circuit requires a static signal to
activate the calibration so that the result can be used to change the calibration voltage.
These signals are than delayed before being ANDed to the output of the flip-flop keeping
track of which comparator that should be calibrated. The calibration signal for one of
the comparators is connected to the inverted output of the flip-flop while the other is
connected to the non-inverted one. The state in the memory is then updated by feeding
the inverted output back and storing it on the rising edge of the system clock.

6.4 Track and Hold

The T&H is based on a complementary switch in each of the two input legs. Then dummy
transistors have been added on each side of the transistors to reduce the clock leakage.
The reason for having dummy transistors also before the switches is that the converter is
designed as a unit cell which can be used to achieve even higher sampling rates by placing
several devices in parallel. This means that all the inputs of the different converters
are connected together and leakage from one switch may affect the voltage sampled at
another switch. Figure 6.9 shows the implementation of the sampling switch together
with the dummy transistors.

The placement of the dummy transistor was analysed in terms of trying to reduce the
total switched capacitance. This could in theory be done by adding an NMOS dummy
transistor of the same size as the NMOS transistor used and switch them in the same
direction, thereby compensating for the leakage in the PMOS transistor which is twice as
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Figure 6.10: Schematic of the implementation of the reference voltage buffer.

large as the NMOS. This would however have limited effects since the capacitance of a
Metal-Oxide Semiconductor Field-Effect Transistor (MOSFET) is voltage dependent [28].
The behaviour is also complicated by the leakage dependency of the rise and fall times of
the control signals [43]. The combination of all these problems limits the effect of using
only one dummy transistor to reduce the clock leakage.

Instead two dummy transistors has been used, one for the NMOS and one for the
PMOS, both being switched in the opposite phase to the switch they are compensating
for. Their sizes have been optimized for minimizing the clock leakage at a common mode
voltage of Vcom = 0.55 V. This is since this voltage is in the middle of the intended range
for the input common mode voltage.

To guarantee that sufficient settling occurs for all input voltages, the transistors have
been sized in a way such that only one of them, when operating in saturation, will be
sufficient to completely settle the sampling capacitance within the sampling time. This
means that in most cases the settling time will be significantly shorter.

6.5 Reference voltage

The reference voltage buffer implementation is based on a large capacitor acting as a
charge buffer in combination with a comparator and circuitry to add charge to the buffer.
The implementation of the buffer can be seen in figure 6.10.

The comparator used to compare the master reference voltage Vm with the locally
stored reference voltage at reset is based on the same topology as the main comparator.
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There is however a large difference between them: for the comparator used in the reference
buffer, all NMOS transistors have been replaced by PMOS transistors and vice versa,
effectively flipping the whole circuit upside down. This needs to be done in order to get a
minimum input common mode voltage of 0, which is required when comparing the master
voltage to the local voltage since they will be refereed to 0 and in most cases be smaller
than the threshold voltage for the NMOS transistor.

The comparator then controls a similar circuit as the one used for the offset calibration.
The difference is however that there is no need for the bottom half, since the circuit will
always be discharged through the resistive divider used to provide the fractional reference
voltages. Another difference is that the charging circuit is in this case implemented with
a inverter instead of only PMOS transistors. This is since the range in which the buffer is
designed to operate is well below the level at which the NMOS transistor turns off due to
a too small gate-source voltage.

The size of the buffer capacitor decides how large the voltage ripple will be due to
the charge removed when switching the CDAC. This capacitance is a large contributor
to the footprint, making the size a trade-off between voltage ripple and size. In this case
a capacitance of 5.56 pF has been used. The buffer is based on a capacitor type which
makes it possible to place it beneath the capacitors used to implement the CDAC, which
reduces the total size of the implementation.

The capacitance used to switch in charge Csw should be sized in such a way that it
charges the buffer capacitor during most of the cycles. This sizing is however only valid
for the highest voltage which the reference buffer supports, since this voltage decides the
amount of charge which can be added by the Csw capacitor.

The size of the resistors used in the resistive divider affects both the settling time of
the CDAC and the leakage from the buffer. A resistor size of 8 kΩ has been chosen. This
results in a charge leakage from the buffer corresponding to approximately 1/4 of the
charge used while switching the CDAC. This resistor size will also be in the same order
of magnitude as the transistor on-resistance in the CDAC switches. This, in combination
with the shorter required settling time at the stages where the fractional reference voltage
is used, minimizes the effect of the larger series resistance.

6.6 Supporting circuitry for test

Several principles have been used in the implementation to be able to monitor the operation
of the chip. The internally-generated clock signal will be fed out from the chip, not only
to indicate when data are ready on the output, but also to show that the most essential
part for controlling the system works. The local reference voltage buffered on the chip is
also fed out. This is since this voltage is essential for charge redistribution.

It is also possible to turn off the comparator offset calibration. Calibration is not
essential for the operation; rather, it is there to improve the performance. Making it
possible to turn off the calibration also has the benefit that it becomes possible to evaluate
the effectiveness of the calibration circuit.

The redundant behaviour of the circuit may cause problems by masking severe errors.
Not converting the redundant output into binary representation on the chip also makes
it possible to track the behaviour of the circuit by looking at each comparator decision.
Conversion from the redundant representation to binary was excluded in the delimitations,
but in that case for completely different reasons. Another benefit is that it becomes
possible to track for incomplete conversion cycles in the data and thereby connect it to
the resulting performance.
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6.6.1 System clock generation

The system clock generator is based on two stages: a clock reconstruction circuit and
a division circuit. The clock reconstruction circuit is used to reconstruct a single ended
digital clock from a differential sine wave signal with non-zero offset. The division circuit
is then used to generate the system clock with its duty cycle of 1/8.

The clock generation circuit is based on the circuit presented in [47] and is shown in
figure 6.11. This architecture was chosen since it provides a low jitter at the same time as
it has a well documented process of implementing it [48]. This was useful since the clock
generator was not the core part of the design, but rather an important part required for
testability.

The architecture builds on a differential amplifier with a current mirror placed around
it to convert from a differential into a single ended signal. A buffer is used at the output
to further decrease the rise and fall times while also minimizing the load on the output.

The divisor circuit is used to generate the 1/8 duty cycle clock. This circuit is based
on a three-bit counter and delivers the system block by ANDing the state of all flip-flops.
Following this counter is a buffer that increases the drive strength of the signal in order
for it to be able to drive the converter clocks. The compact circuit is essential for making
the clock generation work since the counter has to operate at eight times the speed of the
converter.

6.6.2 Output buffer

The output buffer has been implemented using one layer of latches followed by a layer of
registers. The first layer is used to copy the data from in the memories directly after the
data has been stored. The write-enable for this first layer of latches is implemented in a
similar way as in the state machine which can be seen in figure 6.12. The reason for using
this rippling write enable is that even if a cycle would not be finished, all the decisions
that have already been stored will also have been copied to the output buffer. There is
just one case where not all data will be stored correctly: if the last decision comes just
before the clock edge so that it has time to settle in the memory but not in the output
buffer. If this occurs, the converter would have been pushed to far up in speed, or there
will be a decision that takes much longer than the standard decision. This first layer will
be reset on a delayed version of the clock to make sure that the data has been stored in
the second layer.

The coping from the memories to the output buffer could also have been implemented
based on a finished signal that indicates that all stages are performed. The problem with
this method is that if not all comparisons are performed no data will be copied. This
would also be troublesome from a testing perspective since it would not be possible to
detect why a outputs are not delivered. By getting some outputs makes it possible to
analyse why the design will not work.

The second layer builds on an array of registers that are all updated at the same time.
This is to update the result on the outputs for all bits at the same time rather than having
them updated as they come which would make it hard to know if a bit has been updated.
The data in these registers will be updated by a slightly delayed clock. The reason for
this is to make sure that there will be time for even late decisions to propagate through
the first layer. The outputs are however updated on the output before the sampling clock
edge falls which makes it possible to use this signal to indicate when a new result is feed
out from the chip. Each output from the second layer registers is then fed through an
inverter buffer to improve the drive strength of the signal.

79



6. Implementation

T 11

T 10

T 5

T 7

T 1

T 3

R1 R2

T 4

T 2

T 9

T 8

T 6

Vdd

In+ In-
Out

(a) Clock reconstruction circuit

D Q
Q

D Q
Q

D Q
Q

C
k

Ckext

(b) Clock division circuit

Figure 6.11: Schematic implementation of the clock reconstruction circuit (a) and the
division circuit used to generate the uneven duty cycle (b).
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The signal which leaves the output buffer has been inverted compared to the signal
which entered the buffer. This has been done in order to correct for the inverted be-
haviour of the output from the comparators that follows through the memories in the
state machine.
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7
Results

This chapter will present the results for from the evaluation of the implementation. The
default assumption will be TT process corner and ambient temperature of 27 ◦C. In all
cases where decision times are given, it will be assumed that a standard input voltage of
0.5 LSB ≈ 1 mV.

The results for the evaluation of the comparator, CDAC, and T&H will first be pre-
sented by themselves. Then the results for the evaluation of the whole design will follow.

7.1 Comparator

The evaluation of the comparator are performed based on three measures: the decision
time, offset voltage, and kickback noise.

7.1.1 Decision speed

The decision speed of the comparator depends on the size of the differential input volt-
age. The decision speed is shown in figure 7.1 for various differential voltages in the
range 100 mV to 1 pV. From this figure it can clearly be seen that the decision time is
logarithmically dependent on the input voltage.

This makes it possible to calculate the expected decision time using equation (7.1)
where t0 = 11.6 ps and τcmp = 12.4 ps. This expression can them be used to estimate how
much longer than the standard decision a small input voltage would require.

tdec = t0 + τcmp log (Vi) (7.1)

The decision time dependency on the input differential voltage has been simulated with
the comparator by itself using a clock with 10 ps rise and fall times and the inputs directly
connected to voltage sources. The offset calibration inputs has also been connected to
individual voltage sources which delivers the fixed common mode calibration voltage used.
The comparator outputs are not connected to any load.

7.1.2 Mismatch

The comparator offset voltage has been evaluated with 250 MonteCarlo simulations where
random mismatch was added to each of the components in the comparator as well as in
the calibration circuit when this was used. The result is shown as histograms in figure 7.2.
The y-axis shows the number of runs that falls into each bin.

Figure 7.2 (a) shows the results from the runs without calibration. These runs were
performed as the reference showing the pure offset voltage of the comparator. The average
offset voltage was in this case 700 µV and the standard deviation was 11.8 mV.
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Figure 7.1: The comparator decision time for various differential input voltages in the
range 100 mV to 1 pV.

Figure 7.2 (b) shows the results from the case with offset compensation used. The
offset is significantly smaller than what it would be if no calibration were used. The
average offset voltage is in this case −20 µV and the standard deviation was 217 µV, a
decrease of more than 50 times compared to when no offset calibration where used.

The simulation set-up used to determine the offset voltage of the comparator is based
on a sampling network similar to the actual implementation. The comparator clock is gen-
erated by the actual clock generator to make it possible to utilize the kickback reduction.
When calibration is used, the comparator becomes calibrated during the initiation; then,
calibration is turned off during the actual check of the offset voltage. The offset voltage is
checked by sweeping the input until the comparison result changes from one to the other.
When no calibration was used, these inputs were driven by voltage sources providing the
fixed common mode voltage. The input voltage was changed in steps of 50 µV for the case
with calibration and 160 µV for the case without calibration.

7.1.3 Kickback noise

The kickback noise has been evaluated by analysing it versus its dependency on the com-
mon mode input voltage. Choosing the kickback noise values is a bit tricky since there
noise has two phases: one rapid transient one causing a large drop in voltage during a
short amount of time, and the other phase consists of the effect which is visible during
the whole time during which the comparator control clock is active. This effect shows up
as a negative voltage shift. This second phase will also be used to calculate the kickback
noise.

Figure 7.3 shows the kickback noise and decision time as a function of common mode
voltage for both with and without kickback noise reduction.

As can be seen in the figure, the kickback noise has been reduced by at least a factor
of 4 in the common mode voltage range Vcom = 0.5− 0.6 V for which the circuit has been
designed. From the figure it can also be seen that the kickback noise is strictly increasing
in the case where no compensation is used. This at the same time as the decision time
is decreasing. The reason behind the rapid decrease and increase in kickback noise when
reduction is used is that the reduction technique only compensates fully at a specific
voltage; for all other voltages, the compensation will only be partial.

In figure 7.3 it can also be seen that the kickback noise slightly affects the decision
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(a) Without calibration

(b) With calibration

Figure 7.2: Histogram showing the distribution of offset voltage without offset voltage cal-
ibration (a) and with offset calibration (b). The histograms are based on 250 MonteCarlo
simulations and the y-axis shown the number of runs which falls into each of the bins.
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Figure 7.3: Plots of decision time and kickback noise as a function of common mode voltage
for both the case without compensation (a) and with compensation (b). The differential
voltage used is 0.5 LSB.

speed. This is a direct effect of the kickback noise since it produces a negative common
mode voltage shift during the comparison, thereby reducing the effective common mode
voltage seen by the comparator.

In figure 7.4 the kickback noise is shown for the case when alternating comparators are
used. Here it can be seen that when no kickback noise reduction is used a large kickback
occurs and the signal will not be fully restored before the other comparator starts its cycle.
In the case with kickback noise reduction, the noise has much smaller amplitude.

The kickback noise has been analysed in a set-up similar to the actual use with the
CDAC used as sampling capacitance to mimic the capacitance which the comparator will
see in the actual converter. All the control signals to the CDAC were in this case grounded
to ensure a constant voltage. The actual clock generator was then used to generate the
clock signal for the comparator.

7.2 CDAC

When evaluating the CDAC, the linearity is the critical part. Here, the linearity will be
presented by two measures, the DNL and the INL.

Starting with the DNL, figure 7.5 shows the DNL for both Generic 1 and Generic 2.
Due to the redundancy, a direct conversion from digital input code to output voltage was
not possible to use for the DNL calculations. Instead the voltages needed to be combined
in such a way that it would be possible to extract the DNL. This was performed by taking
the difference between the voltage given by the current code and the closet smaller code
which corresponded to the level below. Figure 7.6 shows how the actual step size has
been calculated for the redundantly scaled CDAC, based on the scaling Generic 1. The
input code corresponds to the CDAC control signals and are as can be seen not directly
translatable into the output level. The arrows indicate the step size used to calculate the
DNL.

The histogram in figure 7.7 shows the distribution of the maximum DNL. Here it can
be noted that the distribution of the maximum DNL for Generic 1 has a larger spread
than the distribution for Generic 2. This can also be noted in the mean and standard
deviation for the scalings. The mean maximum DNL for Generic 1 is 0.2445 LSB and
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Figure 7.5: DNL for the scalings Generic 1 (a) and for Generic 2 (b) for 250 MonteCarlo
simulations. Due to the redundancy, the code is not translatable directly into a voltage.
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Figure 7.7: Histogram of the distribution of the maximum DNL for the scalings Generic
1 and for Generic 2 based on 250 MonteCarlo simulations. The y-axis shows the number
of runs that falls into each bin.

the standard deviation is 0.0766 LSB while for Generic 2 the mean is 0.248 LSB and the
standard deviation is 0.08 LSB.

Figure 7.8 shows the INL for Generic 1 and for Generic 2. Here it can be seen that
the trend of the INL is sine shaped. The source of this INL shape has been identified as
variations in the reference voltage. These variations are caused by a dependency between
the leakage current through the CDAC unit cells at switching and the switching sequence
performed at the stages before.

The distribution of the maximum INL is shown in figure 7.9 (a) and (b) for the scalings
Generic 1 and Generic 2 respectively. Here it can be seen that the distribution of the
maximum INL for Generic 1 is smaller than for Generic 2. The mean maximum INL for
Generic 1 is 0.344 LSB and it has a standard deviation of 0.08 LSB. For Generic 2 the
corresponding values are 0.377 LSB and 0.081 LSB respectively. Generic 1 has been used
for all the other evaluations of the system.

Both the DNL and INL has been generated by simulating the CDAC, sweeping through
all its inputs one by one. These tests where performed with a simulated reference buffer
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Figure 7.8: INL for the scalings Generic 1 and for Generic 2 for 250 MonteCarlo simula-
tions. Due to the redundancy, the code is not directly translatable into a voltage.
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Figure 7.9: Histogram of the distribution of the maximum INL for the scalings Generic 1
and for Generic 2 based on 250 MonteCarlo simulations. The y-axis shows the number of
runs that falls into each bin.
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Figure 7.10: Sampling switch gain.

to get the same behaviour of changed voltage. The CDAC was also reset after each input
code to ensure that the codes would not affect each other. The reference voltage was set
to 400 mV to achieve the full input range.

7.3 Track and Hold

For the T&H the most important measure is the linearity or gain which should be as
constant as possible. In figure 7.10 the gain for the T&H is plotted for one of the differential
legs at three different common mode voltages. The input voltages given in the figure are
relative to their respective common mode voltage. It can be seen here that a constant
gain has not been achieved. Instead, the gains are slightly sloped and taper off for both
the smallest and largest inputs. This tapering effect can especially be seen for low input
voltages at Vcom = 0.5 V and for high input voltages at Vcom = 0.6 V. The source of
this tapering effect is the transistor conductance that is reduced due to the low and high
voltages. The slope effect comes from the clock leakage which is lowest at the input which
it was optimized for, that is at Vcom = 0.55 V with a 0 V input voltage.

It should be remembered that these results are for only one of the differential legs. For
differential inputs, one leg will have a voltage higher than Vcom while the other leg has
input voltage which is lower than Vcom resulting in a differential gain that is u-shaped.

The gain of the T&H has been evaluated by inputting a ramp input and sample it at
various points in time. The output and input has then been compared to each other in
order to

7.4 Complete design

The evaluation of the whole design focuses on three measures, the SNDR, the linearity, and
the power consumption. The result from these evaluations will be presented below. All
simulations of the whole system use the scaling Generic 1. This scaling where chosen due
to its higher linearity compared to Generic 2 while the difference in terms of correctness
where small.
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Figure 7.11: Simulated SNDR for different frequencies and amplitude at a sample rate of
800 MS/s.

7.4.1 SNDR

SNDR and SFDR are both important measures of the dynamic performance for the ADC.
In figure 7.11 simulated SNDR is plotted for three input amplitudes and various frequen-
cies. It can be seen in the figure that the highest SNDR is achieved for the highest input
amplitude, the SNDR shows no dependency on the input frequency. The SNDR for the
highest input amplitude −1dBFS ranges from 38.4 dB to 38.9 dB which corresponds to an
ENOB of 6.09− 6.17 bits.

The SFDR is plotted in figure 7.12 for the same frequencies and amplitudes as in
figure 7.11. It can be seen here that the SFDR for most frequencies is larger at an
input amplitude of −6dBFS than at −1.1dBFS. The lowest SFDR is 44.8 dB at an input
amplitude of −1.1dBFS.

The reason that the SFDR is several dB larger than the SNDR comes from their def-
inition. The SFDR is defined as the distance between the signal and the largest spur
or harmonic while SNDR is the ratio between the signal and noise, as mentioned in sec-
tion 2.11. The difference indicates that there are several spurs or harmonics with similar
amplitude as the one limiting the SFDR, thereby causing the lower SNDR. This effect
can be seen in figure 7.13 where the spectrum for a signal at two amplitudes is shown.

Figure 7.13 shows the simulated output frequency spectrum for two input amplitudes
at an input frequency of 335 MHz. The figure shows not only the input signal, it also
includes the folded 2-12 harmonics as well as all other noise. The spectrum contains for
both cases two significant noise spikes which limit the performance of the converter. It
can also be seen that the effect is worse for the high input amplitude shown in figure 7.13
(a). These two undesired frequencies are not related to any of the harmonics since they
change their frequency depending on the input amplitude which can be seen in the figure.
The source of these spurs has not been discovered.

All SNDR and SFDR results are based on simulation results with 4096 sampled data
points. This data has been generated by simulating the converter together with its test
circuitry at various different frequency and amplitude combinations. During these sim-
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Figure 7.12: Simulated SFDR for different frequencies and amplitudes at a sample rate of
800 MS/s.
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Figure 7.13: Frequency spectrum for the sampled data at two amplitudes, −1.1dBFS (a)
and −6dBFS (b) at a signal frequency of fsig = 335 MHz. The spectrum includes the
signal in red, the folded harmonics of order 2-12 in yellow and the rest of the noise in blue.
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Table 7.1: Comparison of different SAR converters presented in literature with the one
proposed here.

Work [36] [39] [40] [41] This work

Architecture
SAR,

alternating
comparators

SAR,
2-bits/stage

SAR,
2-bits/stage

SAR,
2-bits/stage

SAR,
alternating
comparators

Technology 32 nm SOI
CMOS

28 nm
CMOS 65 nm 65 nm

28 nm
FD-SOI
CMOS

Resolution 8 bit 8 bit 8 bit 8-bit 8-bit
SNDR 39.3 dB 45.2 dB 47.7 dB 44.5 dB 38.4 dB
Sampling
rate 1.2 GS/s 750 MS/s 600 MS/s 400 MS/s 800 MS/s

Power
consumption 3.06 mW 4.5 mW 4.02 mW 4 mW 1.1 mW

FoMW 34 fJ/conv.
step

41 fJ/conv.
step 34.5 fJ/conv.

step

73 fJ/conv.
step 20.3 fJ/conv.

step

ulations MonteCarlo mismatch variations were enabled to ensure that the circuit is not
ideal.

7.4.2 Linearity

Due to simulation problems it has not been possible to provide the linearity for the whole
design.

7.4.3 Power

The simulated power consumption for the ADC is 1.1 mW for the whole design. The
memory with its state machine and the clock generator are the parts of the converter
which consumes most power, 330 µW and 290 µW respectively. The CDAC consumes
170 µW and the two comparators together consume 170 µW. Both the T&H and the
reference voltage buffer consume 55 µW each. The power consumption for the rest of the
circuit is negligible.

With a sample rate of 800 MS/s and a power consumption of 1.1 mW, the energy per
conversion will be 1.38 pJ. This energy consumption together with the ENOB calculated
above then gives FoMW = 20.3 fJ/conversion_step. This FoMW is comparable to the
highest reported for Nyquist rate converters with a sample rate over 250 MS/s [10]. The
design also achieves a FoMS = 154 dB.

7.4.4 Comparison with literature

In table 7.1 is the proposed converter presented in this work compared to other converters
presented in literature. The included converters are all based on a single converter of SAR
topology. It can here be seen that the proposed topology outperforms the other designs in
terms of both power consumption and FoMW. However, note that the results presented
for this work are based on simulations while the results for the works compared with are
based on measurements.
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8
Discussion

This discussion chapter will be divided into three sections covering the design, recommen-
dations for future work, and an evaluation of my work process.

8.1 Design

First of all it must be stated that since all results are based on circuit level simulations
rather than on extracted parasitic values based on the layout, a small drop in the per-
formance can be expected. These results shall however give a indication about where the
actual performance of the design lies.

8.1.1 Topology

Several choices have been made during the design which relate to the topology of the
converter. The most important decision here is the use of the alternating comparators.
These bring additional complexity both in terms of noise sources and of required circuitry.
This decision was brought up several times during the project and it resulted in the same
answer each time; it would not be possible to achieve the desired sample rate using a single
comparator.

The redundancy used in the CDAC also complicates the circuit operation. The re-
dundancy was not as essential as the dual comparator structure for achieving the required
speed.

8.1.2 Comparator

The comparator design shows a very low offset voltage which is essential for achieving a
high SNDR when alternating comparators are used. While most of the MonteCarlo runs
result in an offset voltage close to 0, there are still some cases where the offset voltage
is significantly larger. These cases are however few and they are a result of the trade-off
between the maximum offset that can be managed and the effects which the compensation
has on the comparator operation. The offset voltage was in this case considered sufficiently
low.

The kickback noise coming from the comparator is another factor which limits the
comparator performance. As could be seen in figure 7.3 (b), the kickback noise was still
quite large after compensation. This is a result of the complexity in reducing the kickback
noise where few options where suitable. The chosen reduction method was chosen as the
optimum in the actual case. However there may be better ways of reducing the effects of
kickback noise than the one used here, and this needs further investigation.
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A better balance between speed and kickback noise may be possible since the kickback
noise increases with larger input transistors just as speed does. The improvement of such
an optimization is however considered small.

8.1.3 CDAC

When it comes to the scaling of the CDAC it can be argued that the neither of the
redundant options investigated was an option, since they all had a significantly lower
correctness than binary scaling. However, this is the drawback with reducing the required
settling time: something needs to be sacrificed. The problem is however not that severe,
since the erroneous results will typically just be 1 LSB off, thereby only having a small
effect on the performance.

Regarding the sine shaped behaviour of the INL, it can be argued that the size of the
buffer voltage should be increased since the INL is not within the specifications. However
the effect off increasing this buffer size may be that it occupies an area which is several
times as large as the area required by the rest of the converter.

8.1.4 Whole design

When it comes to the scaling, the decision was to use Generic 1 rather than Generic
2. Generic 2 showed a higher correctness in terms of delivering the correct output at
the same time as the INL improvement where rather small. The reason for not choosing
Generic 2 was its dependence of half the reference voltage at multiple stages which has
its effects on the INL. The problem with the increased Vref/2 dependence is that due to
the additional series resistance for the resistive network creating this fractional voltage,
a longer settling time is required before sufficient settling is achieved; this is not shown
in the INL curves since they builds on achieving complete settling at each level before
another one is switched.

From the results it can be seen that the achieved SNDR is less then what was specified
originally. The specified SNDR was however an ambitious goal that was significantly higher
than other works presented. The value shown are what has been reported in literature for
this type of topology.

When it comes to the power consumption, it can be seen that the effect of not pushing
for speed pays off in terms of a low power consumption. This power consumption is
however based on simulated circuits at schematic level, and it can be expected to increase
when parasitic effects from layout are included. The value is however expected to give a
good indication of where the expected power consumption lies.

In general, since the results presented in this work are based on schematic level simu-
lations the comparison to literature will not be completely fair. The comparison however
gives a pointer about what the expected results and how these are compared to other
implementations presented.

8.2 Recommendations for future work

For a potential continuation of this project the next obvious step would be to continue
with the layout. This is to make is possible to further analyse the performance of the
design. Before this is done there are however some parts of the circuit that needs some
attention as stated above.

First of all the kickback noise reduction technique will need further analysis, both on
the comparator as well as on the T&H, since the same technique is used at both places.
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Other alternatives would need to be analysed and evaluated to see if there is a better
way of reducing the kickback noise. For the T&H, it may be beneficial to look for an
alternative circuit which incorporates kickback noise reduction.

The reset switch used in the CDAC should also be revisited and then especially its
sizing, since it is a major contributor to the CDAC parasitic capacitance.

Lastly, as mentioned during the implementation, the sizing of the reference buffer will
need to be revisited. This however needs to be done after an initial layout to trade off
buffer size for area.

8.3 Work process

According the initial time plan, schematic, schematic-based simulations, layout, and post-
layout simulations were supposed to be performed. However as stated in the project plan,
the layout of all post-layout simulations of the whole design where only supposed to be
performed if time permitted.

The original plan for the design was to first do a first version of the implementation
with the key parts of the circuit and then do a layout of this before improvements on the
design where implemented based on the time left. This however had to change when it was
realized that the design was more complex than expected. It was also realized that due
to the parasitic and mismatch effects in the 28 nm process, calibration and compensation
circuits required even in the first iteration. This is since the complexity of adding them
afterwards would result in significant redesign of several parts of the system.

As for the design flow which was based on starting with the key components of the
system and the continued by putting it all together, the problem was that the components
were put together into a complete system at a too late stage in the project. This resulted
in problems related to the sizing of critical parts of the system which required. As a result,
the actual project differed a bit from the original plan.
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9
Conclusion

In this work, the design of a 800 MS/s 8-bit ADC is presented. The whole process from
literature study to schematic-based circuit implementation has been documented. The
converter has been implemented in a 28 nm FD-SOI CMOS process.

The simulation results show an SNDR which is somewhat lower than the specified
value. The power consumption of the proposed converter is however significantly smaller
than other designs shown in literature.

Due to the complexity in testing the performance of the converter, additional circuitry
has been added to improve the testability of the design when it has been fabricated.
To further improve the testability of the implemented design the ability to activate and
deactivate the offset calibration has been included.

The design has been based on a previously known architecture and it has been imple-
mented in a 28 nm FD-SOI CMOS process. Simulation results shown a SNDR = 38.4 dB
at a sample rate of 800 MS/s with a power consumption of 1.1 mW resulting in a FoMW =
20.3 fJ/conversion step.
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A
Evaluated scalings

Table A.1: Different scalings evaluated during the design of the CDAC. The scaling are
presented with their q and p-vector together with their maximum t/τ .

Index q p
t/τ1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9

1 - - - - - - - - - 128 64 32 16 8 4 2 1 - 4.852
2 - - - - - - - - - - - - - - - - - - -
3 0 16 4 2 4 0 0 0 0 128 64 24 18 10 4 4 2 1 2.0794
4 0 12 6 2 4 0 0 0 0 128 64 26 16 10 4 4 2 1 2.0794
5 0 8 8 2 4 0 0 0 0 128 64 28 14 10 4 4 2 1 2.0794
6 0 8 4 4 4 0 0 0 0 128 64 28 16 8 4 4 2 1 2.0794
7 0 20 2 2 4 0 0 0 0 128 64 22 20 10 4 4 2 1 2.1748
8 0 12 2 4 4 0 0 0 0 128 64 26 18 8 4 4 2 1 2.3418
9 0 36 2 2 2 0 0 0 0 128 64 14 24 12 6 4 2 1 2.4849
10 0 32 4 2 2 0 0 0 0 128 64 16 22 12 6 4 2 1 2.4849
11 0 28 6 2 2 0 0 0 0 128 64 18 20 12 6 4 2 1 2.4849
12 0 28 2 4 2 0 0 0 0 128 64 18 22 10 6 4 2 1 2.4849
13 0 24 8 2 2 0 0 0 0 128 64 20 18 12 6 4 2 1 2.4849
14 0 24 4 4 2 0 0 0 0 128 64 20 20 10 6 4 2 1 2.4849
15 0 20 10 2 2 0 0 0 0 128 64 22 16 12 6 4 2 1 2.4849
16 0 20 6 4 2 0 0 0 0 128 64 22 18 10 6 4 2 1 2.4849
17 0 20 2 6 2 0 0 0 0 128 64 22 20 8 6 4 2 1 2.4849
18 0 16 12 2 2 0 0 0 0 128 64 24 14 12 6 4 2 1 2.4849
19 0 16 8 4 2 0 0 0 0 128 64 24 16 10 6 4 2 1 2.4849
20 0 16 4 6 2 0 0 0 0 128 64 24 18 8 6 4 2 1 2.4849
21 0 12 14 2 2 0 0 0 0 128 64 26 12 12 6 4 2 1 2.4849
22 0 12 10 4 2 0 0 0 0 128 64 26 14 10 6 4 2 1 2.4849
23 0 12 6 6 2 0 0 0 0 128 64 26 16 8 6 4 2 1 2.4849
24 0 12 2 8 2 0 0 0 0 128 64 26 18 6 6 4 2 1 2.4849
25 0 8 16 2 2 0 0 0 0 128 64 28 10 12 6 4 2 1 2.4849
26 0 8 12 4 2 0 0 0 0 128 64 28 12 10 6 4 2 1 2.4849
27 0 8 8 6 2 0 0 0 0 128 64 28 14 8 6 4 2 1 2.4849
28 0 8 4 8 2 0 0 0 0 128 64 28 16 6 6 4 2 1 2.4849
29 0 4 22 0 2 0 0 0 0 128 64 30 6 14 6 4 2 1 2.6548
30 0 4 18 2 2 0 0 0 0 128 64 30 8 12 6 4 2 1 2.6548
31 0 4 14 4 2 0 0 0 0 128 64 30 10 10 6 4 2 1 2.6548
32 0 4 10 6 2 0 0 0 0 128 64 30 12 8 6 4 2 1 2.6548
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33 0 4 10 2 4 0 0 0 0 128 64 30 12 10 4 4 2 1 2.6548
34 0 4 6 8 2 0 0 0 0 128 64 30 14 6 6 4 2 1 2.6548
35 0 4 6 4 4 0 0 0 0 128 64 30 14 8 4 4 2 1 2.6548
36 0 4 2 10 2 0 0 0 0 128 64 30 16 4 6 4 2 1 2.6548
37 0 4 2 6 4 0 0 0 0 128 64 30 16 6 4 4 2 1 2.6548
38 0 4 2 6 0 2 0 0 0 128 64 30 16 6 6 2 2 1 2.6548
39 0 4 2 2 6 0 0 0 0 128 64 30 16 8 2 4 2 1 2.6548
40 0 4 2 2 2 2 0 0 0 128 64 30 16 8 4 2 2 1 2.6548
41 0 28 2 8 0 0 0 0 0 128 64 18 22 8 8 4 2 1 2.7726
42 0 24 4 8 0 0 0 0 0 128 64 20 20 8 8 4 2 1 2.7726
43 0 20 6 8 0 0 0 0 0 128 64 22 18 8 8 4 2 1 2.7726
44 0 20 2 10 0 0 0 0 0 128 64 22 20 6 8 4 2 1 2.7726
45 0 16 8 8 0 0 0 0 0 128 64 24 16 8 8 4 2 1 2.7726
46 0 16 4 10 0 0 0 0 0 128 64 24 18 6 8 4 2 1 2.7726
47 0 12 10 8 0 0 0 0 0 128 64 26 14 8 8 4 2 1 2.7726
48 0 12 6 10 0 0 0 0 0 128 64 26 16 6 8 4 2 1 2.7726
49 0 12 2 12 0 0 0 0 0 128 64 26 18 4 8 4 2 1 2.7726
50 0 12 2 4 0 2 0 0 0 128 64 26 18 8 6 2 2 1 2.7726
51 0 8 20 0 2 0 0 0 0 128 64 28 8 14 6 4 2 1 2.7726
52 0 8 12 8 0 0 0 0 0 128 64 28 12 8 8 4 2 1 2.7726
53 0 8 8 10 0 0 0 0 0 128 64 28 14 6 8 4 2 1 2.7726
54 0 8 4 12 0 0 0 0 0 128 64 28 16 4 8 4 2 1 2.7726
55 0 8 4 4 0 2 0 0 0 128 64 28 16 8 6 2 2 1 2.7726
56 0 4 14 8 0 0 0 0 0 128 64 30 10 8 8 4 2 1 2.7726
57 0 4 10 10 0 0 0 0 0 128 64 30 12 6 8 4 2 1 2.7726
58 0 4 6 12 0 0 0 0 0 128 64 30 14 4 8 4 2 1 2.7726
59 0 4 6 4 0 2 0 0 0 128 64 30 14 8 6 2 2 1 2.7726
60 0 4 2 14 0 0 0 0 0 128 64 30 16 2 8 4 2 1 2.7726
61 0 36 2 6 0 0 0 0 0 128 64 14 24 10 8 4 2 1 2.9957
62 0 32 4 6 0 0 0 0 0 128 64 16 22 10 8 4 2 1 2.9957
63 0 28 6 6 0 0 0 0 0 128 64 18 20 10 8 4 2 1 2.9957
64 0 24 8 6 0 0 0 0 0 128 64 20 18 10 8 4 2 1 2.9957
65 0 20 10 6 0 0 0 0 0 128 64 22 16 10 8 4 2 1 2.9957
66 0 20 2 2 0 2 0 0 0 128 64 22 20 10 6 2 2 1 2.9957
67 0 16 12 6 0 0 0 0 0 128 64 24 14 10 8 4 2 1 2.9957
68 0 16 4 2 0 2 0 0 0 128 64 24 18 10 6 2 2 1 2.9957
69 0 12 18 0 2 0 0 0 0 128 64 26 10 14 6 4 2 1 2.9957
70 0 12 14 6 0 0 0 0 0 128 64 26 12 10 8 4 2 1 2.9957
71 0 12 6 2 0 2 0 0 0 128 64 26 16 10 6 2 2 1 2.9957
72 0 8 16 6 0 0 0 0 0 128 64 28 10 10 8 4 2 1 2.9957
73 0 8 8 2 0 2 0 0 0 128 64 28 14 10 6 2 2 1 2.9957
74 0 4 18 6 0 0 0 0 0 128 64 30 8 10 8 4 2 1 2.9957
75 0 4 14 0 4 0 0 0 0 128 64 30 10 12 4 4 2 1 2.9957
76 0 4 10 2 0 2 0 0 0 128 64 30 12 10 6 2 2 1 2.9957
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