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Predicting Impact of Training Data
for Pedestrian Detection in Autonomous Vehicles
Using Influence Functions
BRITTA THÖRNBLOM
Department of Electrical Engineering
Chalmers University of Technology

Abstract
With the widespread use of neural networks comes a need to illuminate their inner
workings. In applications such as autonomous vehicles where human safety is in-
volved, accountability and transparency is crucial not only for the sake of user trust
but can also be a tool for developers seeking to increase the robustness of the sys-
tems. To this end, influence functions from robust statistics has been presented as
a tool of predicting what impact training data has on a given classification. Earlier
works using influence functions have showed correlation between these predictions
and the loss after retraining the model without the given training image. These
experiments were done on data sets of images much smaller than those processed
in the autonomous vehicle industry. The purpose of this thesis was to investigate if
influence functions could be used in the same way on a binary pedestrian detection
model more similar to those used in real-life applications. The results show no corre-
lation like those found in earlier works, but still has an apparent internal coherency.
In total, this points to the fact that the increased complexity of the model puts
constraints on the algorithm that needs to be met in future research.

Keywords: autonomous vehicles, convolutional neural network, classification,
predictions, influence functions.
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1
Introduction

Artificial neural networks are one of the most popular machine learning models to-
day. Out-of-the-box models from one of the large number of available frameworks
make them accessible with little foreknowledge which has helped increase their pop-
ularity. However, with the spread of the use comes a growing concern of their lack of
opacity. While they are powerful and adaptable to varying applications, their inner
workings remain something of a mystery to humans. It might be annoying or cute
when a face lock on a smart phone cannot differentiate between a parent and their
child, but there are instances where the neural networks simply cannot be allowed
to fail. In the growing field of autonomous vehicles, convolutional neural networks
(CNNs) are widely used for various tasks such as road segmentation, [8], and feature
detection, [22]. Today these models are pushed to their limits to accommodate for
the rapid development speed as companies race to build the first fully autonomous
vehicle. The pace of this development has brought to the public’s attention the
problems that arise when systems like these fail, [6].

Unlike a car accident where a driver has been controlling the vehicle, when
an autonomous vehicle is involved it is not apparent what caused it or who is re-
sponsible. Such occurrences has shed light on the need for neural networks that can
explain their decisions. This is important for several reasons. A deeper understand-
ing of neural networks could help the development of new, more robust models. To
this end, machine learning engineers need to open the black-box and understand
the inner workings of the models. Research has been conducted seeking to pinpoint
these mechanisms (see for example [2], [17] and [20]) and explain the behaviour of
these models. A second reason is that the black-box property of neural networks de-
crease their trust from the end users, [3]. If these models provided explanations and
justifications alongside their predictions this could increase the trust from the end
user. Another reason why this is so important is that even accurate predictions can
be difficult to leverage if the producing model is too opaque. If the model produces a
motivation alongside the decision or classification it makes, these can be interpreted
by a human to assess the correctness of the result. This is the case especially in
medicine where convolutional neural networks (CNNs) have successfully been used
in a large spectrum of applications such as identifying bone erosion from rheumatoid
arthritis, [16], and diagnosing breast cancer, [19]. In these types of applications, the
motivations of the neural network can be used by a medical professional to assess
the quality of a classification, see [7].

Several attempts have already been made to produce explanations for CNN
classifications. Because of the complexity of the models this can be done in many
different ways. Some earlier works have studied individual pixels in the training
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1. Introduction

data, [21], and constructing attention maps to identify what parts of a training
image the network considers most when classifying a test image, [18]. Given these
different interpretation tools, attempts have also been made to unify them, [13].
These methods often seek to find a part of a single training image and how it
impacts the behaviour of a network. In contrast, influence functions, [12], a concept
originating from robust statistics, measure the impact of an entire training image on
a given classification. Earlier works have applied them successfully to the MNIST
and CIFAR-10 data sets with good results. Now the question is if they can also be
applied to the feature detection systems of the autonomous vehicle industry.

1.1 Motivation

In the growing field of autonomous vehicles, neural networks are tasked with making
precise and important decisions. Since the classification performed by a neural
network is critical in this kind of application, their every aspect must be studied and
understood. Network architecture is a common point of study, but the training data
is another important factor in the training process. To this end, influence functions
can be used to try to find a common characteristic in the data pinpointing valuable,
harmful or insignificant data. This might help development of the classifications of
the future since it can indicate what kind of training data the models use to learn
different features.

Hopefully, this can lead to future systems used for pedestrian detection being
even more robust than those existing today. Even if the problems studied in this
project is down scaled both in terms of problem complexity and data set size, their
outcome can provide an indication of whether influence functions are a viable option
to further optimise the training set up for such systems.

1.2 Goals

The purpose of this thesis is to apply the theory of influence functions to a classifying
CNN comparable to those used in autonomous vehicles today. The results could
provide valuable insights on why these systems provide the classifications they do,
which in turn is crucial for developers seeking to make future versions more robust.
Moreover, user trust is dependent on human interpretation of the algorithms.

1.3 Contributions

To take state-of-the-art tools previously only used on academic applications and see
if they make sense in the context of problems usually studied in the autonomous
vehicle industry.
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1. Introduction

1.4 Limitations
A single binary pedestrian detection problem is studied to determine if influence
functions can accurately predict how individual training images impact a given clas-
sification. The data used in the set up is a subset of the well studied KITTI object
detection data set, [9]. Due to the computationally expensive operations needed
by the experiment, the model was deliberately simple compared to those commonly
used for similar data sets. Within the time constraints of the thesis a from-scratch
implementation of the experiment could not been completed and the code run is
heavily based on that used in earlier works, [12].

1.5 Outline of the thesis
The second chapter covers the mathematical theory alongside some approximation
techniques. It also gives a very brief introduction to neural networks. Chapter
three provides a detailed run through of the experimental procedure and the studied
model and data set. The results of the experiment are presented in chapter four and
discussed in chapter five. Finally, the sixth chapter contains the conclusions of the
thesis.
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2
Theory

Using influence functions on convolutional neural networks (CNNs) requires a fusion
of a result of robust statistics with the classification models. This chapter starts with
a brief run down of CNNs, which should not be seen as an exhaustive description of
these systems but rather a reminder. For an introduction to CNNs please see one
of the free sources online (for example the documentation of the machine learning
framework DL4J, [5]). The focus will instead be put on the influence functions
themselves, since understanding their notation is detrimental to interpreting the
results of the experiments. Finally, the complexity of the CNNs pushes the equations
to their limits and some approximations will be needed. Some of these methods will
also be covered by this chapter.

2.1 Convolutional Neural Networks
The overall structure of all neural networks is a number of layers that given an input
produces an output. The output of a preceding layer is the input of a following.
This flow of data can be seen in figure 2.1. What kind of output that is produced
and how it is calculated depends on the type of layer. This section will give a brief
description of the layers of neural networks and how they are trained. It is by no
means exhaustive. While neural networks is a large family of models, this project
deals only with CNNs used for image classification. ("Is this an image of a dog or a
cat" type questions). Apart from section 5.5.1 all neural networks mentioned in this
report will be of this type.

2.1.1 Layer types
There are a number of different layers used in CNNs, especially state-of-the-art net-
works. This section will only cover the more traditionally used layer types, since
the networks used in this project have been kept simple because of computational
constraints. Every layer has parameters that are conditioned during training. Be-
fore applying the respective functions of a layer, the input is multiplied by some
parameters (often called weights) and summed with others (called biases).

2.1.1.1 Convolutional layer

Like their name suggests, the convolutional layers perform convolutions on the data.
CNNs are often used in image classifications so the data is often images. They are
characterised by the size of their kernels which determines the line of sight of the
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2. Theory

Figure 2.1: A schematic view of an artificial neural network. Data flows from left
to right through layers where data processing takes place.

operation. The convolution can be interpreted as a filter swiping over the data,
and by its nature, where the overlap is great the result will be higher. (So one
convolutional layer in a network meant to detect images of dogs might have a ’snoot’
filter).

After the convolutional operation, an activation function is applied to the result
to add a measure of non-linearity to the layers. Two common choices of activation
function are tanh(x) and the rectifier function R(x). The definition of tanh is:

tanh x = sinh x
cosh x = ex − e−x

ex + e−x
(2.1)

while the definition of the rectifier function is:

R(x) = max(0, x) (2.2)

this means that it is equal to 0 if its input is 0 and linear otherwise.

2.1.1.2 Max pooling layer

A pooling layer is often put after a convolutional layer to squash the size of the
data by condensing the information. It swipes an n × n max filter over the image.
The stride is often chosen to ensure that the regions to which it is applied are non-
overlapping. This means the operation gives a reduction in data size as well as a
sort of binning operation of the regions.

6



2. Theory

2.1.1.3 Softmax layer and cross entropy

The Softmax layer often serves as the final output from the network. It squashes
a K-dimensional vector of arbitrary real values to a K-dimensional vector that can
be interpreted as a probability distribution. Its values sum to 1 and the larger the
number the higher the probability. When the number of target classes is K it is
defined as:

σ(z)j = ezj∑K
i=1 e

zi
(2.3)

where z is the input vector. Say a network is trying to determine if an image
contains a cat or a dog. The image it is processing contains a dog which has label 0.
The ground truth for this image is then a vector [1, 0]. If the result from the softmax
layer is [0.8, 0.2] this means the network believes to a degree of 80% that the image
is of a dog and 20% that it is of a cat. In upcoming sections we need a metric of how
well the network is performing. To determine the error in a classification output,
there needs to be a comparison between the distribution resulting from the softmax
function and the target feature vector for the input. To this end, cross entropy is
often used. If the network input consists of N examples, the cross entropy between
the distributions q (softmax output) and p (target vector) is defined as:

H(q, p) = −
∑
x

p(x) log(q(x)) (2.4)

Cross entropy (equation 2.4) provides a metric that when minimised should give
better network classifications. It is chosen as loss function in all models used in the
project.

2.1.2 Training - Gradient descent
Say we have a neural network with given architecture and a set of parameters θ (the
weights and biases of the network). Given an input x, the network will produce some
output y. The goal is to perform an iterative fitting of the parameters θ (training)
over known pairs of input-output (training data) until the network can correctly
classify previously unseen examples (test data).

In each training step, the output of the network is compared to the (known)
true classification of the input. The error of the classification is quantified as the
loss L(zinput) (often the cross entropy from equation 2.4) of the network for the input
zinput. To use this error to update the parameters, it’s gradient it taken with respect
to the parameters of the network:

∇θL(zinput, θ) = ∇θH(q(zinput, θ), p) (2.5)

where the right side holds if we use cross entropy as loss function. Now we will take
a moment to remember what we are actually doing. Since the loss is a function
of all the parameters of the system we are dealing with a scalar field with a well
defined gradient. (It is well defined thanks to equations 2.4 and 2.3 and the chain
rule of derivatives). By definition, the gradient of a scalar field always points in the
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2. Theory

direction of steepest increase. (In three dimensions it is easily visualised as always
pointing in the direction of the steepest climb from the point where it is evaluated).
This means that taking a step in parameter space in the opposite direction should
take us to a point where the value of the scalar field (loss) is lower. Based on this,
the values of the parameters are updated by taking a small step in the opposite
direction of the gradient of the loss:

θnew = θ − η∇θL(zbatch, θ) (2.6)

where η is the learning rate of the model. In some applications, η is adapted (re-
duced) throughout training which makes the earlier updates of the parameters more
significant and then as the model is assumed to start reaching an optimum it de-
creases. Performing this kind of steps over a large number of iterations is the princi-
ple of gradient descent and the idea is to reach a minimum in the loss space. There
are other optimisation options for neural networks (for example the ADAM opti-
miser[11]) that take into account additional metrics, but the idea of gradient descent
is still present at their core.

There are a number of things to consider when putting gradient descent into
practice. In addition to the learning rate decay already mentioned, there are other
hyper parameters that can be used. Weight decay puts a penalty on large parameters
and is implemented by adding a term to the loss function which means the loss will
increase with larger parameters. It is one of the tools for preventing the network to
model the noise of the training data in addition to the relevant features (overfitting).

Another risk factor for overfitting is the number of training iterations the net-
works goes through. The session should not be so long that the network memorises
the training data, but needs to be long enough that it learns the characterising fea-
tures of the target classes, (i.e "what is a dog"). An overfitted model will excel at
classifying training data, but the memorised noise (some features of the training dog
images that are not, in fact, characteristic of dogs) will make it worse at classifying
test images. (Kind of like memorising compared to learning when studying for an
exam).

2.2 Influence Functions
To understand what influence functions are it can be helpful to look at what they
seek to find; "The measure of the dependence of the estimator on the value of one of
the points in the sample", [4], or in other words: "Which training data is responsible
for a given prediction?". We can break the question down into two parts:

What is the effect from a training point on the parameters of the model? (2.7)

and

What is the impact of the parameters on the loss for the test point? (2.8)

It should be evident that in mathematical terms these are connected through the
chain rule of derivatives.

8



2. Theory

For neural networks, the answer to the first question is the impact of one
training image on the parameters θ. We cannot directly answer this, so we ask a
similar question "How are the parameters changed if we up weight a training point
by some small measure ε?". (In practice this would correspond to increasing the
frequency of training on the given data point.) In mathematical terms, this means:

Iup, params(z) = dθ̂ε,z
dε

∣∣∣∣∣∣
ε=0

= −H−1
θ̂
∇θL(z, θ̂) (2.9)

where

Hθ̂ = 1
n

n∑
i=1
∇2
θL(zi, θ̂) (2.10)

with zi ∈ training data set. This is a result from robust statistics[4]. The reason ε
is set to 0 is that it corresponds to considering all training points equally, which is
the case we are interested in. This means that equation 2.9 answers the question in
equation 2.7.

Now we move on to the question in equation 2.8. Again we will consider an up
weighting ε when deriving the equations, but set it to 0 to ensure the results hold
for the base case where no up weighting is present. The impact on L(ztest, θ̂) by this
up weighting is equal to its derivative:

Iup, loss(z, ztest) = ∂L(ztest, θ̂)
∂ε

∣∣∣∣∣∣
ε=0

{Deriving according to the chain rule}

= ∇θL(ztest, θ̂)
∂θ̂ε,z
∂ε

∣∣∣∣∣∣
ε=0

{Leveraging equation 2.9}
= −∇θL(ztest, θ̂)H−1

θ̂
∇θL(z, θ̂) (2.11)

This ties together the answers to the two questions of equations 2.7 and 2.8. We
now define the product between H−1

θ̂
and the gradient of the test loss as

stest = H−1
θ̂
∇θL(ztest, θ) (2.12)

which means that the influence of a single training image zi on a test image ztest is:

Iup, loss(zi, ztest) = −∇θL(zi, θ̂)stest (2.13)

The negative sign means that a positive predicted influence means that the algorithm
believes that the training image is helpful when classifying stest. (Removing the
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2. Theory

training image would cause a positive change in the loss function, and a higher loss
is worse). After comparing Iup, loss(zi, ztest) across all i that the most influential
training data can be found.

The equations are deceivingly concise but hides some computational traps.
First of all, remember from equation 2.10 that Hθ̂ is a sum of the twice differentiated
loss function in all training points with respect to every parameter of the model.
To top that up, it is also inverted. Even just applying the ∇θ operator once is a
cumbersome operation since it means differentiating with respect to all parameters
of the network, and for models such as neural networks the number of parameters
are usually very large.

To allow for a practical implementation there are several numerical approxi-
mation approaches. Two possible approaches are to get the inverse hessian vector
product (stest) through the conjugate gradients method, or; approximating the in-
verted hessian by leveraging Taylor expansion (LiSSA method) and then inserting
this value into equation 2.12 to get stest. These approaches will be further discussed
in section 2.3.1 and 2.3.2. (The focus on these two methods comes from their proven
success in earlier experiments, [12]).

2.2.1 Necessary traits of the system
The equations described have neat forms, but there are requirements hidden in their
formulations. It is evident from equation 2.12 that the loss of the system needs to
be twice differentiable. Moreover, if we want to use the conjugate gradients method,
the hessian of the system has to be positive definite and symmetrical. The former is
true if we have reached a local minimum of the parameter space during training (i.e.
if we have trained the network enough) and the latter holds if (again) the second
derivatives are continuous in an environment surrounding θ̂.

2.2.1.1 Twice-differentiable loss function

From the definition of the influence functions, equation 2.9, it is evident that if we
want to calculate the influence for a model the associated loss function must be
twice-differentiable. (Or the weaker condition; it must be possible to approximate it
with good enough precision). In reality this is only a slight limitation on the possi-
ble choices of loss definition, and since the cross entropy used in this project passes
this criterion it will not be investigated further. (Some exploration of this topic
this is done in earlier works [12] with good experimental results for approximated
gradients). For the applications of this project, the gradient of the loss (cross en-
tropy) with respect to the parameters is well defined. The second order derivatives
used in the LiSSA approximation method were evaluated using an adaption of the
Tensorflow hessian method.

2.3 Dealing with the inverse hessian
The worst bottleneck when applying influence functions to neural networks is the
inverse hessian. Neural networks can have a large number of layers which each in

10



2. Theory

turn have a set of weights and biases. Since the hessian takes into account the second
derivative with respect to each parameter it is important to find a sufficiently, but
not overly, complex model architecture since this will make the evaluation of the
hessian too cumbersome.

Explicitly evaluating and inverting the hessian part of equation 2.12 is basically
impossible when studying a neural network of reasonable size. To avoid doing this,
we can use an approximation instead. This section introduces algorithms for this.

2.3.1 Conjugate Gradients
To use the conjugate gradients method, the problem must be reinterpreted and cer-
tain assumptions made on the hessian. Instead of calculating the hessian, inverting
it and multiplying it by a vector, which is what we want in accordance with equa-
tion 2.12, we instead look at this as an implicit hessian vector product (IHVP). In
those terms the vector we want to multiply the inverse hessian by is the gradient
∇θL(ztest, θ). For simplicity in the derivations we will set some new variables. We
are looking for:

stest = H−1
θ̂
L(ztest, θ̂) = H−1

θ̂
v = t (2.14)

with v = L(ztest, θ̂) and t as the unknown, sought-after quantity. stest now coincides
with the solution t to the matrix equation:

Hθ̂t = v ⇔ t = H−1
θ̂
v (2.15)

We form the quadratic form f(t) = 1
2t
THθ̂t− vT t. Given that the hessian is positive

definite (PD) and symmetrical (explored below in section 2.3.1.1), the t that min-
imises f(t) is also the solution to equation Hθ̂t = v. We will use the fact that the
gradient of the quadratic form

f ′(t) = 1
2H

T
θ̂

+ 1
2Hθ̂t− v (2.16)

will reduce to

f ′(t) = HT
θ̂
− v (2.17)

if the hessian is symmetric. Setting f ′(t) = Hθ̂t− v = 0 we see that we are back to
equation 2.15. This means that if we find the v that correspond to this stationary
point (which is a minimum given the assumption that the hessian is PD) we have
found stest. Given this, we must only find the value v that minimises the quadratic
form to find stest.

A more compact summary of the results is: if Hθ̂ is positive definite and
symmetric, the solution t to the equation Hθ̂t = v coincides with arg min f(t) =
arg min

(
1
2t
THθ̂t− vT t

)
. So the inversion problem has been transformed into a min-

imisation problem. To solve this equation through conjugate gradients method we
leverage the first and second derivative of the quadratic form: f ′(t) = Hθ̂t− v and
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f ′′(t) = Hθ̂. This problem can then be solved with out-of-the-box tools such as
fmin_ncg (Newton-CG method) from the scipy Python library.

While the conjugate gradients method is a viable option for obtaining the
inverse hessian product, the size of the CNNs will still affect the efficiency of the
approximations. In each iteration, we need to take the first and second derivative of
the quadratic form. While they both have nice closed forms, they will still scale with
the square of the number of parameters of the network. Once again the equations
are deceptively concise while reality reveals the true complexity of the method.

2.3.1.1 Hessian assumptions

As a reminder, this method requires two things of the hessian; that it is symmetrical
and positive definite in the point θ̂. The former is true if the second derivatives are
continuous in a neighbourhood surrounding θ̂ while the latter holds when θ̂ corre-
sponds to a minimum in parameter space. For cross entropy the second derivatives
will be continuous. The convexity of the hessian in θ̂ depends on the model archi-
tecture and the training. In practice this means training will be done longer than
what is usual in classifying problems since it is crucial that a minimum has been
reached.

2.3.2 LiSSA: Linear Stochastic Second-Order Algorithm
Another approach to dealing with the hessian computation problems is the Linear
Stochastic Second-Order Algorithm, or LiSSA, presented by Agarwal et al in 2016[1].
Instead of approximating a hessian vector product like conjugate gradients does, it
seeks the value of the inverse hessian itself. It is is based on the Taylor expansion
of the inverse Hessian matrix:

H−1 =
∞∑
i=0

(I −H)i (2.18)

where I denotes the identity matrix. Note that equation 2.18 assumes that the norm
of H is ≤ 1, ||H|| ≤ 1 and that H is positive definite (H � 0). Furthermore, we
denote the first j terms of the Taylor expansion H−1

j :

H−1
j =

j∑
i=0

(I −H)i (2.19)

for which it holds that H−1
j → H−1 as j → ∞. In practice, this approximation

is computed recursively for a given (large) number of steps. The result is then
multiplied with the test loss gradient according to equation 2.12 to get stest.
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The main experiment follows the set up of earlier works applying influence functions
to neural networks (see [10] and [12]). These steps will be described in section 3.2.
To make the implementation easier, a machine learning framework was used for
the base operations. There are a number of choices that supports sophisticated
operations for neural networks and one had to be chosen early on in the project.
The choice of Tensorflow was motivated by knowledge among the group where the
thesis was done (available support) and the fact that it would make it easier to
directly leverage open-source code from previous studies[12].

As previously mentioned, the methods of analysis are equivalent to those done
before (see [10] and [12]). While the steps of the experiments are the same as in those
previous works, the data used is more true to actual data used in the autonomous ve-
hicle industry. This means that network-building is not a major part of the project,
and that the results will be more applicable to the development of systems for au-
tonomous vehicles. While it would have been useful if the networks studied had also
followed the architecture of those used in these applications, hardware constraints
made this impossible.

3.1 Implementation
The experiments run in the project leveraged code used in earlier research[12]. How-
ever, alterations have been made to allow for larger and RGB (colour) images. Gen-
eralisations has been introduced to the code base which allows it to run experiments
on different types of data.

3.2 Leave-one-out-retraining
Recall from section 2.2 that what influence functions claims is "This is the effect the
training point had on the prediction for the test point". The straight-forward way of
validating this claim is to simply retrain the model without the given training point.
This has been done before with successful results in [10] and [12]. The schematic
of the full retraining experiment in figure 3.2 explains the work flow of the method
while the plot in figure 3.1 shows an exaggerated example of the evaluated loss
differences.

A test point ztest is chosen as the point of study. We must also choose a
number k for how many predicted top impact training points we want to study.
This number severely affects the time complexity of the experiment, but needs to
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be large enough to ensure that the statistical metrics can be trusted. The number
of training iterations ntraining as well as the number of retraining iterations nretraining
must also be chosen.

The model goes through an initial training session after which the parameter
set of the network (denoted θ̂) is saved. The loss L(ztest, θ̂) is calculated and stored
for future reference. Then the influence functions are used according to section 2.2
to make predictions on what the impact from each of the data points of the training
set is on the loss for ztest. These values are used to evaluate which training points
are the most important for the loss in the point ztest. These top impact training
points are denoted zj, and the predictions for their influence on the test image ztest
is called Iup, loss(zj, ztest) in accordance with equation (2.13).

As a pre-step to the retraining part of the experiment, the model is trained
for nretraining steps using the full data set, resulting in the parameter set θ′. This is
done for two reasons; to ensure that the changes in loss

LDfull = L(ztest, θ
′)− L(ztest, θ̂) (3.1)

and

LDtrain
full =

∑
i=1

L(zi, θ′)− L(zi, θ̂) (3.2)

with zi ∈ training data set are both close to 0. This is important since it indicates
that the initial training has reached a somewhat stable point.

In the second part of the experiment, the retraining steps begin. This is where
the predicted loss differences should be validated by measured loss differences. The
model is reset to the parameter set ˆtheta and trained for an additional nretraining
steps while withholding one of zj at a time. (That is, the set of examples from
where the batches are drawn consists of all original training images except zj). We
will call the parameter set after one such retraining session θ̃j. At the end each
retraining session, the loss in the test point L(ztest, θ̃j) is evaluated and the loss
difference (LDj), considered ground truth for the influence from training point is
zj, is taken according to:

LDj = L(ztest, θ̃j)− L(ztest, θ̂) (3.3)

The plot in figure 3.1 might be helpful to get a more intuitive understanding
of this measure. Before retraining while withholding the next zj, the parameters are
reset to θ̂ so that every session starts with the parameter set the network had after
the initial training. As a reminder, the schematics in figure 3.2 can be helpful to
visualise this. This produces a set of n values describing the actual loss difference
for the test point when the training point is withheld. These values should correlate
with the loss differences predicted using influence functions. One suitable metric to
determine this correlation is through the Pearson correlation coefficient r:

r =
∑k
j=1

(
LDj − LD

) (
Iup, loss(zj, ztest)− I

)
√∑k

j=1

(
LDj − LD

)2
√∑k

j=1

(
Iup, loss(zj, ztest)− I

)2
(3.4)
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where

I = 1
k

k∑
j=1
Iup, loss(zj, ztest) (3.5)

LD = 1
k
LDj (3.6)

r assumes a value between -1 and +1 (inclusively) where +1 corresponds to complete
linear and -1 perfect inverse linear correlation. If r = 0 the data sets have no linear
correlation.

Figure 3.1: Schematic of the loss differences evaluated during the retraining ex-
periment.
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Figure 3.2: Work flow of the retraining experiment. θ̂, θ′, θ̃1, θ̃j and θ̃k are pa-
rameter sets after the corresponding training sessions. LD stands for loss difference
and is always taken in the point of the test image.

3.3 Pedestrian detection
To evaluate how useful influence functions are for applications in autonomous vehi-
cles they have been applied on a subset of the KITTI dataset, [9], an object detection
data set. The problem setup is a simple binary classifier tasked with determining
whether a given image contained a pedestrian or not. The principal idea of this
experiment is in line with earlier published works, [10] and [12], but the nature of
the data set used is very different.

3.3.1 Data sets
Compared to the academic data sets studied before where the image sizes are 28x28,
[12], and 30x30, [10], pixels, the KITTI data set image size is 370x1224 pixels. In
order to use this data set, the images are down sampled by a factor 0.5, which mean
that the resulting image size is 185x612 pixels. To ensure that the feature in an
image did not shrink too much from the down sampling, a threshold of 35 pixels
was set for the resulting height of a pedestrian. If its height fell below this after
down sampling, the image would be labelled 0 (meaning it contained no pedestrian).
From the KITTI object data set 683 images meet these requirements. To balance
the set, 683 images containing no pedestrians were added. To increase the size of
this set the images where then mirrored which meant the total training set contained
2732 images. 32 of these became a validation data set which meant the final size of
the training data set was 2700.
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Figure 3.4: The architecture of the studied network

The testing data was hand annotated based on the requirements above since
KITTI contains no test labels. A test image (figure 3.3) was hand picked for the
experiments based on feature visibility and the fact that there were a number of
images from the same scene that also contained pedestrians.

Figure 3.3: The test image used throughout the experiments.

3.3.2 Network
The network architecture was the same as that used to run the influence experiment
in previous works [12]. It consisted of 6 consequent layers of convolutions with tanh
activations, finalised by a softmax layer. The convolutional layers had a patch size
of 3x3 pixels. It utilised weight decay on its parameters. It contained no maxpool
layers which meant that all layers had easily interpreted gradients. All six layers
contained eight hidden units. The schematics of the network can be seen in figure
3.4.

3.3.3 Code Design
Some of the design choices of the code base are not in accordance with the current
Tensorflow guidelines. While this puts a dent in the efficiency of the code, it was
necessary if Tensorflow was to be used at all. In particular, during the spring of
2018 when the project took place, queue runners were the recommended data feeding
practice for projects in Tensorflow. While these provide an efficient way of injecting
data into the model, they offer no option of tailoring the batches. During the
retraining step where all but one example is used for training would have required
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n separate instances of queue runner set ups. (Where n is the number of images
withheld, one at a time). While this is certainly possible to do, it would have
required scripts constructing each individual local data set to be read from, since
the queue runners consume blindly from their given source.
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Results

There are two important metrics to keep in mind when looking at the results. First,
we have the predicted influence on the loss for the test image from training image zi,
denoted Iup, loss(zi, ztest). Then there is the measured loss difference when retraining
without the training image, LDj. This is only evaluated for the training images
with the 100 highest predicted influences (zj), i.e zj is a subset of zi.

The results were acquired by training for an initial 50 000 iterations and then
using influence functions to get the predicted loss differences Iup, loss(zi, ztest). After
this, an additional 10 000 iterations long training session was completed. The last
step was the retraining sessions when one training image at a time was withheld
from the network, and after each of them the respective measured loss differences
LDj was evaluated.

A negative LDj means the network got better when training image zj was
withheld and that it had previously impeded the classification of the test image. If
LDj is positive it meant the loss for the test image went up after retraining without
zj and that it had been helpful to the model.

4.1 Pedestrian detection problem

This section presents the results from running the retraining experiment using the
network configuration described in section 3.3.2. The initial training consisted of
50 000 iterations and retraining for 10 000 iterations. Batch size was 100 for both
training sessions. The conjugate gradients method described in section 2.3.1 was
used to approximate the IHVP (implicit hessian vector product), and it was done
over 100 iterations. The IHVP approximation was terminated when the maximum
number of iterations was reached and a minimum had not been reached.

4.1.1 Network performance

The final accuracy across the train data was 0.85 and across the test data 0.72.
Considering the problem at hand was a binary classifier these numbers do not inspire
confidence. However, the network gave the softmax output [0.0300, 0.9699] for the
test image with label [0, 1].

The control retraining loss differences LDfull and LDtrain
full was evaluated after

the initial training. Their values can be seen in table 4.1.
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Original model (θ̂) Retrained model (θ′) Difference
ztest 0.030558474 0.019499514 LDfull = -0.01105896
All ztrain 0.38356976 0.36736464 LDtrain

full = -0.01620513

Table 4.1: Losses evaluated after the retraining with full data set. The first two
columns contain the loss values taken before and after the extra training iterations,
respectively. The third column is the difference between these values taken as L(θ̂)−
L(θ′) meaning that a negative sign is equivalent to an improvement in network
performance.

4.1.2 Leave-one-out retraining results

The measured and predicted loss differences (LDj, Iup, loss(zj, ztest)) can be seen in
figure 4.2. The magnitude of the predictions grow with increasing index since that
is the selection metric for the set zj. However, there is a cluster of predictions in the
top right corner that seem to break the somewhat linear characteristics of the other
prediction values. The images corresponding to these predictions can be seen in
figures 4.3 and 4.4. Figure 4.1a indicates that according to the influence functions,
a larger impact on the loss of the test image will come from training images also
containing pedestrians. The plot in figure 4.1b show the predictions for images with
and without pedestrians (blue and orange, respectively). The breaking of symmetry
from figure 4.2 is evident in the top right corner here as well. The Pearson correlation
coefficient (equation (3.4)) between the predictions and the actual loss was evaluated
as r = −0.0177.

(a) Comparison of the number of label
1 and label 0 among the predicted top
100 most influential training images.

(b) Labels of training images compared
to the value of their predictions. Blue
dots are training images with label 1
(pedestrian) and orange label 0 (no
pedestrian).

Figure 4.1: Label distribution in top 100 predictions.
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Figure 4.2: In blue dots the retraining loss difference when retraining without the
training image corresponding to the index of the x-axis. The orange dots are the
predicted loss difference for the same training image.
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(a) Training image with index 1713. Highest predicted influence with
Iup, loss(z100, ztest) ≈ 0.1762.

(b) Training image with index 1661. Second highest predicted influence
with Iup, loss(z99, ztest) ≈ 0.1524.

(c) Training image with index 2497. Third highest predicted influence with
Iup, loss(z98, ztest) ≈ 0.1523.

(d) Training image with index 1343. Forth highest predicted influence with
Iup, loss(z97, ztest) ≈ 0.1454.

(e) Training image with index 2493. Fifth highest predicted influence with
Iup, loss(z96, ztest) ≈ 0.1439.

Figure 4.3: Training images with top 5 highest predicted influence.
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(a) Training image with index 1712. Sixth highest predicted influence with
Iup, loss(z95, ztest) ≈ 0.1438.

(b) Training image with index 455. Seventh highest predicted influence
with Iup, loss(z94, ztest) ≈ 0.1362.

(c) Training image with index 1577. Eighth highest predicted influence with
Iup, loss(z93, ztest) ≈ 0.1324.

(d) Training image with index 1660. Ninth highest predicted influence with
Iup, loss(z92, ztest) ≈ 0.1257.

(e) Training image with index 2421. Tenth highest predicted influence with
Iup, loss(z91, ztest) ≈ 0.1235.

Figure 4.4: Training images with sixth to tenth highest predicted influence.
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While influence functions have been applied to classifying CNNs before, it has only
been done in academic settings with data sets primed for the task. The experiments
performed in this project seems to be one of the first tries with applying them
to data closer to that processed by autonomous vehicles. During the project, the
available hardware put considerable constraints on the architecture of the networks
to be studied. It is possible that when taking the step from academic data sets such
as MNIST to the more complex KITTI object data set, these networks simply could
not keep up. While a ramp up in the network architecture might have been positive
for the results, the models used were already saturating the available memory in the
GPU. The time constraint from it being a thesis project also meant that experiments
simply could not take too long.

The results after using the first network architecture had a correlation coeffi-
cient of r = −0.0177, which means that there was basically no correlation between
the predictions and measure retraining loss difference. In comparison, earlier works,
[12], have produced values of r > 0.9 after equivalent experiments on the MNIST
data set. The major mystery of the results from the KITTI experiment is the obvi-
ous theme of the top 10 predicted influential images of figures 4.3 and 4.4. It seems
like they share some feature that the equation 2.13 picks up on. Since the correla-
tion between the measured loss differences is basically nonexistent, this is the only
indication in the results that the influence functions manage to find some intrinsic
characteristic in the training data. However, it is not evident why the algorithm
considers these types of images to be so important to ztest.

5.1 Reasons for low correlation
One important sign that the algorithm was not given full freedom to make correct
predictions is the control loss differences taken after the retraining using the full
training set. Recall from table 4.1 that there was a significant decrease in loss
for both the full training data set and for the test image after these extra 10 000
iterations. This strongly indicates that the initial 50 000 training iterations were
not sufficient for the model to reach a stable point. It also rules out the explanation
that the model got stuck in a local minimum. Further proof that the model should
have gone through a longer initial training is that all of the 100 retraining loss
differences have a negative sign. This means that regardless of which training image
that was withheld during retraining the model still improved. Available resources
made it impossible to run probing experiments to find these warning signs in time,
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or run additional experiments with a higher number of training iterations. It is
possible that changing only these hyper parameter would be enough to improve the
correlation between the predictions and the measures loss differences.

The fact that time constraints meant that influence functions could only be
tested on a smaller network was probably one of the biggest reasons for the disap-
pointing results. The studied network simply does not have the architecture needed
to classify images as complex as those in the KITTI object detection data set, even
after they were down sampled. It was built to run on the MNIST data set which
is barely comparable to those used in the pedestrian detection problem where the
images sizes are magnitudes larger and the images are RGB instead of grey scale. It
is probable that a more sophisticated network tailored to the data used would have
performed better.

The methods used for the approximation of the hessian has never been com-
pleted without warning from the used method, either numerical precision loss or ex-
ceeding the maximum allowed number of iterations without reaching a satisfactory
approximation. When the method was run on the MNIST data set, it ran without
problems. The complexities of both the problem and the network will increase the
difficulty of approximating the inverse hessian product, but without further study
of the problem it is not obvious how much. It is possible that a different method
is needed for the hessian approximation when studying data sets such as KITTI
compared to those used when running the experiment on MNIST.

To summarise, the experiment contained many arbitrary hyper parameters
such as the number of iterations for initial and the retraining sessions, the number
of iterations used for hessian or IHVP approximation and which test image is used.
One of the most important, the network architecture, proved to be very difficult to
explore given the available time and hardware resources available.

5.2 Image interpretation
The 10 top predicted influential images (figures 4.3 and 4.4) were all assumed to be
helpful to the test image (figure 3.3). They are all from the same scene even though
they are scattered across the data set. This indicates that the prediction algorithm
finds something in these types of images helpful to the model when classifying the
test image, but it is not evident what that is. There are images in the training set
that are taken at the same scene as the test image, but they did not get as high
predicted influence as these images. (In fact, they were not even present among the
predicted top 100 influential training images). One thing to note is that figures 4.3d,
4.3e, 4.4b and 4.4c all contain a blue car in the shadows of the left side. The test
image also has a brightly blue segment in the shape of a building wall. However,
since the blue shadows are not present in all the top 10 predicted influential images,
it cannot be the whole explanation to their high prediction values. The overall
light/shade composition of the images might be another explanation, but the images
from the same scene as ztest are more similar in that regard.

Interestingly, the pedestrian giving many of these images their label is almost
invisible in the shadows. The fact that the network still finds them useful might be
explained by the presence of the bicycle riders that resembles pedestrians to a high
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enough degree. This points to the fact that perhaps the model could not differentiate
properly between pedestrians and bicyclists, further impeding its performance.

The complete set of the 100 training images with highest predicted influence
can be seen in A. As mentioned earlier, none of them are from the same scene as the
test image, even though the training data contains a number of such images with
pedestrians in them. (Some examples of images like these can be seen in figure 5.1).
Since the test image has a characteristic blue wall it is not naive to expect that at
least some of these images would be present among the top 100 predicted influential
training images. It is not apparent why they are not.

Figure 5.1: Training images visually similar to the test image.
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5.3 Retraining from θ̂

The design of the retraining experiment was the same that was used in earlier
works, [12] and [10]. As a reminder, it starts each retraining session at a point
θ̂ that the model has reached by already going through training. With enough
time and computational power, another evaluation of the predictions could be done
where the model is retrained from scratch with randomly initialised parameters. One
training image at a time would then be withheld as before, but each retraining session
would start with an untrained model. Since the equations of influence functions is
defined in the point θ̂ these trials would show if the predictions are actually a true
representation of the characteristics of the data or not. If the predictions only hold
for some given initial training their merit as evaluation tool is not especially useful.
If, on the other hand, they can actually pinpoint the underlying relations between a
test image and the training images an experiment with this set up could show that.

One choice of set up for this experiment could be training the model for a
given number of iterations n and evaluating the loss in the test image. (θ̂ would be
the resulting parameter set, like before). At that point influence functions would
be used to make predictions in the impact on that loss form each training image.
A number of them would be picked for retraining based on the magnitude of their
predictions. The difference would then come in the retraining sessions. Instead of
reverting the model back to the parameter set θ̂ like in the retraining experiment
described in this report, the model would be reinitialised with random parameter
values and then retrained for the same number of steps n as the initial training. The
loss difference LDj could then be taken as LDj = L(stest, θ̃j) − L(stest, θ̂), and the
rest of the analysis would be equivalent to the one done in this report. If correlation
could be found between the predictions and a loss difference it would indicate that
the influence is intrinsic to the data and that the hessian, parameters and other
model defining metrics after initial training are simply tools of finding it. If it would
not, it would mean that influence functions are able to adequately predict the loss
difference only in an environment surrounding θ̂, in that case it could be explained
by the training point that is later removed has been detrimental in some path choices
taken by the optimisation during initial training.

5.4 Dataset
The big step taken from MNIST to KITTI might have been too much, especially
when not scaling up the networks used sufficiently. When approximating the hessian
it is not apparent that the desired accuracy has been reached, especially for the more
complex network 2.

When annotated according to the rules described in section 3.3.1 some images
would lose their features since they would be too small (according to the threshold)
after re-sizing. However, the fact that the KITTI object data set contains humans
in different configurations resulted in annotations that could be confusing at times.
The image in figure 5.2 is one such image where the bicyclist in the foreground is
ignored (since as a feature it is a Bicyclist and not a Pedestrian) and the pedestrians
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in the background became a few pixels too small to still count as features after down
sampling. In reality this will be a false negative for the network since the woman
in the foreground has very similar geometrical shape to a person taking a step.
It is difficult to say how many false negatives like this example the training data
contains, but it is likely that it caused some problems for the classifier. One possible
solution to this could be to also allow for bicyclist to be considered pedestrians when
generating the data set.

Figure 5.2: Training image with confusing annotation.

5.5 Further research
Given that one error source of the experiments might have been the hessian approx-
imations, it would have been interesting to try using the LiSSA method for this step
and see if it would give different results.

Earlier works [12] have shown that the choice of test image can have great
impact of the results of the influence experiment. While time limitations puts this
outside of the scope of this project, an interesting experiment would have been to
run the experiment on several different test images and see if there is something
characterising what makes it possible to predict influence from that point of view.

While influence functions have an accessible definition that makes it fairly
straightforward to think of interesting applications, many can be difficult to imple-
ment in reality. Especially for a Master’s Thesis project which is limited both in
terms of work force and time scope. Some interesting ideas that have come up dur-
ing the project still deserve an honourable mention, even if time and other limiting
factors made it impossible to fit them under the scope of the project. This section
will describe some of these ideas.

5.5.1 Road Segmentation
The road segmentation problem is simply the segmentation problem applied to a
topic relevant to the autonomous vehicle industry. The system needs to know what
parts of an image is road. Since each pixel of an image is to be classified, this means
that each pixel in an image will have an associated loss. Each pixel has a label and
the cross entropy is defined in each one. The accuracy of a run is the fraction of
correctly classified pixels in the test image. Let’s assume that the input data is of
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shape nxn and index the pixels by 0 ≤ i, j,≤ n− 1. Since the loss is defined in each
pixel we will have to (and want to!) see how each of them individually influences the
parameters (and then, by continuation, the test loss). The expression from equation
2.9 becomes:

Iup, params(z) = −H−1
θ̂
∇θL(z, θ̂) (5.1)

= −H−1
θ̂
∇θL(zi,j, θ̂) (5.2)

= dθ̂ε,z
dε

∣∣∣∣∣∣
ε=0

(5.3)

This might not seem like a major change in closed form, but in practice Iup, params(z)
just went from having the same shape as the set of the parameters, lets call it
shape(param) (which is dictated by network architecture), to having shape shape(param)∗
n∗n. Similarly, the gradient of the test loss with respect to the up weighting (equa-
tion 2.13) will expand in dimension to:

Iup, loss(z, ztest) = ∇θL(ztesti,j
, θ) dθ̂ε,z

dε

∣∣∣∣∣∣
ε=0

(5.4)

{Plugging in the value from equation 5.2} (5.5)
= ∇θL(ztesti,j

, θ)(−1)H−1
θ̂
∇θL(zi′,j′ , θ̂) (5.6)

This describes the influence on each pixel i, j in ztesti,j
from each pixel in the training

image zi′,j′ (index subscript over training id dropped for simplicity). Since i, j, i′, j′
all go from 1 to n, the complexity of this will skyrocket. The influence over all
pixels from each training image could then be summed up to find the top influential
images, and from there, top impact pixels could be identified. Hopefully this would
yield clusters of pixels so that the results would make sense to a human. Another
option would be to study a single pixel (perhaps wrongly classified) to find out what
caused the model to erroneously classify it. This is very similar to earlier works
where the influence of individual pixels of the training set was studied, [21].

5.5.2 Earth mover’s distance
In earlier works, [12], a logistic regression mode was studied using influence func-
tions. Since this kind of model is a lot simpler compared to a neural network, the
definition of influence functions on it will also be simpler. It also has a very useful
characteristic; the dot product is part of the closed form expression. Leveraging this,
factors of the influence function can be removed to pinpoint which one is responsible
for catching which correlation. In particular, the influence functions can be stripped
down until only the dot product remains. All this yields nice comparisons which
visualises what parts of the influence functions carries which information. Specif-
ically, it gives a measure of how much better influence functions are at predicting
the impact of a training point compared to simply making that assumption based
on image likeness computed through the dot product.
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5. Discussion

This is an interesting experiment, but it has two drawbacks when working with
neural networks. First of all, the influence functions cannot be peeled down to a
dot product. And more importantly, the dot product is a bad measure of image-
image likeness. A better one is the Wasserstein, or earth mover’s distance. It can
be shortly described as the cost of transforming one distribution into another. This
is readily interpreted in the context of images if one views them as two dimensional
distributions. Has been used in comparison to Euclidean distance, Pearson’s Corre-
lation and one more in a k-NN application where it outperformed the other distance
measures [14].

A better measure is the earth mover’s distance or Wasserstein distance. An
interesting experiment could be to compare the influence function predictions to the
Wasserstein measure between the training images and the test image. One problem
is that evaluating the Wasserstein distance itself is also a complex operation and if
it should be taken between the test image and each training image it would be a big
experiment in itself.

On a smaller scale, the retraining experiment described earlier in this report
could be performed and the Wasserstein distance taken between the chosen test im-
age and the top predicted influencers. If correlation is found between these predic-
tions and the Wasserstein distance it would indicate that image likeness is important
for influence functions. If no correlation is found it means that the parameters of
the network take into consideration features that are more abstract than the image
likeness captured by the measure of earth mover’s distance. This would be quite
similar to earlier works done with attention maps [18].
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6
Conclusion

The results of this project give some indication that influence functions may pick
up on characteristics of the training data that affect the classifications made by the
model. However, when running the experiment on larger images the clear correlation
that could be found when studying MNIST and CIFAR-10 was lost. There are a
number of possible explanations for this.

There were clear problems when approximating the IHVP (inverse hessian vec-
tor product) when working with larger images. The fact that the network evidently
did not go through enough initial training meant both that its classifications were
not as good as they might have been, but also that all the assumptions made when
using the conjugate gradients methods were not met by the system. The absolute
first thing to change with the experiment would be to increase the number of training
iterations.

The surprising result where the top 10 predicted influential training images
were strongly correlated visually still points to the fact that there is something to
be gained by further trying to apply influence functions to applications within the
autonomous vehicle industry. Even if the correlation between prediction and loss
differences were close to 0, the algorithm managed to find some sort of subset of the
training data that it for some reason found interesting. Considering the size of the
training data set this can not be accounted to chance.

Finally, it must be said again that the models studied needs to be more complex
than those used on data sets such as MNIST and with that comes a computational
cost. The experiment described in this report is cumbersome and needs sufficient
resources to tackle that.
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Appendix 1

Top 100 from CG method experiment.
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Figure A.1: Training images with top 1 - 5 highest influence.
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Figure A.2: Training images with top 6 - 10 highest influence.
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Figure A.3: Training images with top 11 - 15 highest influence.

IV



A. Appendix 1

Figure A.4: Training images with top 16 - 20 highest influence.
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Figure A.5: Training images with top 21 - 25 highest influence.
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Figure A.6: Training images with top 26 - 30 highest influence.
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Figure A.7: Training images with top 31 - 35 highest influence.
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Figure A.8: Training images with top 36 - 40 highest influence.
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Figure A.9: Training images with top 41 - 45 highest influence.
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Figure A.10: Training images with top 46 - 50 highest influence.
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Figure A.11: Training images with top 51 - 55 highest influence.
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A. Appendix 1

Figure A.12: Training images with top 56 - 60 highest influence.
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Figure A.13: Training images with top 61 - 65 highest influence.
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Figure A.14: Training images with top 66 - 70 highest influence.
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Figure A.15: Training images with top 71 - 75 highest influence.
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Figure A.16: Training images with top 76 - 80 highest influence.
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Figure A.17: Training images with top 81 - 85 highest influence.
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Figure A.18: Training images with top 86 - 90 highest influence.
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Figure A.19: Training images with top 91 - 95 highest influence.
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Figure A.20: Training images with top 96 - 100 highest influence.
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