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Abstract
As renewable energies continue to grow their share in the global energy landscape,
marine resources present an inexhaustible potential to provide the ever increasing
human settlements energy demands. Tidal energy conversion technologies enjoy the
benefits of the accurately predictable and highly reliable resources, while promis-
ing great power to weight ratio due to the relatively small size of the equipment
compared with offshore wind for instance.

There are various prototypes being tested today and some proposals are em-
ploying floating structures as the platform for the energy converters, the design of
which is driven by the higher kinetic energy content of the streams close to the wa-
ter surface. Such concepts increase the turbines susceptibility to cavitation. There
has been very little explicit research performed on the cavitation behavior of tidal
turbines and this thesis attempts to establish one such study to enable and promote
future investigations.

The specialized hydrodynamic RANS solver ReFRESCO is used with the built-
in Sauer cavitation model. Structured grids have been employed. The effectiveness
of an eddy-viscosity modification method known as the Reboud correction is also
subject of investigation for improving dynamic behavior of cavities. Two different
turbulence models used are k-ω (SST-2003) and k-

√
kL.

A three-bladed model scale Horizontal Axis Tidal Turbine (HATT) is numerically
simulated in open-water conditions in an attempt to reproduce previous EFD results
from the University of Southampton, thus validating the numerical procedures in
use. The simulations are performed through three stages where initially a steady
solution is obtained, then the simulation becomes transient and finally the cavitation
model is switched on.

The results are validated against experiments via non-dimensionalized param-
eters for thrust and torque, which prove satisfactory. General flow shows good
agreement with experimental observations and the cavity formation appears to be
accurate regarding both its position and blade coverage. Interestingly a cavity is
observed near the leading edge on the pressure side. The simulations fail to resolve
the details near the closure line of the sheet cavity which is attributed to inadequate
meshing resolution. Very little dynamic behavior of the cavity structure is observed
specifically where a "horse-shoe" cavity structure had been detected during EFD,
which will be subject to future work.

Keywords: Tidal Turbines, Cavitation, CFD, URANS, ReFRESCO, Renewable
Energy, Marine Currents

v





Acknowledgements
I am thankful first and foremost for the two years that I have spent in great company
with the class of 2015, MPNAV students. I have shared some of the most memorable
moments of my academic life so far with this congregation of diverse individuals.
The memories of Ritsalen will always have a special place for me.

This work owes its existence to the foundations laid before me by William Otto
and Arjan Lampe. Credit for the original experiments goes to AbuBakr Bahaj and
the University of Southampton for their generosity with results and graphics.

I am especially grateful to Guilherme Vaz for bringing ReFRESCO to life, which
has been the powerhouse of this and hopefully subsequent studies on tidal turbines,
and for his continuous and essential support.

My esteemed supervisor Claes Eskillson who shared the journey with me and
helped me take my first steps as a CFD analyst.

Rickard Bensow my examiner, whose accommodating hospitality allowed me
to use Chalmers’ most valuable resources throughout the work and whose insight
helped make sense of the results.

My appreciation goes to Chalmers Centre for Computational Science and Engi-
neering (C3SE) and their highly responsive support team for providing the compu-
tational resources that are integral to CFD research such as this.

The love of my life Shahrzad for standing by me through the hardships of being
a foreign student, and for providing continuous encouragement and believing in me.

Last but not least, to the people who really made everything possible, Maman
and Baba. My dearest two who allowed this and many other great experiences
to shape me into who I am and whose unconditional comfort blanket I can never
imagine to have gone too far without; nor without their unparalleled love. This is
dedicated to you, and Ghandoon.

Behrad Gharraee, Gothenburg, November 2015

vii





Table of Contents

Abstract v

Acknowledgments vii

Table of Contents ix

List of Figures xi

List of Tables xiv

List of Symbols xvi

1 Introduction 1
1.1 Ocean Renewable Energy . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Tidal Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2.1 Tidal Resources . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Technology Concepts . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Fixture Methods . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Literature Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Significance of Cavitation in HATTs . . . . . . . . . . . . . . . . . . . 8
1.5 Objective and Scope of Work . . . . . . . . . . . . . . . . . . . . . . 9

1.5.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Report Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Numerical Methodology 11
2.1 Turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Basic Cavitation Theory . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.1 Inception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Shedding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 Collapse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 Governing Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 Continuity Equation . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Newton’s Second Law . . . . . . . . . . . . . . . . . . . . . . 16
2.3.3 Reynolds Averaged Navier-Stokes . . . . . . . . . . . . . . . . 17
2.3.4 Multiphase Turbulence Modeling . . . . . . . . . . . . . . . . 18

2.4 Reboud Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 CFD Tool . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

ix



Table of Contents

2.6 Vortex Identification via the Q-Criterion . . . . . . . . . . . . . . . . 21
2.7 Moving Grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3 Case Definition 23
3.1 The Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Numerical Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Computational Domain . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Verification Study 33
4.1 Uncertainty Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.1.1 Discretization Uncertainty . . . . . . . . . . . . . . . . . . . . 34
4.1.2 Iterative Convergence . . . . . . . . . . . . . . . . . . . . . . . 35

4.2 Considerations on EFD Data . . . . . . . . . . . . . . . . . . . . . . 38

5 Results 41
5.1 Steady Wetted Flow Analysis . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Unsteady Wetted Flow Analysis . . . . . . . . . . . . . . . . . . . . . 42
5.3 Cavitating Flow Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.3.1 Cavity Dynamics and Shedding . . . . . . . . . . . . . . . . . 49
5.3.2 Eddy-Viscosity Correction . . . . . . . . . . . . . . . . . . . . 54

6 Conclusions and Future Work 57
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

References 64

x



List of Figures

1.1 Tidal energy converters categorized according to EMEC (2015). . . . 5
1.2 (a) Array of Tocardo turbines mounted on a floating structure (Tidal

Energy Today, 2015a), (b) turbines lowered into the water, maintain-
ing close proximity to the surface (Tidal Energy Today, 2015b). This
raises concerns regarding cavitation. . . . . . . . . . . . . . . . . . . . 6

2.1 Propeller cavitation, courtesy of The National Physical Laboratory. . 13
2.2 Dynamic behavior of partial sheet cavity and the role of the re-entrant

jet in cavity shedding (Franc & Michel, 2006). . . . . . . . . . . . . . 15
2.3 Solution scheme used by ReFRESCO for time-dependent flow prob-

lems (Vaz & Hoekstra, 2006). . . . . . . . . . . . . . . . . . . . . . . 21

3.1 Computer model of the experimental rig in the cavitation tunnel.
Photograph courtesy of Bahaj, Molland, Chaplin, and Batten (2007),
University of Southampton. . . . . . . . . . . . . . . . . . . . . . . . 24

3.2 Inside the cavitation tunnel looking downstream. Photograph cour-
tesy of Bahaj, Molland, et al. (2007), University of Southampton. . . 24

3.3 Experimental results for two operating conditions, reconstructed after
Bahaj, Molland, et al. (2007). . . . . . . . . . . . . . . . . . . . . . . 25

3.4 Straightened blade-hub connection geometry, pressure side. . . . . . . 27
3.5 Straightened blade-hub connection geometry, suction side. . . . . . . 27
3.6 Cylindrical blade-hub connection geometry for grid G3*. . . . . . . . 28
3.7 Blade root geometries used in (a) cavitating case with hub pitch angle

25o, (b) TSR diagram cases with hub pitch angle 20o. . . . . . . . . . 29
3.8 Computational domain and boundary conditions. . . . . . . . . . . . 29
3.9 General simulation work-flow. . . . . . . . . . . . . . . . . . . . . . . 31

4.1 Least square fits for CP values. . . . . . . . . . . . . . . . . . . . . . 36
4.2 Residual norms decreasing for steady calculations at TSR=4, G1 grid. 37
4.3 Residual norms stagnating for steady calculations at TSR=4, G4 grid. 38
4.4 Position of cells with maximum VelocityX residuals: (a) unsteady

wetted flow, (b) unsteady cavitating flow and (c) near cavity closure
line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.1 Steady computation thrust (CT ) and power (CP ) coefficients against
experiments for UT = 1.73[m/s] and 20o Hub Pitch Angle. . . . . . . 41

xi



List of Figures

5.2 Pressure distribution and limiting streamlines for steady calculations,
pressure side. UT = 1.73[m/s] and 20o Hub Pitch Angle using k-ω
(SST-2003). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.3 Pressure distribution and limiting streamlines for steady calculations,
suction side. UT = 1.73[m/s] and 20o Hub Pitch Angle using k-ω
(SST-2003). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.4 Unsteady computation thrust (CT ) and power (CP ) coefficients against
experiments for UT = 1.73[m/s] and 20o Hub Pitch Angle. . . . . . . 44

5.5 Pressure distribution and limiting streamlines for unsteady calcula-
tions, pressure side. UT = 1.73[m/s] and 20o Hub Pitch Angle using
k-ω (SST-2003). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.6 Pressure distribution and limiting streamlines for unsteady calcula-
tions, suction side. UT = 1.73[m/s] and 20o Hub Pitch Angle using
k-ω (SST-2003). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.7 Variation of thrust and power prediction with time, convergence be-
havior for unsteady calculations using KSKL at TSR=7. . . . . . . . 46

5.8 Variation of thrust and power prediction with time, convergence be-
havior for unsteady calculations using KSKL at TSR=8. . . . . . . . 46

5.9 Left: 25o hub pitch angle, flow speed= 1.4[m/s], TSR=7.5, σ = 0.63.
vapor volume fraction=0.1 highlighted in magenta, Q-criterion=1
highlighted in gray transparent iso-surfaces. Right: Cavitation tunnel
high speed camera photography of the same case. Photograph cour-
tesy of (Bahaj, Molland, et al., 2007) and University of Southampton. 47

5.10 Pressure side cavity near blade tip at leading edge, 10% vapor volume
fraction highlighted in magenta. . . . . . . . . . . . . . . . . . . . . . 47

5.11 Turbulent wake generation in terms of eddy-viscosity non-dimensionalized
for molecular viscosity. Blade section at r/R = 0.2 using KSKL tur-
bulence model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.12 Turbulent wake generation in terms of eddy-viscosity non-dimensionalized
for molecular viscosity. Blade section at r/R = 0.2 using k-ω (SST-
2003) turbulence model. . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.13 Turbulent wake generation in terms of eddy-viscosity non-dimensionalized
for molecular viscosity. Blade section at r/R = 0.7 using KSKL tur-
bulence model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.14 Turbulent wake generation in terms of eddy-viscosity non-dimensionalized
for molecular viscosity. Blade section at r/R = 0.7 using k-ω (SST-
2003) turbulence model. . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.15 Model comparison for flow visualization using velocity streamlines
and cavity prediction at r/R = 0.95 blade radius, with higher than
50% vapor volume fraction indicated in red. . . . . . . . . . . . . . . 50

5.16 Vortical field visualization via Q-Criterion=3, 10% vapor volume frac-
tion shown in magenta. . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.17 Flow kinetic energy non-dimensionalized by free stream kinetic en-
ergy, KSKL model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.18 Vorticity in and around the suction-side cavity region (a) cavitating
flow, (b) wetted flow. . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

xii



List of Figures

5.19 Vapor volume variation with time, k-ω (SST-2003). . . . . . . . . . . 54
5.20 Suction side of a single blade at various deflection angles as it com-

pletes one revolution. 10% vapor volume fraction highlighted in ma-
genta, KSKL model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.21 Effect of Reboud correction with n = 1 turbulent viscosity damping
on the velocity field. . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.22 Role of value n in Reboud correction influence over the vapor region. 56

xiii



List of Figures

xiv



List of Tables

3.1 NACA 63-8xx foil series particulars . . . . . . . . . . . . . . . . . . . 23
3.2 Grid summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Simulation setup summary . . . . . . . . . . . . . . . . . . . . . . . . 28

4.1 Discretization uncertainties for G3 grid calculations using k-ω (SST-
2003), safety factor of 3 applied . . . . . . . . . . . . . . . . . . . . . 35

4.2 Iterative uncertainties for G3 grid calculations using k-ω (SST-2003) . 37

xv



List of Tables

xvi



List of Symbols

Acronyms

Symbol Description

AFM Absolute Formulation Method

ALE Arbitrary Lagrangian-Eulerian

BC Boundary Condition

BEM Blade Element Method

BP British Petroleum

BV Bureau Veritas

C3SE Chalmers Centre for Computational Science and Engineering

CFD Computational Fluid Dynamics

CGNS CFD General Notation System

DDES Delayed Detached-Eddy Simulation

DES Detached-Eddy Simulation

DNS Direct Numerical Simulation

DNV GL Det Norske Veritas Germanischer Lloyd

EFD Experimental Fluid Dynamics

EMEC European Marine Energy Centre

GHG Green House Gas

HATT Horizontal Axis Tidal Turbine

HPC High-Performance Computing

LES Large Eddy Simulation

MARIN Maritime Research Institute Netherlands

xvii



List of Symbols

MCT Marine Current Turbine

MPI Message Passing Interface

MVG Moving Grid

PANS Partially Averaged Navier Stokes

PDE Partial Differential Equation

QUICK Quadratic Upstream Interpolation for Convective Kinematics

RANS Reynolds-Averaged Navier-Stokes

RE Richardson Extrapolation

ReFRESCO Reliable & Fast RANS Equations (solver for) Ships, Cavitation
(and) Offshore

RFM Relative Formulation Method

RPM Revolutions Per Minute

SAS Scale Adaptive Simulation

SIMPLE Semi-Implicit Method for Pressure Linked Equations

TEC Tidal Energy Convertor

TSR Tip Speed Ratio

URANS Unsteady Reynolds-Averaged Navier-Stokes

V ATT Vertical Axis Tidal Turbine

V OF Volume of Fluid

Greek Alphabet

Symbol Description

αi Phase fraction

δij Kronecker’s delta

ε Error estimator

ε Turbulent dissipation

µ Dynamic viscosity

µi Partial viscosity

µl Molecular viscosity

xviii



List of Symbols

µt Turbulent (eddy) viscosity

∇ Gradient operator

ν Shedding frequency

ω Angular velocity

Ωij Anti-symmetrical velocity gradient tensor

ρ Mass density

ρi Partial density

σ Cavitation number

σij Normal stress tensor

τij Shear stress tensor

Roman Letters

Symbol Description

F̄ Sum of pressure, viscous and external forces

U Velocity vector

Ωij Vorticity tensor

A Rotor area

c/R Chord length to maximum radius ratio

Cµ Turbulent viscosity constant

CL Sectional lift coefficient

CP Power coefficient

CT Thrust coefficient

Cp,min Minimum pressure coefficient

Dij Velocity gradient tensor

fi Force

k Turbulent kinetic energy

L Characteristic Length

L2 RMS residual norm

Linf Infinity residual norm

xix



List of Symbols

n Reboud density damping factor

n Rotational speed

n0 Initial cavity nuclei concentration

P Pressure

P ′ Instantaneous pressure fluctuation

P,Q,R Velocity gradient tensor invariants

P0 Absolute free stream pressure

Pl Local pressure

Pv Vapor saturation pressure

Q Torque

Qv Vapor production term

Qαi
Partial phase production term

r Local radius

r/R Local radius to maximum radius ratio

R0 Initial cavity nuclei radii

Re Reynolds number

Sij Symmetric velocity gradient (rate of strain) tensor

St Strouhal number

T Thrust

t Time

t/c Thickness to chord length ratio

U Characteristic velocity

UT Tunnel inflow velocity

V Velocity

v′i Instantaneous velocity fluctuation

vi, vj, vk Cartesian velocity components

Vref Reference velocity at tunnel inflow

Vres Localized resultant velocity

xi, xj, xk Cartesian coordinates

xx



1
Introduction

Population growth and energy production are two of the leading factors in deter-
mining an energy outlook for the world. At current growth rates and within the
next two decades, energy demand will not be balanced out by the supply (British
Petroleum, 2014). This imbalance results in an energy deficit that may be the cause
of much burden placed on the future generations which will inherit a lifestyle of
consuming too much energy, supplied from too little resources. Combined with the
growing public consciousness of environmental sustainability, global concerns for
the catastrophic consequences of man-made climate change can bring the ideal of a
CO2-neutral energy cycle closer to reality. BP have forecast that the rate of growth
of carbon emissions will slow from 2.5% to 0.7% between 2013 and 2035, but will
remain net positive, indicating that more needs to be done in order to keep the total
tonnage of carbon footprint below that recommended by the scientific community
(British Petroleum, 2014).

1.1 Ocean Renewable Energy
Energy resources that are naturally replenished on a human timescale are called
renewables. The Earth is a lively, dynamic planet and has been transforming energy
for a long time. Resources such as plants, geothermal, wind, sunlight, waves, tides
and rain all carry energy that can be extracted by means of technology. Contrary
to Green House Gas (GHG)-emitting fossil fuels, these resources can be sustained
for an infinite period of time; they are virtually inexhaustible1.

While expanding at a rate more than that of other energy sources, renewables
are still shaping only a small fraction of the energy supply landscape perhaps as
a result of the relative young age of the industry. From a commercial point of
view the infrastructure that needs to be in place is still lacking for many of these
technologies. Ocean renewables present nonetheless an excellent opportunity to
harvest the massive resources that exist in offshore wind, wave and tidal. The focus
of attention here will be on tidal energy.

1.2 Tidal Energy
Intermittency is by far the leading downside of renewable energy sources i.e., power
is not always generated when it is needed, and when power is generated it is not

1In case of plants the condition is that they are cultivated in a sustainable manner.
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1. Introduction

necessarily needed. This combined with the fact that most renewable energy sources
are not storable makes for major logistic challenges. Tidal energy is from a practical
point of view, most competitive when it comes to predictability when in fact for all
the many square meters of solar panels already laid down, the solar energy sector
is still dependent on favorable weather; without clear skies there is no solar energy.
Wind powered turbines suffer similarly from unfavorable weather conditions, there
is always the threat of calm skies. Tidal energy on the other hand is predictable to
98% of accuracy for decades (Elghali et al., 2007).

Tides are not only predictable, but also reliable since they arise from the relative
arrangement of the masses of Earth, the Moon and the Sun, which is believed to
remain rather stable for the next few millions of years2. As long as these three
celestial bodies maintain their current arrangement, the oceans and waterways will
sustain tidal currents, and many coastlines will experience these currents twice daily
predictable down to the minutes3.

In addition to being predictable and reliable, tidal energy is in an advantage over
wind energy since a marine turbine will extract more energy compared to a wind
turbine of the same size from the same amount of incoming flow. The density of the
incoming fluid (seawater) which is about 800 times larger than air is responsible for
this difference in kinetic energy (Elghali et al., 2007).

Although thermal and density gradient effects contribute to the marine currents
on earth, the prominent driver behind such streams are the tides. Occurrence and
magnitude of tides is a function of the distance of the Moon and the Sun to the earth.
These two celestial bodies affect the tides on Earth’s waters in a combination of
different ways. In addition, the maximum current velocities during lunar revolution
cycles, water depth, 50 years wave-height, significant wave-height and proximity to
land determine the energy potential of the tides. The interested reader is referred
to Elghali et al. (2007) for a foundation on tidal energy conversion.

One of major downsides to tidal energy is the limited presence of economically
justified tidal fields around the globe. This resources harvesting capacity is further
limited by the non-continuous nature of the tidal surges which at best occur at 10-12
hour intervals. The impact of rotating machinery on the safety and well-being of
marine life is a concern that needs to be addressed on a case-by-case basis. Due to
the harsh subsea working conditions this technology is more prone to maintenance-
related downtime compared with wind or solar.

1.2.1 Tidal Resources

Past

The first fully commercialized tidal power generation plant (although technologically
different from HATTs) was established some 50 years ago in 1966 at the estuary of
the Rance River, in Brittany, France. While it may be more of a tourist attraction

2This is in fact a subject of discussion between astronomers but for the purpose of engineering
applications which rarely foresee time-spans beyond centuries, proofs of the stability of the solar
system have been developed already in the time of Lagrange (Moser, 1978).

3The most common type are semidiurnal tides. Diurnal and mixed tides exist depending among
other factors on the latitude of the coastline.

2



1. Introduction

because of its relatively small share in the consumers market, La Rance Barrage is
an indication of the heritage of renewable energy sources in practice.

Since then the development of tidal and similar technologies have been hindered
due to the excessively low price of fossil fuels. However in recent decades with rising
oil prices as well as the environmental consequences of burning hydrocarbons for
energy purposes, there is once again a well-backed initiative to revise and improve
sustainable energy sources. The political instability of many oil producing regions
in the world is another major driving force for independence from fossil fuels.

Present

While in no position to make economic forecasts, the author wishes to add that in
recent months oil prices have demonstrated a substantial drop which is not likely
to be an indication of the decline of the petroleum industry as a whole but rather
a transient situation caused primarily by the aforementioned political instabilities.
There have been at least two major similar oil price drops within the past three
decades and the current trend is understood to eventually reverse as did its prede-
cessors. That being said, the petroleum industry is unlikely to transform internally
and make room for emerging energy sources. This needs to be orchestrated by ex-
ternal organizations, institutions and regulators so that short-term thinking can not
hinder the long-term investments that are needed in order to mature such a young
but rapidly growing industry.

Global tides are estimated to hold a capacity of 100 GW installed power. Un-
fortunately this massive and predictable energy source is not available worldwide.
Only certain waters harbor the potential for tides and that is from a power distri-
bution point of view, challenging. Where it does exist however, for example in the
UK, tidal energy can provide potentially an estimated 18 TWh/year which adds up
to 5% of the country’s energy demand (Hardisty, 2008). With an off-grid mind-
set of how power should be produced and transported, it can already benefit local
communities a great deal.

State of the art in terms of power production per turbine is at the time of
this thesis 2.5 MW from a stream at 4.0[m/s] which is the rated power of the
D15 model from French developer Sabella. A Chinese state-owned prototype tidal
generator with rated power of 3.4 MW has been deployed very recently off the island
of Zhoushan for testing and is expected to start generating an annual output of 6,000
MWh by June, 2016.

There exists a trend of deploying "tidal farms" comprised of multiple smaller
turbines instead of a single larger turbine on the grounds that excessively large
turbines will not be cost effective to manufacture and maintain (Carbon Trust,
2011). If such deployment strategies prevail, the ceiling for projected megawatts
will be virtually non-existent.

Future

As valuable as local consumers are, whether the tidal turbines can be used locally
is irrelevant. Such is the case with petroleum and similar energy carriers, where
the product can be transported rendering it an issue of logistics for the technology
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developers. To have the infrastructure in place for when the market demand surfaces,
is the success factor. It is an interesting time with government and inter-government
funds and subsidies in the millions of Euros flowing into various renewable energy
startups and research institutes. The same is happening with implementation and
safety protocols from classification societies (most recently from BV and DNV GL)
as the finalized versions are just being published.

Fortunately the trend has been set for major oil companies to initiate within
their R&D departments a (still small but valuable) renewables division. It is not at
all unimaginable that in the long run these renewable divisions will grow to shape
a large part of the profit that goes into the companies at which point the idea of
halting fossil fuel excavation can be deemed not so Utopian. This just might be the
dawn of the age of commercialized marine renewable energy.

1.2.2 Technology Concepts
A Tidal Energy Converter (TEC) can be categorized under six different types based
on the working principle according to EMEC (2015):

• Horizontal Axis Tidal Turbines (HATT): The tidal stream rotates the blades
around the horizontal axis thus generating power. These resemble underwater
wind turbines. See Figure 1.1a (MCT, 2011).

• Vertical Axis Tidal Turbines (VATT): These turbines employ the same concept
as HATTs but unlike HATTs they are mounted on a vertical axis. The tidal
stream causes the blades to rotate around the vertical axis. See Figure 1.1b
(ESRU, 2006).

• Oscillating Hydrofoil: In this type of device a hinged arm with a hydrofoil
attached to one end oscillates by the lift forces caused by the stream on the
hydrofoil. A hydraulic system then converts the energy of this motion to
electricity. See Figure 1.1c (Harris, 2012).

• Enclosed Tips (Venturi): By employing the Venturi Effect, these devices sub-
ject the hydro-turbine to the concentrated flow through the duct and magnify
flow velocity. See Figure 1.1d (Harris, 2012).

• Archimedes Screw: A helical cork-screw shaped device is mounted on an in-
clined central shaft and draws power from the stream through the flow of water
up and around the spiral. See Figure 1.1e (Flumill AS, 2012).

• Tidal Kite: Much like an underwater kite, which has a turbine attached to it,
this device completes its rounds on an infinity symbol-shaped (∞) path thus
increasing the speed of water inflow to the turbine. See Figure 1.1f (Minesto
AB, 2011).

Other types of devices which employ very unique designs and working principles
also exist that do not fall under these recognized categories.
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(a) HATT (b) VATT

(c) Oscillating Foil (d) Venturi

(e) Archimedes Screw (f) Tidal Kite

Figure 1.1: Tidal energy converters categorized according to EMEC (2015).
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1.2.3 Fixture Methods
The TECs are further categorized based on their method of fixing on site:

• Seabed Mounted / Gravity Base: Either by attaching the turbine to seabed or
allowing it to rest on the seabed due to its massive weight, this technology can
be combined with mooring lines.

• Pile Mounted: Much like what is done with large wind turbines the device is
mounted on a pole that has penetrated the ocean floor. If a horizontal axis
device is used with this type of mounting, it is possible to allow the turbine
to yaw around the vertical axis. The pole could also be used to lift up the
turbine for maintenance above water level.

• Floating: There can be three ways to float a turbine structure:

– Flexible mooring: Using subsea cables the device is moored to the seabed
and allowed to swing with the direction of the stream.

– Rigid mooring: The connection lines are rigid and allow very little move-
ment.

– Floating structure: An array of turbines may be mounted on a floating
structure where the floating structure itself can move relatively freely,
moving the entire array of turbines with it. See Figure 1.2.

(a) (b)

Figure 1.2: (a) Array of Tocardo turbines mounted on a floating structure (Tidal
Energy Today, 2015a), (b) turbines lowered into the water, maintaining close prox-
imity to the surface (Tidal Energy Today, 2015b). This raises concerns regarding
cavitation.
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• Hydrofoil Inducing Downforce: By mounting multiple hydrofoils on the frame,
this structure uses the downforce generated by the hydrofoils to secure itself
to the seabed, provided that the sectional area is sufficient to counteract the
overturning moment.

1.3 Literature Survey

HATT experimental studies

A comprehensive series of tests have been performed in the towing tank and cavita-
tion tunnel of the University of Southampton by Bahaj et al. (2007) on a reference
turbine. These included parametric studies of immersion depth, inflow velocity, tur-
bine rotational velocity, cavitation number and blade pitch among other factors,
results of which are used herein in the form of Figure 3.3. The non-dimensionalized
values defined in consistence with the experiments are described below. Newcastle
University (Shi et al., 2015), University of Newcastle upon Tyne (Wang et al., 2007)
and the University of Manchester (Mcnaughton, 2013) have also performed their
independent tests on other similar turbines.

Numerical studies on the Southampton turbine

The Southampton turbine has been the subject of numerical studies with em-
phasis on different operational aspects. Wetted flow Reynolds-Averaged Navier-
Stokes (RANS) and Large Eddy Simulation (LES) computations of Afgan et al.
(2013) and LES computations of McNaughton et al. (2014) have been performed
where the fluid structure interactions including the turbine mast were subject of in-
vestigation. Turnock et al., (2011) use coupled BEM-RANS modeling to study the
wake of an array of tidal turbines. In Lloyd et al., (2011b) the CFD library Open-
FOAM is used to make power predictions with Unsteady Reynolds-Averaged Navier-
Stokes (URANS). Banks et al., (2013) also uses Blade Element Method (BEM) and
LES to study fluid structure interactions. Noise generation of the tidal turbine is
the subject of studies in Lloyd et al., (2011a).

There has also been simulations performed on the Southampton turbine using
ReFRESCO which is the code used also in this thesis and further introduced in
Section 2.5. The direct predecessor of the present research is the Otto et al., (2012)
studies, in which steady RANS simulations of the turbine were performed without
taking into account the cavitation phenomenon. It was originally proposed in that
paper that this be performed as future work. The Lampe (2015) internal report
contains valuable experiences with regards to using the structured GridPro mesh
used also herein, although only wetted flow simulations were performed therein.
The poor convergence behavior of that study is a target for improvement in the
present thesis.
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Non-dimensional analysis

The Tip Speed Ratio (TSR), thrust (CT ) and power (CP ) coefficients are used
frequently in the present report when referring to experimental and numerical results
and are non-dimensionalized as

TSR = ωR

UT
, CT = T

1
2ρU

2
TA

, CP = QωR
1
2ρU

3
TA

(1.1)

where ω[rad/s] is angular velocity4, R[m] is rotor radius, UT [m/s] is tunnel inflow
velocity, T [N ] is thrust loading in x-direction for three blades, Q[N.m] is torque
with reference to the x-axis and A[m2] is the rotor diameter area defined as πR2.

1.4 Significance of Cavitation in HATTs

As noted above, some applications propose the concept of fixing the tidal turbines
on a hanging structure connected to floating platforms. This proximity to the water
surface introduces risks of additional cavitation on the blades. Given the emergence
of such concepts, a solid study on the cavitating characteristics of the tidal turbines
seems justified, if not overdue. It is conceived that there exists a "cavitation safe"
region where the hydrostatic pressure is high enough and distance to sea bed is large
enough to avoid harmful interactions.

Cavitation is associated with thrust reduction, erosion, vibration and noise all
of which need to be carefully investigated in conventional propeller designs for ex-
ample. The presence of the support structure which would suffer from the pressure
pulses and erosiveness of tip vortex cavitation calls for an investigation into these
formations. Cavities which form and collapse on the blade surface can cause effi-
ciency and stability degradation in the life cycle of the turbine and thus need to be
avoided as much as possible.

To the best of the authors knowledge at the time of writing, there has been very
little URANS studies on the cavitation of HATTs. Huang et al., (2015) studied
cavitation inception on a counter-rotating HATT setup using the solver CFX14.0.
Lee et al., (2012) performed a design process for the turbine blades with cavitation
inception delay in focus. But for the majority of such simulations, the cavitation
phenomenon is neglected.

The lack of interest in cavitating HATTs is likely a result of their deep water
applications where with ample hydrostatic pressure concerns over cavitation are
more or less alleviated. Floating support structure concepts however intrigue the
scientific mind to determine whether cavitation truly is a non-issue. The author is
thereby convinced that such an investigation should be initiated at the early stages
as to reduce design alterations later on in the development of the turbines.

4Not to be mistaken with rotational speed (n) with dimensions [rps], [rpm] or [Hz] which is used
for non-dimensionalization of pressure.
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1.5 Objective and Scope of Work
The general goal is to simulate cavitating flow around a HATT using URANS meth-
ods. Simulations will be carried out using the viscous-flow solver ReFRESCO with
a built-in cavitation model. A standard HATT setup will be investigated under
different flow velocities and rotational speeds. Analysis will focus on cavitation in-
ception and cavitation dynamics. Of special interest would be to investigate which
parameters yield the horse-shoe cloud cavity reported in Bahaj et al., (2007), as this
type of cavity is often highly erosive. Furthermore the reproduction of this specific
cavity form will contribute immensely to the validation of the numerical procedure.
In summary the objectives are to:

1. Reproduce wetted flow calculations by Otto et al., (2012) using the new version
of ReFRESCO and the new structured grid generated by Lampe (2015),

2. Perform verification study by using these structured grids in steady wetted
flow condition,

3. Perform unsteady wetted flow calculations and compare with steady results,

4. Perform validation against experiments,

5. Perform unsteady cavitating flow calculations and compare with experiments,

6. Analyze flow field details both for wetted and cavitating flow calculations.

1.5.1 Limitations
There are several aspects of the Experimental Fluid Dynamics (EFD) tests that are
not preserved in the simulations. The cross section of the cavitation tunnel which
will influence pressure on the blades especially closer to the tip has not been taken
into account as is shown in Figure 3.8. Furthermore the blade geometries have been
modified as explained in Section 3.2.

The effects of gravity acceleration and density variations thereof have been omit-
ted. Free surface effects are also not included as a result of the large immersion
depth. There are no full scale Reynold’s number tests performed herein.

1.6 Report Layout
Chapter 2 will delve deeper into the mathematical foundations behind the used tur-
bulence and cavitation models as well as their physical definitions. The CFD solver
ReFRESCO is introduced and methods for capturing flow properties like vortices
and cavitation dynamics are explained. The chapter is concluded by an outline of
the performed numerical computations. In Chapter 3 the experimental setup and
findings are summarized and the numerical setup will be presented including grid
details and Boundary Condition (BC) settings. In Chapter 4 a formal verification
study is performed including grid refinement analysis. The numerical uncertainties
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attained thereof are later used in the presentation of results in Chapter 5 where var-
ious findings from the simulations are reported. Finally Chapter 6 will summarize
the report and propose beneficial expansions for future work.

Although the report is carefully cross referenced for the non-sequential reader, it
is recommended to proceed with the chapters in the presented order. The reader is
presumed to have some familiarity with the basic concepts of cavitation, turbulence
and its modeling. References do however exist throughout the text in order to aid
the interested reader in extending their knowledge of the mechanical principles of
turbulent flow.
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Numerical Methodology

This chapter explains the underlying physics of turbulent flow and cavitation, then
proceeds to introduce their numerical modeling and the techniques that are used for
solving these models.

2.1 Turbulence
In the absence of a unanimous definition for turbulent flow one must resort to some
of the characteristics of flow to identify turbulence, which are (Davidson, 2011):

1. Irregularity: Not to be confused with randomness, turbulent flow exhibits
chaotic behavior. Different length and velocity scales of eddies do exist within
any given region of a turbulent flow for limited periods of time. These various
eddy scales contribute to what is known as the cascade process (see Dissipa-
tion) responsible for the transfer of kinetic energy from the main flow into the
smallest scales of turbulence. This behavior although chaotic, is governed by
the Navier-Stokes Equation.

2. Diffusivity: Due to the eventful nature of turbulent flow, it is highly efficient
in diffusing fluid properties such as its momentum, friction and heat transfer.

3. High Reynold’s Numbers: While it is difficult to draw a precise line with
regards to turbulence initiation, it is generally understood to appear in high
Reynold’s number values.

4. Three-dimensionality: Turbulent flow is always unsteady and three dimen-
sional even for 2D bodies.

5. Dissipation: Turbulence ultimately generates heat from the kinetic energy of
the mean flow. This is materialized by the subsequent transfer of kinetic
energy from the largest eddies to the smallest where it is finally transformed
into internal energy i.e., heat. This is known as the cascade process.

6. Continuum: Even the smallest eddy structures are sufficiently larger than the
molecular scale to allow the flow to be treated as a continuum.

2.2 Basic Cavitation Theory
Existence of gas cavities within an otherwise single phase fluid is for the major-
ity of engineering applications considered an adverse phenomenon. The origins of
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cavitation are generally traced to the local thermodynamic characteristics of the
continuous medium in liquid phase, namely pressure and temperature among other
parameters. Cavitation is similar to boiling in that both are thermodynamic pro-
cesses in which the liquid phase changes to gas phase. The difference being that
boiling occurs due to an increase in the local vapor pressure of the liquid that is
sufficient to surpass the ambient pressure thus enabling the phase change. In case
of cavitation, the liquids local pressure must fall (likely under an adiabatic process)
below that of the vapor saturation pressure at the ambient temperature, so that the
tensile strength of the liquid can no longer maintain a liquid phase, analogous to a
rupture in the liquid continuum.

In simpler terms, a drop in local fluid pressure below that of the saturated
vapor pressure which is primarily a function of temperature, will under certain
circumstances result in cavitation nucleation. The nuclei are of the smallest possible
diameter of a gaseous sphere that the liquids surface tension allows. If cavitating
conditions are sustained over a relatively long period of time (in the order of a
second) the nuclei are permitted to grow and develop into various known forms of
cavities. Generally, the conditions that are required to sustain cavity nuclei are a
mechanical equilibrium between the internal pressure of the cavity caused by the
gas’ partial pressure and the surface tension of the "micro-bubble".

One common mechanism through which the nuclei may grow to become bubble
cavities is the transition of the nuclei through a region of low pressure where they
will maintain equilibrium and undergo a diameter increase. There exist a range
of cavity formations which behave rather differently from one another. Franc and
Michel (2006) categorizes these as:

• Bubble cavities which frequently appear at the point of inception for regions
of isolated low pressure.

• Sheet cavities cover extended regions of low pressure on the surface of the
body. These are further categorized under partial and supercavities where the
difference is in the extent of the cavity. The partial cavity as the name suggests
covers only partially the surface of the body, whereas supercavities engulf the
body completely and even extend beyond the dimensions of the body.

• Vortex cavities are caused by the low pressure inside vortex cores either in
turbulent wakes or inside tip vortices.

Combinations of these formations may also exist on the same body at the same
time. See Figure 2.1 for some cavitation structures on a marine propeller.

If the nuclei are subjected to excessively low internal pressures for a sufficient
length of time, the destabilized vapor sphere will collapse immediately and violently,
as soon as the external pressure increases beyond its threshold. Here the time period
required to sustain the nuclei at low internal pressure is long compared to the collapse
time, if the exposure time is short the nuclei might oscillate in size instead of growing
steadily.

There needs to be a mass transfer to vapor from liquid for the cavity to sus-
tain beyond the inception point. This is maintained by the dissolved gas within
the surrounding liquid. Thermal exchange is also a phenomenon that impacts the
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(a) Bubble cavity (b) Tip vortex cavity

(c) Partial sheet cavity (d) Tip vortex cavity

Figure 2.1: Propeller cavitation, courtesy of The National Physical Laboratory.

evolution of cavity from nuclei to inception to collapse as the process is mainly gov-
erned through a combination of energy equilibrium equations. This evolution has
been aptly described by Franc and Michel (2006, p. 21).

2.2.1 Inception

According to Byrne et al. (2011), the trio of controlling factors behind cavitation
inception specific to turbomachinery such as HATTs are understood to be: 1) the
tangential speed of the blade, 2) blade orientation and 3) flow velocity. Together with
general influencers such as submergence depth/static pressure and fluid properties
one will get an image of the state of cavitation in flow.
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In general fluid mechanics the cavitation criteria that can be used -regardless
whether or not the flow is cavitating- is the non-dimensional cavitation number

σ = P0 − Pv
1
2ρV

2 (2.1)

where P0 is an absolute free stream (reference) pressure, Pv is the vapor saturation
pressure at given temperature and V is reference velocity. Note that the free stream
pressure is inclusive of atmospheric pressure.

The cavitation number in Equation (2.1) is therefore a property of the general
flow and is non-localized. In order to evaluate cavitation inception thus a measure
is needed to reflect the local properties of the flow. This comes in the form of
a parameter known as the minimum pressure coefficient CP 1 which is normally
negative and defined as

CP,min = Pl − P0
1
2ρV

2 (2.2)

The practical conditions which satisfy the requirement that local pressure (Pl)
be equal to the vapor saturation pressure (Pv) gives

σ = −CP,min. (2.3)

Equation (2.3) is used as the cavitation inception criteria (Franc & Michel, 2006).
It is well worth noting that additional parameters such as water impurities and
dissolved gas content (e.g. air) play a role in the generation of cavitation nuclei and
are disregarded in simulations where a single phase, pure continuum assumption lies
behind the definition of the working fluid that is water.

2.2.2 Shedding

As a sheet cavity reaches its maximum chord-wise extent, the macroscopic pressure
variations along and over the cavity result in a certain pattern in the velocity field.
This velocity pattern known as the re-entrant jet which is common in 3D curved foil
surfaces (such as that of the NACA 63-8xx series which is used herein) ultimately
causes the sheet cavity to detach from the blade surface, this process is known as
shedding and is for turbomachinery usually a periodic phenomenon2.

In CFD the re-entrant jet comes in the form of velocity vectors that approach the
axis of symmetry of the sheet cavity from both directions and "swoop" underneath
the cavity in the upstream direction thus causing it to detach from the wall surface
as demonstrated in Figure 2.2. These are further discussed in the Results chapter.

1Not to be confused with the power coefficient which uses the same annotation.
2It has been argued by Hoekstra and Vaz (2009) that the very concept of the re-entrant jet

model is physically inadequate for viscous flow applications as it fails to satisfy mass conservation.
It has nonetheless been used for the past three decades as the basis for many successful cavitation
dynamics modeling platforms within the potential flow domain.
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Figure 2.2: Dynamic behavior of partial sheet cavity and the role of the re-entrant
jet in cavity shedding (Franc & Michel, 2006).

2.2.3 Collapse

Contrary to the mechanism behind cavitation inception, the collapse of cavities
depends on, among other factors the cavity type. A bubble cavity for instance can be
terminated by either a collapse under increasing external pressure or a rapid growth
that is succeeded by a collapse. It may also sustain an oscillation of consecutive
growths and collapses known as a rebound. Alternatively, an unlimited growth may
occur that will eventually lead to the transformation of the spherical (bubble) cavity
into a greater more complex structure.

The simplification that results in the dynamics described above is only valid as
long as contributions from certain parameters such as non-condensible gas content
(e.g., air), surface tension and to a lesser extent the effects of viscosity are ignored.
When these influencers enter the picture, the governing equations known as Rayleigh-
Plesset describe a much more complex dynamic behavior (Franc & Michel, 2006).

If it is determined that a marine current turbine is most efficient under cavitating
conditions (as is the case with marine propellers) it would become of special interest
to investigate the dynamics and life-cycle of the cavities in detail since the erosive
nature of cavitation is predominantly due to the collapse mechanism.

2.3 Governing Equations

Flow behavior is frequently described by physical expressions in the form of the
Navier-Stokes equations. These equations are the conservation of mass and Newton’s
second law for viscous fluids assuming the fluid can be treated as a continuum -as
opposed to discrete particles- which will be explained below.
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2.3.1 Continuity Equation
The balance of mass equation in tensor notation reads (Davidson, 2011)

dρ

dt
+ ρ

∂vi
∂xi

= 0 (2.4)

which for incompressible flow (ρ=constant) becomes

∂vi
∂xi

= 0. (2.5)

2.3.2 Newton’s Second Law
The equation for conservation of momentum for a Newtonian viscous fluid is (David-
son, 2011)

σij = −Pδij + 2µSij −
2
3Skkδij

τij = 2µSij −
2
3µSkkδij.

(2.6)

By entering Equations (2.6) into the viscous stress balance equation

ρ
∂vi
∂t

= ∂σji
∂xj

+ ρfi (2.7)

one will get

ρ
dvi
dt

= −∂P
∂xi

+ ∂τji
∂xj

+ ρfi = −∂P
∂xi

+ ∂

∂xj

(
2µSij −

2
3µ

∂vk
∂xk

δij

)
+ ρfi (2.8)

where the last term (ρfi) represents net volume forces and µ is dynamic viscosity.
Conservation of mass for incompressible flow stipulates that the second term in the
parentheses be equal to zero, and by taking the constant viscosity outside of the
derivative and considering that

∂

∂xj
(2µSij) = µ

∂

∂xj

(
∂vi
∂xj

+ ∂vj
∂xi

)
= µ

∂2vi
∂xj∂xj

(2.9)

the Navier-Stokes equation becomes

ρ
dvi
dt

= −∂P
∂xi

+ µ
∂2vi
∂xj∂xj

+ ρfi (2.10)

which also encompasses the continuity equation. This equation is rightfully also
referred to as the transport equation for momentum. These governing equations
are only valid if the flow is laminar and single-phase. In the present work however
turbulent cavitating flow is the subject of interest and as such should be incorporated
into the mathematical models.
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2.3.3 Reynolds Averaged Navier-Stokes
Turbulent flow as the name suggests contains fluctuating phenomena. For flow
studies one is often interested in the mean values rather than their time histories. A
method known as Reynold’s decomposition allows one to filter out the fluctuations
and obtain the flow variables in their mean form. The instantaneous variables of
velocity and pressure for example can be decomposed into (Davidson, 2011)

vi = v̄i + v′i
p = p̄+ p′

(2.11)

where the first terms on the right hand sides are the averaged and the second terms
are the instantaneous fluctuation value. By time-averaging these equations and
using v̄i = v̄i + v′i = v̄i + v′i one gets

v′i = 0, p′ = 0 (2.12)

thus eliminating the fluctuating terms.
A great reason behind using time-averaging is that numerical methods used for

solving the Navier-Stokes equations require fine grids and small timesteps to resolve
the many different turbulent scales and capture the unsteadiness of the flow. By
using time averaged Navier-Stokes (also called RANS) the computational burden is
reduced by allowing coarser grids and relaxed timesteps that only need to correspond
to the mean value scales.

It can be shown that the final form of time averaged continuity and Navier-Stokes
equations become (Davidson, 2011)

∂v̄i
∂xi

= 0

ρ
∂v̄iv̄j
∂xj

= − ∂p̄

∂xi
+ ∂

∂xj

(
µ
∂v̄i
∂xj
− ρv′iv′j

) (2.13)

with the assumption that the main flow is steady. The new term ρv′iv
′
j appearing on

the right hand side is called the Reynolds stress tensor which represents the corre-
lation between fluctuating velocities and needs to be modeled to close the equation
system in (2.13). There are different ways to model this term but in eddy-viscosity
models such as those introduced below it is treated as an increase in viscosity, defined
as turbulent viscosity µt.

Since the turbulence models used herein are widely commercialized eddy-viscosity
incompressible RANS models, there will be no need for the underlying modeled
equations which can be readily found in contemporary CFD handbooks. For sake of
avoiding repetitiveness, the author wishes to cite Versteeg and Malalasekera (2007)
as one of available publications for the interested reader. More specific details on the
turbulence models’ terms, constants and equations are also readily available through
the published works cited after their respective titles. The models used thus are k-ω
(SST-2003) (Menter et al., 2003) and k-

√
kL (Menter et al., 2006) herein abbrevi-

ated as KSKL which is understood to present superior similarity with experiments
as thoroughly described in the reference.
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2.3.4 Multiphase Turbulence Modeling
A general transport equation that is valid for turbulent flow is written for the pa-
rameter φ as

d

dt

∫
φdV =

∫
(∂φ
∂t

+∇.φū)dV =
∫

(Dφ
Dt

+ φ∇.ū)dV, (2.14)

it can then take the form of the continuity equation if density of the fluid ρ is used
as the transported parameter φ thus giving

∂ρ

∂t
+∇.ρū = ∂ρ

∂t
+ ū.∇ρ+ ρ∇.ū = Dρ

Dt
+ ρ∇.ū = 0 (2.15)

which is valid for any control volume. Equation (2.15) simplifies to the continuity
equation ∇.ū = 0 in case of an incompressible fluid as was previously shown, see
Equation (2.5).

One way to model multi-phase flows, the VOF method (Hirt & Nichols, 1981), is
based on the assumptions that each of the phases is homogeneous and incompress-
ible. For an arbitrary number of phases we have

ρ =
n∑
i=1

ρiαi , µ =
n∑
i=1

µiαi ,
n∑
i=1

αi = 1 (2.16)

where ρ is mass density, µ is viscosity and αi is the volume fraction of phase i. For
the momentum equation, values for mixture density and mixture viscosity as defined
by Equation (2.16) need to replace the usual density and viscosity in Equations (2.6).
By replacing φ with ρū in Equation (2.14) one will get the momentum transport as

∂ρū

∂t
+∇.ρūu = F̄ (2.17)

where F̄ includes pressure, viscous and external forces.
The transport equation that governs the volume fractions of the species is defined

similar to the momentum equation as

∂αi
∂t

+∇.(αiū) = Qαi
(2.18)

with Qαi
as the source term. From the incompressibility of each species it follows

that the continuity equation is maintained as ∇.ū = 0 same as before.
It remains now only to setup a computational premise in which the VOF model

can be discretized and solved. Multiphase models including Sauer (Sauer & Schnerr,
2001), Singhal (Singhal et al., 2002), Şenocak (Şenocak, 2002), Kunz (Kunz et
al., 2000), Ahuja (Ahuja et al., 2001) and others are available in ReFRESCO. For
the present application the Sauer cavitation model is selected due to its previous
applications with the ReFRESCO solver but also since it is the most physical (or
less unphysical) one (Hoekstra & Vaz, 2009) and is now implemented as the solvers
default cavitation model. Equation (2.18) is rewritten for the vapor phase as

∂αv
∂t

+∇.(αvū) = Qv (2.19)
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using the source term

Qv = S

ρv
= (4πR2n0)(1− αv)

√
2
3
|pv − p|
ρl

for p < pv,

Qv = S

ρv
= −3αv

R

√
2
3
|pv − p|
ρl

for p ≥ pv

(2.20)

The original settings proposed by Sauer and Schnerr (2001) are used which are initial
nuclei concentration n0 = 108 nuclei

m3water
and nuclei radii of R0 = 30µm. The solver then

allows the bubble radius to vary from its initial value through the relation

4
3πR

3n0 = αv
1− αv

(2.21)

but limits it at all times in the range of 3 × 10−5m < R < 1.0m in order to avoid
anomalous radii near the extremes. It has been explained by Hoekstra and Vaz
(2009) that the source term in multiphase transport equations (among other effects
such as evaporation and condensation) causes regions of the flow with lower mass
density to receive greater influence from the momentum exchange.

2.4 Reboud Correction
The Reboud correction (Reboud et al., 2003) is an ad hoc method used frequently
in the industry when employing RANS simulations for cavitation. Since cavitation
contains by nature multiple spatial and temporal flow scales and RANS modelling
is an averaging method it can be argued that cavitation is not realistically cap-
tured compared with methods solving time varying turbulence, such as any Scale-
Resolving-Simulation methods3. It is also known, that RANS or URANS methods
do damp the intrinsic unsteadiness of cavitating flow, due to the too high eddy-
viscosity values at the cavity interface and reattachment zones. One way to deal
with this dilemma is to use an explicit correction to the turbulent viscosity based on
vapor fraction i.e., the turbulent viscosity is lowered in mixed regions. This method
is in fact a modification to the k-ε RNG (Yakhot et al., 1992) turbulence model,
that enables it to emulate the transient cavitation of a compressible k-ω model
which allows density fluctuations (Coutier-Delgosha et al., 2003) as demonstrated
for a Venturi-type section with applications further extended to turbomachinery in
Reboud et al., (2003).

All k-ε models including the standard k-ε RNG model which was employed in
Yakhot et al., (1992) use the total viscosity µ in the Reynolds equations as defined
from the sum of molecular and turbulent viscosity as

µ = µt + µl (2.22)

where µt = ρCµk
2/ε and Cµ = 0.085. The Reboud correction redefines the turbulent

viscosity as
3Such as DES, DDES, SAS, PANS, LES and DNS.
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µt = f(ρ)Cµk2/ε (2.23)

where

f(ρ) = ρv + ( ρv − ρ
ρv − ρl

)n(ρl − ρv) , n� 1 (2.24)

Arguing that the re-entrant jet is mainly composed of liquid this reduction in
eddy-viscosity is understood to be responsible for enabling incompressible RANS
equations to capture transient cavitation behavior such as shedding4 (Coutier-Delgosha
et al., 2003). ReFRESCO implements the eddy-viscosity correction in the form of
µt,corr = f(α)µt where

f(α) = ρv + (1− α)n(ρl − ρv)
ρl

(2.25)

which is Equation (2.24) re-written for the vapor volume fraction α where n values
can vary between 1 and 10 for minimal and maximal eddy-viscosity damping.

Although the Reboud correction to turbulent viscosity has been developed and
applied for the k-ε RNG formulations, in this thesis it has been used for the KSKL
and k-ω (SST-2003) models.

2.5 CFD Tool
The simulations are performed using ReFRESCO v2.1.0, a CFD RANS solver for
multiphase viscous flows. It has built-in turbulence and cavitation models (Vaz et al.,
2009). The discretization is performed by a finite-volume method using collocated
grid arrangement and a variation of the SIMPLE algorithm enforces conservation
of mass (Klaij & Vuik, 2013). There is a choice between 1st or 2nd-order implicit
backward time discretization schemes. The different equations coupling is restored
using a segregated approach i.e., each equation is solved for with regards to a specific
variable and then coupling is maintained by the iterative process. An arbitrary
number of cell faces as well as hanging nodes are allowed. Modern features including
moving, sliding and deforming grids, as well as automatic grid refinement are also
available. Aside from RANS, methods such as SAS and DES can be performed and
the solver can be used in MPI. It is designed to run on Linux.

The solvers schematic procedure is outlined in Figure 2.3, where the set of equa-
tions solved depends on the flow problem at hand. It would be easier to understand
this process if one divides them into three iteration loops: the time loop, the outer
loop and the inner loop. ReFRESCO segregates the equations which are otherwise
coupled and then solves them each with regards to a single variable of interest. All
transport equations use the 1st order upwind discretization scheme with the excep-
tion of the momentum equation which is discretized using the higher order QUICK

4The legitimacy of employing the Reboud correction has been questioned due to its hybrid
nature, where it is effectively transforming the RANS method into something that is not quite
physically understood. Like any ad hoc method by definition it resolves a practical issue without
providing a universal physical justification.
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Figure 2.3: Solution scheme used by ReFRESCO for time-dependent flow problems
(Vaz & Hoekstra, 2006).

scheme, then through the iterative process shown the non-linear character of the
equations is restored as well as their coupling. The discretization employs a cell-
centered, collocated arrangement, finite volume method (Vaz & Hoekstra, 2006).

In case of unsteady simulations the time discretization is performed by the im-
plicit three time level 2nd order accurate backward scheme.

2.6 Vortex Identification via the Q-Criterion

The existence of vortices and cavitation are closely related as they can both be an
indicator for regions of local relative low pressure and high velocity. In turbomachin-
ery they become more relevant because of the rotational nature of the flow. While to
a non-mathematician observer it may be quite straight forward to identify a vortex
as a circular flow motion, it can be rather difficult for scientists to reach a unanimous
verdict on where the vortex structure limits are. To this end flow analysts have been
trying to come up with methods that best describe the characteristics of the flow
which result in a vortex structure. A very detailed and practical compilation of
some of the more advanced methods is available in Holmén (2012).

The present work adopts the Q-Criterion method for identification of vortices
which is based on the second order velocity gradient tensor. One can decompose
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this tensor into a symmetric and an anti-symmetric part as

∇u = Dij = Sij + Ωij (2.26)

where Sij = 1
2( ∂ui

∂xj
+ ∂uj

∂xi
) denotes the rate of strain tensor and Ωij = 1

2( ∂ui

∂xj
− ∂uj

∂xi
) is

the vorticity. A characteristic equation for ∇u is then defined as

λ3 + Pλ2 +Qλ+R = 0 (2.27)

where P,Q and R denote the invariants of the velocity gradient tensor. By using the
decomposition in Equation (2.26) the Q invariant can be expressed as

Q ≡ 1
2(u2

i,i − ui,juj,i) = −1
2ui,juj,i = 1

2(||Ω||2 − ||S||2) (2.28)

where the absolute tensor value ||D|| of a tensor D is defined as ||D|| = [tr(DDT )]1/2.
The condition of Q > 0 is thus used as an incompressible flow vortex identification
criterion (Kolář, 2007). By looking at Equation (2.28) one can in plain terms state
that the Q-Criterion signifies the prevalence of vorticity over strain-rate. The addi-
tional requirement that vortex pressure be lower than ambient pressure makes the
Q-Criterion an excellent candidate for cavitation related vortex identification.

2.7 Moving Grids
When resolving the flow around moving objects, it is important to specify the refer-
ence frame being used since it will impact the way the Navier-Stokes equations are
written.

Depending on the time dependency of the cases, two different ways are used to
simulate the rotation of the turbine blades and hub. In case of steady simulations,
an Absolute Formulation Method (AFM) is used where the equations are expressed
in a body-fixed coordinate and the variables in an earth-fixed reference frame. This
method greatly eases the modeling and resource requirements by virtually rotating
the computational domain instead of the turbine geometry.

In case of unsteady simulations, both the equations and variables are expressed in
an earth-fixed reference frame using the moving grid (MVG) or Arbitrary Lagrangian-
Eulerian (ALE) method. Here, the blade and hub geometries rotate in accordance
with the respective TSRs and as a result the situation becomes transient i.e., un-
steady. Increased computational effort as well as simulation of multiple timesteps is
thus required in order to resolve these cases.
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3.1 The Experiments

One of the cornerstones of the scientific method is the repeatability of the results of
experiments conducted by different researchers. More so, is this true in case of nu-
merical methods where validation and verification of results are of high importance.

For this reason the so-called Southampton turbine, a turbine with ample amount
of experimental and computational data available is selected. The reference turbine
used by Bahaj et al., (2007a), Bahaj and Myers (2003), Bahaj et al., (2007b) and
Batten et al., (2008) comprises of three blades and is developed from the NACA
63-8xx foil series as defined in Table 3.1.

Table 3.1: NACA 63-8xx foil series particulars

r/R Radius (mm) c/R Pitch distribution (deg) t/c (%)
0.2 80 0.125 15 24
0.25 100 0.1203 12.1 22.5
0.3 120 0.1156 9.5 20.7
0.35 140 0.1109 7.6 19.5
0.4 160 0.1063 6.1 18.7
0.45 180 0.1016 4.9 18.1
0.5 200 0.0969 3.9 17.6
0.55 220 0.0922 3.1 17.1
0.6 240 0.0875 2.4 16.6
0.65 260 0.0828 1.9 16.1
0.7 280 0.0781 1.5 15.6
0.75 300 0.0734 1.2 15.1
0.8 320 0.0688 0.9 14.6
0.85 340 0.0641 0.6 14.1
0.9 360 0.0594 0.4 13.6
0.95 380 0.0547 0.2 13.1
1.0 400 0.05 0 12.6

The experimental rig consists of the three-bladed rotor fixated on a yaw-controlled
shaft which drives the generator above the vertical support tube. The setup can be
seen in Figure 3.1, with a view from inside the cavitation tunnel of the assembled
model in Figure 3.2.

23



3. Case Definition

Figure 3.1: Computer model of the experimental rig in the cavitation tunnel.
Photograph courtesy of Bahaj, Molland, et al. (2007), University of Southampton.

Figure 3.2: Inside the cavitation tunnel looking downstream. Photograph courtesy
of Bahaj, Molland, et al. (2007), University of Southampton.

Several operating conditions have been used in the experiments and a broad range
of data exists as a result. Two of these operating conditions have been selected in
relevance to the present thesis. These are the TSR diagram studies (case A) and
the cavitation simulations (case B). The results are expressed in terms of the non-
dimensionalized parameters CP and CT against TSR in Figure 3.3.
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Figure 3.3: Experimental results for two operating conditions, reconstructed after
Bahaj, Molland, et al. (2007).

3.2 Numerical Setup

Initially the same HexPress grid as in Otto et al., (2012) was used which is an
unstructured grid with hanging nodes. The grid was too big and concessions were
made to the trailing edge geometry which intrinsically delivered less accurate results.
The fact that it was unstructured practically inhibited proper verification studies.
As easy as it is to make, it is indeed designed using older techniques and has been
discarded.

The newer grids used herein are generated using GridPro and have substantially
reduced file sizes. Since these are overlapping grids, this leads to the presence of a
mesh interface. Credit goes to Lampe (2015) for generating these grids as well as
performing wetted flow simulations as was mentioned in the literature survey. Table
3.2 lists cell counts for used grids and Figures 3.4 and 3.5 show the blades meshes.
The grids with the straightened blade root are used for Case A simulations and the
grid with designation 0.64* (G3*) is used for Case B. There have been no simpli-
fications applied to the trailing-edge, and the series of geometrically similar grids
now facilitate the application of verification procedures. Although they enable the
generation of coarser grids these are relatively more cumbersome to make compared
with the HexPress mesh.

In order to avoid increased computational burden, for the the non-cavitating
cases used to obtain the TSR diagrams, the geometry of the blade roots are modified
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Table 3.2: Grid summary

Grid Name Grid Designation Interior Cells Blade Root
G1 0.4096 3,069,888 Straightened
G2 0.512 7,464,720 Straightened
G3 0.64 15,720,024 Straightened
G4 0.8 29,102,472 Straightened
G3* 0.64* 8,390,592 Cylindrical

from that of the model used in the cavitation tunnel experiments. The connection
between the blade root and the hub has been straightened from its original cylindrical
profile to one resembling a continuation of the blade section, as seen in Figure 3.7b.
This is done to prevent an unsteady wake which would impose larger computational
effort needed to accommodate for solving the added turbulence. The uncertainty
that arises from this modification has been previously demonstrated in Otto et al.,
(2012). For cavitation simulation series however, a realistic blade geometry is used
because of the already resource-intensive nature of the computations, see Figure
3.7a.

Attention is drawn to the fact that two different blade pitch geometries are used
in this thesis, expressed by the Hub Pitch Angle. The non-cavitating TSR diagram
calculations (case A) use a blade geometry with a set angle of 5 degrees which
translates to 20 degrees hub pitch angle. The cavitating calculations (case B) uses
blade geometry with 10 degrees set angle, resulting in hub pitch angle of 25 degrees.
These two cases are also different in the way that their respective reference velocities
are defined; for the TSR diagrams the point of interest is at r/R = 0.7 where it is
believed to generate maximum lift, for the cavitation case however the blade tip is of
greater importance since most of the cavity is located near the tip. This distinction
is applied through the definition of the localized resultant velocity:

Vres =
√
U2
T + (ωr)2 (3.1)

where local radius r is set to 0.7R for TSR diagram cases and R for cavitation
studies1. Another differentiating factor is the tunnel inflow velocity UT which is set
to 1.73[m/s] for case A and 1.4[m/s] for case B. The difference is due to the different
benchmark conditions that were used to validate each of these series of simulations.
Case particulars have been summarized in Table 3.3 indicating that for case A only
wetted flow simulations for multiple TSRs have been performed including a grid
refinement study, and for case B cavitating flow simulations for a single TSR are
performed without a grid refinement analysis.

3.3 Computational Domain
The Inflow BC is placed on a distance equal to 8 rotor diameters upstream and the
Outflow BC is 8 diameters downstream of the rotor plane. The external cylindrical

1This velocity is used for the cavitation inception indicator in Equation (2.2).
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(a) G1 (b) G2 (c) G3 (d) G4

Figure 3.4: Straightened blade-hub connection geometry, pressure side.

(a) G1 (b) G2 (c) G3 (d) G4

Figure 3.5: Straightened blade-hub connection geometry, suction side.

27



3. Case Definition

(a) Pressure side (b) Suction side

Figure 3.6: Cylindrical blade-hub connection geometry for grid G3*.

Table 3.3: Simulation setup summary

Case Steady
Wetted
Flow

Unsteady
Wetted
Flow

Cavitating
Flow

UT
[m/s]

Hub
Pitch
Angle

Vres
Radius

Blade
Root
Geometry

A X X - 1.73 20o 0.7R Straight
B X X X 1.4 25o R Cylindrical

Pressure BC has a radius 8 times the rotor diameter. This large domain (Figure 3.8)
is selected in order to eliminate the boundary effects on the flow near the turbine,
however it is believed that this simplification will introduce a level of uncertainty
which has been previously addressed and quantified by Otto et al., (2012). The
no-slip wall BC is used for blades and the hub. Zero yaw is used in all simulations.
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(a) (b)

Figure 3.7: Blade root geometries used in (a) cavitating case with hub pitch angle
25o, (b) TSR diagram cases with hub pitch angle 20o.

Figure 3.8: Computational domain and boundary conditions.

An Inflow BC assumes the three velocity components to be given by a Dirichlet
condition, while the pressure is extrapolated to the boundary from the interior. On
Outflow boundaries the convective flux is evaluated using zeroth order extrapolation,
implying that the cell center values substitute face values. The pressure or the
pressure gradient normal to the boundary thus needs to be known since in an Outflow
BC all quantities (including pressure) are calculated by considering a Neumann BC
where the normal gradients are equal to zero (Vaz & Hoekstra, 2006).
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3.4 Strategy
The work is conducted in two separate but similar parts: TSR diagram studies (case
A) and cavitation studies (case B). A visual breakdown of the procedure is displayed
in Figure 3.9 where the first two stage are common for both cases A and B, but the
final stage (multiphase simulations) is only performed for case B.

Since this research is based on one experimental and two Computational Fluid
Dynamics (CFD) studies, alterations to the configurations used in previous simula-
tions must be checked not to disturb the integrity of the results. For this purpose
every new result shall be confirmed against an appropriate benchmark i.e., the ex-
perimental results for that specific set of conditions. After establishing the working
mesh, working turbulence model and cavitation tunnel configuration (inflow velocity,
turbine RPM, reference pressure) the following general procedure is performed:

1. A steady state TSR study using the AFM equations is performed.

2. The solution of the AFM is used to initiate an unsteady RANS wetted flow
TSR study.

3. The solution of the converged URANS simulation is resumed for the TSR of
interest with the cavitation model activated. The resulting flow field is the
final solution that the investigations will be based on. The flow is analyzed
with regards to vapor content, velocities (to identify jet-streams and vortices),
pressure distribution, and thrust and power coefficients.2

At each stage the overall results are verified against the benchmark cases by looking
at the CT and CP coefficients. See Section 1.3 for these definitions.

2Refer to Table 3.3 for different setup definitions.
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Figure 3.9: General simulation work-flow.
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Verification Study

An inherent property of turbulence modeling is that the physical problem is not
directly solved, instead it is modeled. It is then inferred that errors exist within the
obtained results of such a calculation. These errors and uncertainties are twofold; on
one hand there is a question of how accurately the modeled problem represents the
physical problem, this is the subject of validation procedures. On the other hand
the solutions to the equations must be verified to have been solved using the correct
numerical methods, which leads to verification.

As far as validation is concerned the modeling error is only as good as the cer-
tainty of the benchmark results (in this case the cavitation tunnel experiments). For
verification however a set of standard procedures can be performed on the obtained
results in order to measure the uncertainties associated with the numerical methods
in use. This is the subject of the current chapter.

Before a case-specific verification study can be performed on the task at hand,
the CFD code needs to be verified through a process that is naturally called code
verification. For commercial packages such as ReFRESCO, code verification is usu-
ally performed well ahead of the release of the software and for various test cases.
In addition, later studies have engaged the issue of code verification for ReFRESCO
such as that of Vaz et al., (2009), Toxopeus and Vaz (2009) and Rijpkema and Vaz
(2011). The subject is therefore not touched upon within the present work since the
software is believed to have been adequately verified.

A verification study for application of ReFRESCO on the Southampton HATT
was previously carried out in Otto et al., (2012) with satisfactory results. The
grid refinement study is however performed once more here in the first simulation
stage (steady cases) in order to optimize run-times and resource allocation as well
as to determine the numerical uncertainty of the CFD results. This is of course
facilitated by the structured grids which permit a systematic cell size reduction,
crucial for assessment of the discretization error; see subsection 4.1.1 below.

4.1 Uncertainty Estimation
As stated by Eça et al., (2010b) the lack of knowledge of numerical uncertainties for
a calculation could lead to fallacious conclusions.

The numerical uncertainties as defined by Eça et al., (2010a) refer to the interval
that contains the exact solution to the problem expressed with a certain degree of
confidence. The aim is to maintain this interval below 5% of the solved value

φi − Uφ � φexact � φi + Uφ (4.1)
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where Uφ is the numerical uncertainty of the solution φi for an unknown exact
solution φexact.

It is generally accepted that the uncertainties comprise of three main components
which are the round-off error, the iterative error and the discretization error. Round-
off errors are easiest to alleviate since using a precise enough number of digits in the
calculations reduces this to acceptable levels. By using double digit (10−16) precision
this error can be considered negligible. The iterative error is addressed in Section
4.1.2 and is not attained in all TSRs for all grid densities, therefore safety factors
must be introduced as will be explained shortly. Consequently the uncertainty will
be dominated by discretization errors, which are a result of a) the non-linearity of
the equations that are solved in CFD, and b) the approximation that finite-volumes
represent a fluid continuum and algebraic equations represent PDEs.

4.1.1 Discretization Uncertainty
The use of the finite volume method in solving RANS equations introduces errors
that are caused by the size of the cells. In principle by using an infinite amount
of cells, thus reducing their size to zero one must obtain results with very little
discretization error. In practice, not only is this not possible due to computational
limitations it is also not always the case that a solely larger cell count necessarily
improves certainty. A procedure must then be performed to evaluate the amount of
this uncertainty to accompany the results.

The Richardson Extrapolation (RE) is a frequently used method for estimating
the discretization error ε as

ε ' δRE = φi − φ1(
hi

h1

)p
− 1

(4.2)

with subscript 1 referring to finest grid properties. It is stated by Eça et al., (2010b)
that due to the sensitivity of the observed order of accuracy for a grid refinement
study the error estimator in Equation (4.2) alone is not a reliable indicator, and
as a result three separate error estimators are defined which will be used based on
the value of p. Although within the monotonic convergence criteria of p > 0, when
the achieved curve fits are outside the "reasonable" range of 0.95 6 p 6 2.05, the
following definitions are used as error estimators:

Uφ = min(1.25δRE + Us, 3δ12
RE + U12

s ) for p ≤ 0.95
Uφ = max(1.25δRE + Us, 3δ02

RE + U02
s ) for p ≥ 2.05

(4.3)

with Us, U02
s and U12

s being the standard deviations of the least squares fits. The
additional error estimators used above are defined as δ02

RE = φi − φ0 = α01h
2 and

δ12
RE = φi − φ0 = α11h+ α12h

2 determined in the least squares sense.
In order to perform the verification procedures it is required that the results

are converged to the asymptotic range. Turbulent flow, especially in the presence
of cavitation is known to not satisfy this requirement easily when modeled using
eddy-viscosity RANS models (Eça et al., 2010a). This should be considered and is
taken into account by use of safety factors for expressing the numerical uncertainty
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Table 4.1: Discretization uncertainties for G3 grid calculations using k-ω (SST-
2003), safety factor of 3 applied

TSR 4 5 6 7 8
UCP

[%] 7.9 5.6 3.6 1.8 0.6
UCT

[%] 20.4 1.2 0.7 1.7 2.0

as Uφ = Fs|ε|. The safety factor is dependent on proximity of the observed order
of accuracy to the formal order of accuracy and ranges between 1.25 and 3. It is
recommended to select safety factor of 3 in cases where it is known that the grid is
too coarse to yield asymptotic range results even if the observed order of accuracy
is satisfactory.

When monotonic convergence is not observed (for instance oscillatory conver-
gence), the use of safety factor 3 is warranted and since RE no longer applies, an
alternative error estimator (with linear accuracy) is defined. Equation (4.2) should
then be modified to

ε = δφ(
hi

h1

)
− 1

(4.4)

where δφ is the range of data i.e., the range between the two most different values.
Table 4.1 lists the discretization uncertainty values for CP calculated from Equa-

tion (4.2) and for CT from Equation (4.4). These procedures have been performed
for the k-ω (SST-2003) turbulence model with the G3 grid used as the target of
the uncertainty analysis. Although verification here is applied only to the steady
simulations, a similar approach can be performed by taking into account not just
space but also time refinement to be applied to the unsteady cases. In principle,
uncertainty is case-dependent therefore the procedures have been performed inde-
pendently for each TSR value. Important to mention is that the extrapolated value
of the flow parameter itself can not be used as result, since its sole purpose is to
estimate the error of the flow parameter (Eça et al., 2010a).

4.1.2 Iterative Convergence
The system of governing equations of flow is nonlinear, and RANS solvers such
as ReFRESCO deal with this nonlinearity through an iterative process where with
each round of iteration the solution error becomes smaller and the solved parameters
approach an acceptable range of their actual (mathematically solvable) values.

Following the practice of Make and Vaz (2015) the iteration error can be esti-
mated using values of any integral quantity φ (in our case CP and CT ) from the last
200 outerloops as

Ui = max
(
|φi − φend|
|φend|

)
(4.5)

where φi is the integral quantity at iteration i. This error is deemed negligible as
long as it is two orders of magnitude smaller than the discretization error. Table 4.2
displays the attained values which are mostly a fraction of a percent except for the
lowest TSR. The error is thus considered as negligible; however the behavior with
regards to residuals is further discussed below.
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(a) TSR4 (b) TSR5

(c) TSR6 (d) TSR7

(e) TSR8

Figure 4.1: Least square fits for CP values.
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Table 4.2: Iterative uncertainties for G3 grid calculations using k-ω (SST-2003)

TSR 4 5 6 7 8
UCP

[%] 0.69 0.02 0.05 0.05 0.09
UCT

[%] 1.16 0.01 0.03 0.02 0.04
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Figure 4.2: Residual norms decreasing for steady calculations at TSR=4, G1 grid.

The residual is a mathematical term defined for each equation which represents
the error F (x∗) − b as obtained by inserting the approximate solution x∗ into the
equation F (X) = b. Consequently the residual for any equation has the same
dimensions as that equation.

ReFRESCO normalizes the residuals in the form of L2 and L∞ norms. The resid-
ual norms that were earlier obtained by Lampe (2015) using the same grids as herein
proved to be unsatisfactory since they stagnated at high levels close to 1. In the
present work the stagnation is still observed for most TSRs and most mesh densities,
except now at one order lower values (close to 0.1). In some cases such as that of
the Fine grid at TSR=8, or the Coarse grid at TSR=4,8 the residual norms seem to
be dropping continuously which presents a possibility for good iterative convergence
given enough simulation time. The median TSR value of 6 always exhibits highly
oscillating behavior and its average value stagnates. The convergence behavior of
the calculations is thus highly case dependent as Figures 4.2 and 4.3 display residual
norms for two of the grid densities that were used in the grid refinement study as
explained in Section 4.1.1.

Since convergence behavior is not satisfactory, the location of the highest resid-
uals becomes of interest. Maximum velocity residuals are shown in non-normalized
form for the two cases of wetted and cavitating flow in Figure 4.4. The wetted
flow appears to be unable to converge near to the hub and trailing edge vortices
while for cavitating flow the maximum residuals exist mainly at the cavity closure
line (See Figure 5.20 for extent of cavity). One should not ignore the effect of re-
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Figure 4.3: Residual norms stagnating for steady calculations at TSR=4, G4 grid.

fined timesteps with the cavitating simulations which has clearly contributed in the
reduction of residuals.

4.2 Considerations on EFD Data
The experimental results do not include an uncertainty analysis and are therefore
unfit to be used in a proper validation procedure1 due to the lack of error mar-
gins. "Graphical comparison" of the obtained results in the form of the thrust CT
and power CP coefficients is therefore used as the only measure of evaluating the
computational results resemblance to real world results.

The modified blade to hub connection geometry is assumed as in Otto et al.,
(2012) to have influence on the uncertainty of the thrust and power coefficient mea-
surements. These were previously evaluated for the single TSR of 5.15 by stating
the difference between CP and CT predictions for cylindrical and straightened blade
root geometry. The resultant uncertainties were found to be 0.5% for CP and 2.6%
for CT values where the same uncertainty was assumed to be valid for all TSRs.
Naturally these values could not be used herein due to the different grids in use and
a fresh validation is in order. However as mentioned, in the absence of experimental
measurements uncertainty values a validation procedure is postponed.

1Such as that of ASME V&V 20 (Zou & Larsson, 2014) for instance.
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(a) (b)

(c)

Figure 4.4: Position of cells with maximum VelocityX residuals: (a) unsteady
wetted flow, (b) unsteady cavitating flow and (c) near cavity closure line.
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Results

5.1 Steady Wetted Flow Analysis
The resulting thrust and power coefficients for TSRs 4 through 8 on medium density
grid are displayed in Figure 5.1. Disagreement with experimental values is observed
to be greatest in the lower TSRs. These are indeed operating conditions with more
flow separation observed along the span of the blades and could indicate that the
simulation needs to improve in capturing transitional flow.

Figure 5.1: Steady computation thrust (CT ) and power (CP ) coefficients against
experiments for UT = 1.73[m/s] and 20o Hub Pitch Angle.

The error bars correspond to the numerical uncertainties as calculated in Chap-
ter 4. Grid convergence uncertainty for medium grid dominated the verification
analysis and the results have therefore been used for both turbulence models, al-
though the verification study was performed only for k-ω (SST-2003). Compared
with thrust coefficients, the smaller discrepancy of the power coefficient with ex-
periments suggests that the anomalous force predictions may be located nearer to
the blade root thus having smaller contribution to the torque values -which are then
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used for calculating the power coefficient. This is investigated by observing the pres-
sure distribution and the limiting streamlines on the pressure and suction sides for
different TSRs using the k-ω model in Figures 5.2 and 5.3. The pressure distribution
is displayed through the non-dimensionalized pressure coefficient Cpn here defined
as

Cpn = P − P∞
1
2ρ(nD)2 (5.1)

where P [Pa] is local pressure, P∞[Pa] is tunnel inflow pressure which is set to zero for
reference, n[1/s] is revolutions per second and D[m] is rotor diameter. Lower values
of the pressure coefficients at the blade tip for all TSRs and on the leading edge of
the pressure side at TSR=8 indicate the possibility of cavitation in these regions
and is further investigated below in the cavitating flow analysis. The leading edge
pressure drop at TSR=8 can be further recognized as one cause behind the power
coefficient decrease in the TSR diagrams.

Due to the fact that no slip boundary conditions are applied to the blade surfaces
it is not possible to visualize streamlines immediately on the blades as it will display
the rotational speed of the blade itself. Instead by plotting the shear stress on the
blades in vectors one can visualize what is an indication of the limiting streamlines.
The pattern of decreased flow separation regions is clearly visible as TSR increases.

5.2 Unsteady Wetted Flow Analysis
By using the solutions of the steady cases for field initiation, the blade and hub
geometries are then rotated using the MVG method instead of AFM. Flow is solved
at 3 degree intervals due to best-practice guidelines for propellers in ReFRESCO
which results in the force and power predictions seen in Figure 5.4.

Compared with the steady results, an improvement in terms of agreement with
the experimental results can be seen. This is indeed expected since the physical case
in question is an unsteady one which demands a transient numerical setup in order
to reproduce the flow in its entirety. For this reason the pressure distribution and the
flow regime is visualized in Figures 5.5 and 5.6 for the pressure and suction side of the
blade for 5 TSRs after one revolution. Interestingly for the lower TSRs where large
disagreements with experimental data had been observed in steady calculations, the
pressure distribution is now higher which explains the improved thrust and power
predictions. This indicates that in order to resolve the flow conditions in which
larger flow separation across the span of the blade exists, simulation of the flow
in transient mode yields more realistic results. It is an interesting finding in that
the steady simulations performed previously in Otto et al., (2012) for instance had
already attained reasonable results without the use of time discretization.

Additionally in the lower TSRs the KSKL model appears to deliver better results
which is in fact attributed to longer running times. It has been observed from the
steady simulations and another unsteady case (not presented in this report), that
the two turbulence models yield close force and power predictions under similar
running times.

Thrust and power coefficient variations with time are shown for TSR=7,8 in
Figures 5.7 and 5.8 where 120 timesteps equal one revolution and each timestep
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(a) TSR4 (b) TSR5 (c) TSR6 (d) TSR7 (e) TSR8

Figure 5.2: Pressure distribution and limiting streamlines for steady calculations,
pressure side. UT = 1.73[m/s] and 20o Hub Pitch Angle using k-ω (SST-2003).

(a) TSR4 (b) TSR5 (c) TSR6 (d) TSR7 (e) TSR8

Figure 5.3: Pressure distribution and limiting streamlines for steady calculations,
suction side. UT = 1.73[m/s] and 20o Hub Pitch Angle using k-ω (SST-2003).
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Figure 5.4: Unsteady computation thrust (CT ) and power (CP ) coefficients against
experiments for UT = 1.73[m/s] and 20o Hub Pitch Angle.

represents 100 outer loop iterations. It is observed that the stabilized values are
obtained at one revolution which is more or less typical for other TSRs as well,
however it takes approximately half a revolution longer for the predictions to stabilize
for lower TSRs where as mentioned before, flow separation prevails. The convergence
behavior is also shown in the figures which again only partially satisfies the 10−6

acceptable threshold .

5.3 Cavitating Flow Analysis

The procedure for cavitating flow calculations is similar to the TSR diagrams with
an additional multiphase stage in the end which is administered using four different
numerical setups as demonstrated in Figure 3.9, except this time only one TSR is
selected and used, thus no TSR diagrams for the cavitating case. The full blade
root geometry is employed, the Hub Pitch Angle is increased to 25◦ and advance
per timestep in decreased to 0.25o.

Before cavitating simulations can be performed, a wetted flow solution is needed.
This, similar to the Case A procedure consists of a steady wetted flow simulation
followed by an unsteady wetted flow simulation. The single phase field solution
needs to be reproduced for the cavitating conditions reported by experiments which
is different than flow conditions that were used for the TSR diagrams. The solver
inputs that have been successfully used for the simulations of Sections 5.1 and 5.2
are therefore reconfigured to correspond to the only TSR of the cavitating case.
The cavitation-yielding conditions of interest as documented in Bahaj, Molland,
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(a) TSR4 (b) TSR5 (c) TSR6 (d) TSR7 (e) TSR8

Figure 5.5: Pressure distribution and limiting streamlines for unsteady calcula-
tions, pressure side. UT = 1.73[m/s] and 20o Hub Pitch Angle using k-ω (SST-2003).

(a) TSR4 (b) TSR5 (c) TSR6 (d) TSR7 (e) TSR8

Figure 5.6: Pressure distribution and limiting streamlines for unsteady calcula-
tions, suction side. UT = 1.73[m/s] and 20o Hub Pitch Angle using k-ω (SST-2003).
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Figure 5.7: Variation of thrust and power prediction with time, convergence be-
havior for unsteady calculations using KSKL at TSR=7.
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Figure 5.8: Variation of thrust and power prediction with time, convergence be-
havior for unsteady calculations using KSKL at TSR=8.

et al. (2007) are turbine speed at 250 rpm, TSR=7.5, Vres = 10.6, σ = 0.63 and
23, 000[N/m2] tunnel side static pressure which resulted in a 15% partial sheet cavity
over the blades suction side. .

Figures 5.11 and 5.12 show a comparison of the turbulent wake generation for
the different turbulence models used. It is seen that k-ω (SST-2003) yields a larger
turbulent wake compared with KSKL despite both models resulting in the almost
identical flow separation mid-chord on the pressure side.

The same pattern is observed at a higher blade section at 0.7R blade radius
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Figure 5.9: Left: 25o hub pitch angle, flow speed= 1.4[m/s], TSR=7.5, σ = 0.63.
vapor volume fraction=0.1 highlighted in magenta, Q-criterion=1 highlighted in
gray transparent iso-surfaces. Right: Cavitation tunnel high speed camera photog-
raphy of the same case. Photograph courtesy of (Bahaj, Molland, et al., 2007) and
University of Southampton.

Figure 5.10: Pressure side cavity near blade tip at leading edge, 10% vapor volume
fraction highlighted in magenta.
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(a) Steady (b) Unsteady (c) Cavitating

Figure 5.11: Turbulent wake generation in terms of eddy-viscosity non-
dimensionalized for molecular viscosity. Blade section at r/R = 0.2 using KSKL
turbulence model.

(a) Steady (b) Unsteady (c) Cavitating

Figure 5.12: Turbulent wake generation in terms of eddy-viscosity non-
dimensionalized for molecular viscosity. Blade section at r/R = 0.2 using k-ω
(SST-2003) turbulence model.

going through the suction side cavity in Figures 5.13 and 5.14 where it is further
observed that the presence of the cavity has an influence on turbulent viscosity
contour morphology most visibly near the cavity closure line.

Flow visualization in Figure 5.15 for the two turbulence models at a blade section
very close to the tip where both pressure and suction side cavities exist indicates that
the cavity predictions are larger when using k-ω (SST-2003) once again contributing
to the notion that cavitation is highly turbulence-sensitive. These cavity sections
are investigated in more detail below where the effects of the Reboud correction are
discussed.

The vortical field is visualized in Figure 5.16 with the pressure side cavity visible
in the upstream view and the suction side cavity visible in the downstream view.
The two turbulence models yield fairly identical results here and only results from
k-ω are presented.

One way to observe the effect of turbine operation on the flow is to look at stream
kinetic energy in the presence and absence of cavitation. As visualized in Figure
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(a) Steady (b) Unsteady (c) Cavitating

Figure 5.13: Turbulent wake generation in terms of eddy-viscosity non-
dimensionalized for molecular viscosity. Blade section at r/R = 0.7 using KSKL
turbulence model.

(a) Steady (b) Unsteady (c) Cavitating

Figure 5.14: Turbulent wake generation in terms of eddy-viscosity non-
dimensionalized for molecular viscosity. Blade section at r/R = 0.7 using k-ω
(SST-2003) turbulence model.

5.17 multiple stagnation points exists throughout the flow most notably at the bow
of the hub as well as aft of the hub and to a lesser visibility on the pressure side
of the blades close to the root. Kinetic energy is here calculated based on the 3D
velocity magnitude. Note that the images represent different timesteps as it is not
possible to have cavitating and wetted flow at the same instance. This is because of
the simulations workflow which always puts cavitating flow 2 revolutions after the
wetted flow simulation is completed. The blade rotations are however selected so as
to correspond to the same turbine position. There is no tangible difference observed
from this comparison and the tip vortices are missing but the clockwise hub vortices
are visible via the hot spots.

5.3.1 Cavity Dynamics and Shedding
The multiphase simulations result in similar sheet cavity coverage on the suction side
compared with experiments, interestingly an additional partial sheet cavity near the
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(a) (b)

Figure 5.15: Model comparison for flow visualization using velocity streamlines
and cavity prediction at r/R = 0.95 blade radius, with higher than 50% vapor
volume fraction indicated in red.

leading edge of the pressure side is observed which was not previously reported by
the experiments, see Figure 5.10.

Despite the fact that no cavity shedding has been reported by the experiments,
inspection of the flow field in cavitating flow indicates properties which may be
attributed to transient phenomena such as shedding of the partial cavity. Most
notably the development of the horseshoe cavity structure points towards transient
cavitation behavior.

A chord-based Strouhal number analysis shows that the selected timestep of
0.25o is likely inadequate in capturing the developments of the re-entrant jet such
as the rise time and cloud shedding. An acceptable Strouhal number corresponding
to the periodic behavior of partial sheet cavity shedding is 0.3 describing a 30% rise
time compared with the shedding period (Franc & Michel, 2006).

Based on the cavity extent as observed in Figure 5.20, the chord-wise cavity
length at the maximum extent which is used as characteristic length is approximately
60% of the blade chord length. Using the resultant velocity at r/R = 0.95 from
Equation (3.1) the Strouhal number as defined by

St = νL

U
(5.2)

with ν as shedding frequency, L as charcteristic length and U as characteristic
velocity is set to 0.3 which gives a shedding period of 4.344e-3 seconds. This is
the time it should take for a re-entrant jet in the order of mean flow to traverse
the maximum extent of the partial cavity. As the timestep for calculations is set to
1.662e-3 seconds corresponding to a 0.25o advance per timestep, it is concluded that
temporal resolution is inadequate since best practices in ReFRESCO use a value of
Tref/100 as time advance where Tref is the physical period.
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(a) Pressure Side

(b) Suction Side

Figure 5.16: Vortical field visualization via Q-Criterion=3, 10% vapor volume
fraction shown in magenta.
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(a) Wetted Flow (b) Cavitating

Figure 5.17: Flow kinetic energy non-dimensionalized by free stream kinetic en-
ergy, KSKL model.

As previously seen in Figure 5.15 the velocity streamlines that engulf the suction
side cavity resemble the patterns of a re-entrant jet. Figure 5.18a inspects these
patterns more closely, where it is seen that local velocity vectors form a span-wise
vortex at the closure line of the cavity. The vorticity, when aligned with the span
of the blade can be an indication of the re-entrant jet and the subsequent vapor
shedding (Koop, 2008). It is verified that the vortex formation is not purely a result
of the blade surface curvature when the non-cavitating flow is observed for the same
blade section in Figure 5.18b.

In addition to the observation that total vapor coverage is hardly sensitive to
time (Figure 5.19), it is also of interest to determine whether the blades position has
any effect on the generated amount of vapor. To that end a single blade is picked
out and monitored for vapor fraction variations in Figure 5.20 as it completes one
revolution. It should be noted that the indicated timesteps on their own are not
important but the difference between the timesteps indicates the relative position of
the blade throughout a revolution, where each timestep equals a 0.25o advance. The
same blade loading variations are observed for both turbulence models thus switching
from one set of data to the other is understood not to harm the coherence of the
analysis, at least on the subject of interest here. The onset of a possible re-entrant jet
can be identified through the streamtraces that are approaching the cavity closure
line along the span. No noticable change is seen in the coverage or structure of the
cavity iso-surface. Streamlines appear to be constant with time nearer to the tip.
Close to the hub connection however there appears to exist a transient vortex but the
vortex exits the blade surface far away from the major sheet cavity formation1. The
constant pressure distribution, streamlines and cavity volume can be contributed to

1These blade root turbulent vortices reported in Otto, Rijpkema, and Vaz (2012) were the
reason for modifying the cylindrical connection geometry.
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(a)

(b)

Figure 5.18: Vorticity in and around the suction-side cavity region (a) cavitating
flow, (b) wetted flow.
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the omitting of gravity effects i.e., as far as the blade pressure is concerned there is
no difference between the top and bottom of a revolution cycle, especially since the
inflow has uniform conditions. However the loss of cavitation dynamics is not due to
this, the smooth outline of the cavity iso-surfaces hint towards the need for higher
cell refinement near the cavitation susceptible regions which can be one important
reason behind the static presence of the cavity. In an effort to "liven up" the vapor
region the Reboud correction is applied to the flow.
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Figure 5.19: Vapor volume variation with time, k-ω (SST-2003).

5.3.2 Eddy-Viscosity Correction
It was earlier suggested that incompressible RANS simulations may after all be
inadequate in capturing the dynamics of cavitation. A proper improvement strat-
egy would be to increase mesh density at the cavity region and perhaps even use
finer timesteps, but since these operations require considerably greater time and
computational resources a more readily available method is employed.

The Reboud correction as previously explained in Section 2.4 is used to decrease
the viscosity near the cavitating regions in order to allow for the vapor to more easily
be influenced by flow momentum. Initially the highest Reboud damping factor for
ReFRESCO was used but this resulted in numerical instability. Consequently the
damping factor was switched to a very low value of (n=1) against recommendations
by the original author as seen in Equation (2.24). In similar application such as the
work of Li et al., (2010), n values as high as 100 have been used and ReFRESCO
does not impose any limitations on the parameter, however in the original definitions
values close to 9 have been suggested by Coutier-Delgosha et al., (2003).

Figure 5.21 revisits the vorticity in and around the suction-side cavity from Fig-
ure 5.18 with the Reboud correction applied. A closer view of the velocity field
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Figure 5.20: Suction side of a single blade at various deflection angles as it com-
pletes one revolution. 10% vapor volume fraction highlighted in magenta, KSKL
model.

surrounding the vapor-liquid interface and more importantly at the cavity-blade
interface towards the trailing edge reveals that vorticity is now modified and veloc-
ity vectors near to the cavity-blade interface have been intensified. This is to be
expected of the eddy-viscosity correction, however the vector magnitudes are still
small and can not result in a fully extended re-entrant jet that would reach the entire
chord-wise length of the cavity. The eddy-viscosity was also observed to be iden-
tical at the slices where it was previously observed, images are omitted to prevent
repetitiveness. It becomes interesting then to determine what causes the correction
to not yield the expected shedding or detaching response.

Figure 5.22 shows three of the possible n values that can be used to employ the
Reboud correction. Value of n = 1 corresponds to the case mentioned above. An
iso-line for the 10% vapor volume fraction values is plotted which should serve to
indicate a reasonable cavity boundary for our purposes. The intensity of the Reboud
correction factor is increased with higher values of n. It is found that the region of
influence of the correction barely reaches the boundary of the cavity, which is the
area where most dynamic activities are expected, even for the intermediate value
of n = 5. Only at n = 10 does the maximum effective region of the eddy-viscosity
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(a) Original cavitation model. (b) Reboud correction model.

Figure 5.21: Effect of Reboud correction with n = 1 turbulent viscosity damping
on the velocity field.

reduction factor reach the closure line of the cavity where one would expect the re-
entrant jet to develop. For smaller n values the correction will only influence regions
with very high vapor volume fractions close to 1 which in the present case lie in the
center of the chord-wise extent of the cavity. This is identified as the reason why
applying the eddy-viscosity correction has not been fruitful in adding dynamics to
the cavity formation and suggests that low values for n are not effective.

(a) n = 1 (b) n = 5 (c) n = 10

Figure 5.22: Role of value n in Reboud correction influence over the vapor region.
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6.1 Conclusions
The single benchmark case of interest for this thesis is presented in Figure 5.9. As far
as reproducing the flow goes the results are quite satisfying. Since there is very little
quantitative data available for the experimental case of the high speed photograph
it can be problematic to investigate the flow for validation reasons. However with
regards to vortex identification and low pressure regions detection the comparison
is satisfactory and it is concluded that the basis for consequent investigations into
the test case have been successfully established. The numerical methodology used
for vortex identification was briefly described in Section 2.6. It is fairly straight
forward from this point on to perform URANS studies on this case and possibly
similar geometries using ReFRESCO.

• It is observed that the steady case at TSR=4 compares poorly against exper-
imental values even when a converged solution is reached, but the unsteady
wetted simulations based on those steady solutions improve with time and
approach the experimental values quite easily.

• The uncertainty analysis revealed the largest numerical errors to be associated
with low TSR values where large flow separation is observed. The simulations
ability to capture transitional flow may thus need to be improved.

• The use of two turbulence models in most cases yield similar results. One
exception is the generated wake turbulence which for k-ω (SST-2003) is found
to be greater than k-

√
kL.

• A sheet cavity is observed at the position where it was generated in the exper-
iments and similar in shape. It is found to be a steady formation and shedding
or other transformations are not captured. This is attributed to the lack of
resolution in space and time or the Reynold’s averaged methods inability to
resolve highly transient phenomena accurately.

• Evidence for existence of a re-entrant jet (velocity vectors) seem to suggest
that the flow field is resolved with adequate resolution to capture the hydro-
dynamic effects of a vapor cavity but the simulation lacks both spacial and
temporal resolution that is required to resolve the evolution of these multi-
phase hydrodynamics with time, rendering it in a seemingly steady manner
when in fact there seems to exist a shedding mechanism.
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• Use of eddy-viscosity correction is unsuccessful in improving cavity dynamics
which is investigated and found to be the result of low n values in addition to
lack of spacial resolution.

• Use of steady simulations on the coarse mesh delivers satisfactory results if
only the pressure field is of interest, from which an extent prediction for the
cavity is also possible. If however unsteady cavity dynamics are of interest,
the use of refined cells at the cavity closure line and possibly at the location
of cloud shedding is required.

6.2 Future Work
What started as a simple list of objectives has grown into a platform for multiple
future developments.

• The grid resolution used in cavitating simulations is found to be inadequate
for capturing dynamic behavior of the cavities and is thus required to increase
for future attempts.

• Effects of gravitational acceleration which in turn influences the density gra-
dient, could be a subject of further investigation. Additionally the free surface
effects and possibly an array of different wave conditions could be of interest
since the varying wave height can in fact modify cavitating behavior specifi-
cally at the blade tips when they are close to the water surface with minimal
hydrostatic pressure and mixing between the air and water.

• Restricted flow can be introduced via redefining the computational domain to
resemble the dimension of the actual cavitation tunnel in the experiments.

• Cases contained herein are entirely performed at Reynold’s numbers corre-
sponding to model scale conditions. As the Reynold’s numbers increase to the
full scale, the flow regime undergoes significant changes (Otto et al., 2012).
Due to the fully developed turbulent nature of these flow regimes it is for prac-
tical purposes suggested that the research be extended to full scale Reynold’s
numbers in order to obtain an accurate, realistic understanding of the cavita-
tion behavior of the full scale turbines.

• A local refinement of the computational grid in regions where cavities are
detected as well as employment of compressible RANS equations may prove
to aid the capturing of cavitation dynamics and collapse mechanisms.

• Extending the cavitating cases to the entire TSR range is another possible ben-
eficial development. It would be interesting (if not crucial) to demonstrate one
non-cavitating case to ensure reliability of the results obtained and methods
used herein.

• A parametric study on initial nuclei count and radii is of interest in order to
obtain an understanding of the relevance of the cavitation model.
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• For a more comprehensive verification study the inclusion of a 5th grid could
further enhance the convergence of the CT curves and is subject to future work.
The cavitating simulation can also undergo a grid refinement study.
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