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Abstract

This study concerns fluid dynamics of the flow around a rotating single gear
wheel which is partially submerged in oil within a modelled SAAB gearbox. A
literature survey shows a very limited amount of studies on this topic which are
publicly available at the moment. The experimental measurements were carried out
by means of Particle Image Velocimetry (PIV) on this very highly complex flow.
For the purpose of experimental study a test rig representing a simplified model of a
gearbox was built. The rig is specially designed for using PIV which means the optical
access to the flow is maximized. The flow similarity with respect to a real gearbox
is maintained and the working fluid is a transparent mineral oil. The wheel model
is made interchangeable and the wheel rotation speed can be varied to investigate
different operation conditions. Two different wheel models with a diameter of 220mm
were considered in the measurement, one of them is smooth and the other one has
spur teeth.

At a very low rotational speed, (50rpm), the flow is mostly in one-phase below
the oil level. As the rotational speed increases (400rpm), the flow pattern around the
wheel become chaotic and two different two-phase flows with rotation, free-surface
effects, and liquid splashing effects are involved. As the wheel rotates and splashing
lead to the creation of oil droplets in the top part of the box and air bubbles are
generated in the bottom part within the oil. At this stage the optical access become
limited by partly from bubbles and oil splashing on the window. These bubbles cause
problems due to optical refraction and distortion when laser light is illuminated on
them. This issue was partly resolved by performing the experimental measurement
in a ”transient” mode. The transient mode was applied in such a way that a trigger
signal was provided from the wheel to the PIV processor in order to allow immediate
measurements suddenly after the rotation was started.

Keywords: Particle Image Velocimetry, Digital Image Velocimetry, Laser Induced Fluo-
rescence, Double-pulsed Velocimetry, Experimental Fluid Dynamics, PIV In Multiphase
Flow.
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Nomenclature

Upper-case Roman

CD Drag coefficient
FA Added mass force
FD Drag foce
Fg Gravity force
FH History force
Fp Pressure force
Rep Particle Reynolds number
Stc Collisions Stokes number

Lower-case Greek
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τv Momentum response time
τc Characteristic time of the flow
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Abbreviations
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1 Introduction

Particle image velocimetry (PIV) is a non-intrusive technique of instantaneously obtaining
a large number of velocity vectors within a plane of a flow. Contrary to the more commonly
utilized single-point measurements, PIV allows the spatial structure of the velocity field to
be visualized as well as quantified.

In the past decade the technique has matured from only being a novel laboratory tool
into being applied in a continuously growing range of applications for example in multiphase
flows.

Multiphase flows are present in numerous industrial processes. Knowledge of multiphase
flow phenomena eases the control and optimization of the processes. However, it is difficult
to obtain knowledge of complex multiphase flows occurring in industrial processes [15].
The flow phenomena cannot be predicted by numerical simulations, and experimental
investigations have several physical limitations.

Gear lubrication is a significant concern in a wide range of engineering applications
and for industries using power transmission. GM Powertrain Sweden in Trollhättan is
developing computational fluid dynamics (CFD) models for predicting the oil flow around
rotating components, and the related drag torque.

The main object is to reduce losses in the gearbox and thereby reducing fuel con-
sumption and carbon dioxide (CO2) emissions. The oil should reduce friction between the
gearwheels and also act as a cooling fluid. The problem is that too much oil increases
the losses in the gearbox. Increasing the efficiency of the gearboxes has a great market
potential not only in the vehicle industry but in any industry where transmission is im-
portant such as the pulp industry, the mining industry, wind and hydro power industry,
etc. However since GM Powertrain are still under development, reliable measurements for
CFD model validation are required.

The flow structure around one single rotating wheel becomes complicated as the wheel
rotation increases. In a gearbox with several gears, the flow dynamic would be very com-
plex. However at a very low rotational speed (50rpm), the flow is mostly in one-phase
below the oil level. As the rotational speed increases (400rpm), the flow pattern around
the wheel will be chaotic and two different two-phase flow with rotation, free-surface ef-
fects, and liquid splashing effects will be involved, see figure 1.1. As the wheel rotates,
splashing results in the creation of oil droplets in the top part of the box and air bubbles
are generated at the bottom part within the oil. At this stage the optical access will be
limited by partly from bubbles and oil splashing on window. These bubbles cause prob-
lems due to optical reflection and distortion, when laser light is illuminated. This issue
was partly resolved by performing the experimental measurement in a “transient” mode.

Today are the behaviors of flow pattern and heat transfer in gearboxes are quite un-
known. At the moment, a literature survey shows only a limited amount of studies of this
topic which are publicly available, see [20, 17].

Figure 1.1: Flow around wheel at different velocities of rotation: 200, 400, 1200 rpm (from
left to right).
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1.1 Purpose

The purpose of this project is to provide measurement results by means of velocity fields
around rotating gears and cylinders in oil, within an modeled gearbox. The measurements
will be used in order to validate multiphase CFD models. The problem statement is
outlined in figure 1.2, as the wheel is rotating, air/bubbles and droplets will be created
below the oil level as well as above the oil level. The measurements are performed with
the use of a one-camera and an non-intrusive optical measurement technique by means of
laser-induced fluorescence, Particle Image velocimetry (LIF-PIV). If the conventional PIV
technique is applied to multiphase flow, a velocity map may be determined. It is impossible
to identify which velocity vector corresponds to which phase of the flow and Advanced PIV
technique has to be implemented. In 1991 Sridhar et al. presented an application of PIV
to multiphase flow. Thereafter many articles have been published on different multiphase
PIV techniques.

The goal of this project is to implement the best possible methods in order to utilize PIV
technique for measuring two different two-phase flow, for two different kinds of gearwheel
within the modeled gear box. The measurements will occur for

� single smooth wheel,

� single wheel with teeth, (spur, 67 teeth).

Figure 1.2: Problem formulation.
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1.2 Limitations

Two different gearwheels were studied. The measurements occur only as a single wheel,
due to the fact that it is too complicated to understand the flow phenomena with several
wheels (which exists in a real gearbox) at this very early stage.

This study is an initial step, it is crucial to understand the fundamental flow dynamics
around the wheel and between the teeth. The fact that we need to understand how to
model the simulation, what kind of fluid model one can use in each wheel and between the
teeth and general in CFD.

One of the limitations is the rotational speed we use in our measurement. In fact the
facility is build only for maximum rotational speed up to 1200 rpm, which corresponds
to 85 km/h, to be compared to a maximum car driving in road of 110 km/h. As we will
see due to accumulation and the creation of bubbles, the optical access is quite limited
and optical measurement techniques like PIV are not suitable for a rotational speed above
400rpm.

One of the main limitations are, we can’t measure the entire flow field and simultane-
ously provide good spatial resolution due to obvious limitations of the camera. In order to
avoid this limitation we perform our measurements for two field of views (FOVs), one is
twenty-five times smaller and measured below the interface, 50 × 50mm2, and the other
one is measured in both interfaces, i.e. air and oil 250 × 250mm2, see figure 1.3.

The measurements performed at the center of the wheel, at the symmetry plane. We
could run the wheel in two different directional modes, i.e., forward and reverse, one could
perform the measurements for both rotation directions and build these two measurements
together in order to obtain a full PIV measurement plane around the wheel.

Figure 1.3: Field of view of camera: 50 × 50mm2, and ∼ 250 × 250mm2.
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2 Multiphase flow

As described in the pervious section, the flow around a rotating single gear inside the
gearbox is dominated by bubbly flow, oil droplets and three phase flow, specially when
the rotational speed is above 200rpm. Therefore in this section a brief theory behind
multiphase flow will be described. The concentration of this theory is pointed to forces
that can act on a single particle/bubble or droplet.

Multiphase flow can be subdivided into four categories; gas-liquid, gas-solid, liquid-solid
and three phase flows. A important classification of multiphase flow is made in terms of
how the different phases are present in the flow, i.e. separated, or dispersed.

In a dispersed flow, one phase is typically present in form of particles or droplets and
there are many individual interfaces. In a separated flow, the phases present are relatively
separated, with only a few interfaces.

Commonly, dispersed two-phase flows are separated in two types of flow regimes, the
dilute regime and the dense regime. In the dilute regime, the spacing (inter-particle spac-
ing) between the particles or droplets are quite large, so their behaviors are governed by the
continuous phase (fluid phase) forces. In dense phase systems, the inter-particle spacing
are higher, so the inter-particle interaction are typically very important. In section 2.2, we
will discuss more about inter-particle spacing.

One way to study the dynamics of a continuous phase and dispersed phase flow is with
governing conservation (continuity, momentum and energy) equations that includes the
boundary conditions imposed by each and every dispersed particle in the flow. In fact,
different averaging procedures are made in order to study their equations.

2.1 Averaging

These commonly used averaging approaches in multiphase flow applied to an instantaneous
field φ(~x, t) are defined as; time, space, over an ensemble or in some combinations of these.
As an example time-averaging, also used in turbulent flow, defines as

< φ̄ >= lim
T→∞

1

T

∫ T

−T
φ(~x, t) dt φ̄ = φ̄(~x)

where T is an averaging timescale based on an averaging length scale.
The main assumption is the separation of scales exist and a time scale τ in the filtering is

chosen so the instantaneous quantity are averaged over time period which is large compared
to turbulent time scales but small compared to the time scale of mean components:

τturbulent fluctuation << T << τmean flow.

Also it is possible to describe the flow without time-averaging. By using space averaging,
defined by

< φ >V = lim
V→∞

1

V

∫
V

φ(~x, t) dV < φ >V =< φ >V (t)

where V is the volume based on an averaging length scale and one can assume that separa-
tion of scales must exists and the characteristics dimension of averaging volume are much
larger than characteristics dimension of the phases but much smaller than characteristics
dimension of physical systems.
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We can also take the mean (ensemble) average. This ensemble average is based upon
the existence of independent events. The averaging are not limited by volume or time
constraints.

The ensemble average of φ(~x, t) is given by

< φ >E = lim
N→∞

1

N

N∑
n=1

φn(~x, t) < φ >E =< φ >E (~x, t)

where N is the total number of realizations. Under certain condition i.e. steady flow, the
ensemble and time averaging are equivalent. For example in homogenous flow where the
statistics are independent of origin the ensemble and volume average are equivalent.

While averaging allows the mathematical solution of the problem to be tractable, there
is an apparent need to recover the loss of information regarding the local gradients between
the phases, which have to be re-supplied in the form of semiempirical closure relationships,
also known as constitutive equations.

2.2 Characterization of multiphase flows

Dependent of the problem characteristics there are a large number of important parameters
in multiphase flow (fluid mechanics). For example particle Reynolds number, Rep, Stokes
number for turbulent and collision St, Knudsen Kn, Peclet Pe, Nusselt Nn, Prandtl Pr,
Schmidt Sc, Sherwood Sh, etc. And for example in order to describe the bubble shape
and the feature of the bubble, the Weber We, Eotvos Eo, Morton M etc are used.

The Knudsen number is the ratio of the mean free path of the molecules to the particle
diameter λ/dp. Where λ is the mean free path length. The Knudsen number Kn can also
be related to the particle relative Reynolds number and Mach number as Mr/Rer. The
Knudsen number is important for the compressibility and rarefaction effects. Example free
molecule flow occurs when Kn > 10. In this regime, the flow is treated as the motion of
an individual and in transitional flow where 0.25 < Kn < 10 occurs. When approaching-
rebounding molecular collisions becomes significant to the flow filed. In particular when
10−3 < Kn < 0.25 corresponds to slip flow and finally when Kn < 10−3 corresponds to
continuum flow.

But one of the most important parameter in multiphase flows is the volume fraction
(void fraction), which define how much of the local volume is occupied by the particles in
a unit volume. The volume fraction of dispersed phase is defined as

αd = lim
δV→δV 0

δVd
δV

(2.1)

where δVd is the volume of the dispersed phase in the volume. The volume fraction of the
continuous phase is given by

αf = 1− αd. (2.2)

Note that the volume fraction in two dimensions are not equivalent to three dimensions.
The reason is the diameter of the particles in two-dimensions have not the same size as in
three-dimensions of the same volume.
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The characteristic size of the dispersed phase is also important and given is by

dp =
3

√
6V

π
(2.3)

Which assumes the volume occupied by one particle has a spherical shape.
Also particle spacing (inter-particle spacing) between the particles are important to

determine particle-particle interactions. If a particle or droplet can be treated as an isolated
element, and assuming they are homogeneously arranged, the equation of inter-particle
spacing is given by

L

dp
= 3

√
π

6αd
, αd =

d3
pπ/6

L3
(2.4)

where L is the distance between the element (particle or droplet) centers. For a dispersed
volume fraction of 10 %, the inter-particle spacing is ∼ 1.7, which suggests that the dis-
persed phase elements are to close to each other in order to be treated as isolated. Hence,
mass, momentum and heat transfer for each element are influenced by the neighboring
elements.

For example for most gas-particle and gas-droplet flows, the ratio of the material den-
sities are of order of 10−3 and the inter-particle spacing L/dp, for flows with a mass ratio
of unity is ∼ 10. In this case, individual particles or droplets could be treated as isolated
droplets with little influence of the neighboring elements on the drag or heat transfer rate.
But in fluidized beds, the mass ratio is large and the particles may be located less than 3
diameter apart so the particle cannot be treated as isolated droplets. For slurry flow, the
material density ratio can be in order of unity and the particle is insufficient to treat the
particles as isolated elements [10].

The Reynolds number (particle Reynolds number) is also an important dimensionless
number, which is the ratio of inertia force divided by viscous force. At low Reynolds number
i.e Re << 1 (Stokes flow or creeping flow) the inertia is unimportant which means that
the flow is dominated by viscous forces and this would lead to large drag forces. But the
opposite is i.e., Rep >> 1 and thus the viscous effect is unimportant which reduce the drag
force sufficiently. But in special case i.e., Rep ∼ 1 the drag coefficient is 24/Rep (Stokes
law).

Another important dimensionless number in multiphase flow is the turbulent Stokes
number, which will be better discussed in section 3.5. Other important Stokes number is
the collision Stokes number:

Stc =
τv

τcollision

(2.5)

Where τv represents the momentum response time, and τcollision represents the time scale of
inter-particle interactions. If Stc < 1 a flow may be considered as dilute, and if Stc > 1
a flow may be considered as dense. This is can be used as an additional measurement
in order to determine the importance of particle-particle interactions, next to that inter-
particle spacing.

2.3 Forces on dispersed particles

Newton’s second law can be applied to the dispersed particles. The main controversy has
described the forces acting on the particle considering a few small particles in a flow with
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Re << 1. Uniform flow is described by the pioneering work of Basset (1888), Boussinesq
(1885) and Oseen (1927), therefore abbreviated as the BBO-Eq. A more rigorous deriva-
tion of BBO-Eq can be founded in Maxey and Riley (1983). Also, the complete form of
the equation as derived by Maxey and Riley must be used if flow curvature effects are
important.

However, in Lagrangian framework the motion of single particle with a mass of mp is
given by

mp
d~up
dt

=
∑

~Fp (2.6)

The right-hand-side of Eq (2.6), represent the forces acting on the single particle, i.e., drag,
gravity, virtual added mass, history or Basset force, force due to pressure and shear stress
from the fluid, Magnus and Saffman lift forces, Faxen correction forces, thermophoretic
forces, and the last force represents the forces due to fluid turbulent dispersion and Brow-
nian motion, given as:∑

~Fp = ~FD + ~Fg + ~FA + ~FP + ~FH + ~FLift + ~FFaxen + ~FTherm + ~FTurb (2.7)

2.3.1 Drag force

The “steady state” drag is the drag force which acts on the particle or droplet in a uniform
pressure field when there is no acceleration of the relative velocity (~uf − ~up) between the
particle and the conveying fluid (continuous phase). If the conveying have a density denoted
by ρf , then drag force can be determined by

~FD =
1

2
CDApρf (~uf − ~up)|~uf − ~up| (2.8)

where Ap is the projected area normal to the flow i.e., πd2
p/4 for a sphere, CD is the drag

coefficient, and ~uf and ~up are the velocities of the continuous phase and the droplet or
particle, respectively.

The drag force ~FD is based on an empirical formula. In the stokes regime (Re < 1 ),
the flow is regarded as a creeping flow. In that regime, the drag force (viscous drag force)
can be described by Stokes law:

~FD = 3πµfdp(~uf − ~up) (2.9)

by combining this forces and Eq (2.8) the drag coefficient results in

CD =
24

Rep
(2.10)

where Rep is the Reynolds number based on relative velocity

Rep =
ρf |~uf − ~up|dp

µf
. (2.11)

Figure 2.1 illustrate the variation of the drag coefficient with Reynolds number for a non-
rotating sphere. In general CD will depend on the particle shape and orientation with
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respect to the flow as well as on the flow parameters such as the Reynolds number, Mach
number, turbulence level, etc.

Figure 2.1: Drag coefficient of no-rotating sphere [24].

The Stokes drag force is based on a uniform free stream velocity. The Stokes drag has
to be extended to account for the effect of a nonuniform flow field by an additional term
in Eq (2.7) which denoted by ~FFaxen, represent the Faxen correction force. This correction
is employed for linear gradients in fluid velocity over the surface of the particle given by

~FFaxen = µfπ
d3
p

8
∇2~uf (2.12)

where ∇2~uf is evaluated at the position of the surface.

2.3.2 Added mass force

In the dynamics of the bubble motion, the virtual mass force is very important. Added
mass force is due acceleration of a certain fraction of the surrounding fluid. The force is
defined by:

~FA =
1

2
mp

ρf
ρp

d

dt
(~uf − ~up) (2.13)

The equation is derived from change in the total kinetic energy of the fluid surrounding a
sphere. It is assumed that the fluid is inviscid and incompressible. It should also exist a
potential field (−Ua3

2r3
cos θ) that satisfy the incompressible continuity equation.

The virtual mass effect relates to the force required to accelerate the surrounding fluid.
The last part of Eq (2.13) represents the relative acceleration of the particle compared to
the fluid along the path of particle.

The added mass force is important in liquid-solid flows where the densities are compa-
rable (

ρf
ρp

> 1 ). For example the dynamic of a bubble motion. But for gas-particle flows

where the ratio of continuous phase density to the droplet material density is very small,
(
ρf
ρp

<< 1 ) the added mass could be neglect.
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2.3.3 Lift forces

Saffman lift force is given as

~Fsaff = 1.61d2
p

√
ρfµf

(~uf − ~up)⊗ ~ωf√
| ~ωf |

~ωf = ∇⊗ ~uf (2.14)

This force is due to the pressure distribution developed on a particle due to rotational
induced by a velocity gradient. The higher velocity on the top of the particle gives rise to
low pressure and the high pressure on the velocity side gives rise to a lift force.

Saffman lift force is based on the conditions that the Reynolds number based on the
velocity difference is much less than the shear Reynolds number i.e. Rer <<

√
ReG and

both Reynolds number are much less than unity.
Magnus lift force for Reynolds numbers in the order of unity is given by

~FMag =
π

8
d3
pρf

(
1

2
∇⊗ ~uf − ~ωp

)
⊗ (~uf − ~up) (2.15)

This force is the lift developed due to rotation of the particle. The lift is caused by a pressure
differential between both sides of the particle resulting from the velocity differential due
to rotation. The rotation may be caused by a source other than the velocity gradient.

2.3.4 Basset force

Forces due to acceleration of the relative velocity can be divided into two parts: The virtual
mass effect and the Basset force (history force). The virtual is explained in section 2.3.2.

The Basset force term account for the viscous effect. This term addresses the temporal
delay in boundary layer development as the relative change in time. For example if one
consider an impulsively accelerated infinite flat plate, the local shear stress is determined
as

τ = µc
∂u

∂y y=0

. (2.16)

where u is the solution to the unsteady diffusion equation: u = u0erfη. However if the
approach is the same as to impulsive flow over a sphere at low Reynolds number, then the
Basset force will be given as

~FBasset =
√
πρfµf

mp

ρpdp

∫ t

0

1√
1− t′

d

dt
(~uf − ~up)dt′ (2.17)

The value of Basset force depends on the acceleration history up to the present time. The
Basset term like virtual mass term become insignificant for ρf/ρp ∼ 10−3 if (µf/ρfωd

2
p)

1/2 >
6 where ω is the frequency of the oscillating flow. Thus the Basset term could be neglected
for small particle like 10− µm at ω < 700.
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2.3.5 Pressure force

The effect of local pressure gradient gives rise to an force in the direction of the pressure
gradient. The net pressure force acting on a particle is given by

~Fp =

∫
S

−p~ndS (2.18)

Applying divergence theorem gives

~Fp =

∫
V

−∇pdV. (2.19)

By assuming the pressure gradient is constant over the volume of the particle one has

~Fp = −∇pVp. (2.20)

The pressure gradient produced by hydrostatic pressure is

∇p = −ρfg~ez (2.21)

where the z is in the direction opposed to the gravity (upward). The corresponding pressure
force is

~Fp = ρfgVp~ez (2.22)

Which state that the force is equal to the wight of the fluid displaced. This is known as
Archimedes principle.

In similar fashion, there is a force on the particle due to the shear stress (τij) in the
conveying fluid. This force can be written as

~FP = ∇ · τijVp (2.23)

Thus the total force due to pressure can be written as

~FP =
mp

ρp
(−∇p+∇ · τij) (2.24)

The pressure gradient and shear stress can be related to the fluid acceleration from the
Navier-Stokes Eq for the conveying fluid

−∇p+∇ · τij = ρf

(
D~uf
Dt
− ~g
)

(2.25)

Combining Eq (2.24) and Eq (2.25) gives

~FP = mp
ρf
ρp

(
D~uf
Dt
− ~g
)

(2.26)

with D
Dt

as material derivative. For flows, such as gas-particle flows, where the ratio of
the continuous phase density to the droplet material density is very small (ρf/ρp << 1),
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the force acting on the body due to pressure could be neglected1. In fact, the pressure
force is an important parameter in liquid-solid flows where the densities are comparable
(ρf/ρp > 1).

2.3.6 Other forces

The term ~Fg in Eq (2.7) represents the gravity force, the mass of the particle multiplied
with the gravitational acceleration constant.

The thermophoretic force represents the force due to a temperature gradient in the
fluid. Hot molecules moves faster than cold molecules and a large temperature gradient
will give a net force in the direction opposite to the temperature gradient gradient. This
thermophoretic force is only important for very small particles and will lead to separation
of particles depending on their size.

The origin of the Brownian force is random force collisions of individual molecules.
This force is usually modeled as Gaussian white noise and is only important for submicron
particles.

The forces due to turbulence are often modeled as a random addition to the fluid
velocity that sustain during a time corresponding to the minimum of the lifetime of the
turbulent eddies and the time for a particle to pass through a turbulent eddy [7].

2.4 Phase Coupling

An important concept in analysis of multiphase flows is coupling. Coupling can take
place through mass, momentum and energy transfer between phases. Mass coupling is
the addition of mass through evaporation of the removal mass from the carrier stream
by condensation. Momentum coupling is the result of the drag force on the dispersed
and continuous phases. Momentum coupling can also occur with momentum addition or
depletion due to mass transfer. Energy coupling occurs through heat transfer between
phases. Thermal and kinetic energy can also be transferred between phases owing to mass
transfer.

There are three possible ways of coupling. If the flow of one phase affects the other
while there is no reverse effect, the flow is said to be one-way coupled, which means that
only the effect of the fluid on particles is important.

If there is a mutual effect between the flows of both phases, and it means that the
effect of particles on the flow has to be incorporated in the continuous phase governing
equations. If the flow is sufficiently dilute, particle interactions may be safely neglected.
This is defined as two-way coupling.

If the volume faction is sufficiently large (above 10−3), particle interactions becomes
important. Particles interacts by means of collisions but also as more indirect phenomena,
such as two particle approaching each other in viscous fluid. Although they will most
probably not collide, their interactions may be still important. This is defined as four-way
coupling.

1This not true for slurry flow
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2.5 Multi-scale Modeling

CFD can be employed to reveal details of peculiar flow physics that otherwise could not
be visualized by experiments, or clarify particular accentuating mechanisms that are con-
sistently being manifested in complex multiphase flows. A range of pertinent multiphase
studies based upon the judicious use of direct numerical simulation (DNS) or large eddy
simulation (LES). Such an approach usually contains very detailed information, producing
an accurate realization about the flow encapsulating a broad range of length and time
scales. Because of the wealth of information that can be attained, DNS or LES is normally
adopted as a research tool to effectively provide a qualitative understanding of the flow
physics and to possibly construct a quantitative model, allowing other, similar, flows to be
computed [30].

One multiphase model that is used in industrial purposes is discrete particle model
(DPM) or point-particle approach.

2.6 Discrete Particle Model

In the DPM model the particles are tracked individually, and the gas phase is treated in a
continuous framework. This can be done by resolving the flow around the particles, or by
representing the particles as a source terms in the flow. In DPM technique, the single-phase
Navier-Stokes Eqs are solved in conjunction with tracking the individual particles.

The Continuum-phase governing Equations can be written as

∂(αfρf )

∂t
+∇ · (αfρf~uf ) = Smass (2.27)

∂(αfρf~uf )

∂t
+∇ · (αfρf~uf~uf ) = −αf∇pf −∇ · (αf~τf )− Sp + αfρf~g (2.28)

where Smass is the source term describing mass transfer between phases, and the source
term Sp is given as

Sp =
1

Vcell

∫
Vcell

Np∑
i=0

Viβ

αp
( ~uf − ~up)δ(x− xp)dV (2.29)

where β is the drag force coefficients. As one can see from Eq (2.29), the source term is
only active at the center of the particle. From the Sp term, coupling of the phase, and each
particle is through porosity αp and inter-phase momentum exchange through Eq (2.28).

To account for high particle volume fraction, a volume fraction is introduced in the
equations as well. To successfully employ this approach, the particles have to be much
smaller that the fluid phase grid cells. This restriction arises because the velocity filed,
~uf required to calculate the source term needed to be the undisturbed velocity field. It
is also assumed that the force acting as a particle can be described exclusively from its
interactions with the surrounding liquid and gas, the motion of a single particle without
collisions with other particles can be governed by Newtons second law, Eq (2.6) and Eq
(2.7) with given initial position for all particles. To solve the flow of the continuous fluid,
traditional models such as RANS or LES, can be implemented into Eq (2.27) and Eq (2.28).

The presence of particles can also taken account in for example particle-particle inter-
action when the local volume fraction exceed 1% (we can’t neglect the particle-particle
effects). There are several kinds collisions approaches i.e., hard and soft sphere modeling.
Both of them required a spherical shape (stochastic models for non-spherical particles) on
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the particles and the interaction between particles are typically treated as a particle-particle
pair basis. Dependent of the particle volume fraction in the flow regime, different models
can be used. For example if the flow regime is sufficiently dilute (Stc < 1), which means
that the collision time scale τcollision is important and the particle motion is governed by
the continuous phase forces (one-way coupling is recommended i.e., particles do not effect
the continuous phase and particles do not see each other). A suitable model approach is
the hard-sphere collision model, which is based on impulsive forces. Three relevant param-
eter has to be determined in the hard-sphere model, the normal and tangential restitution
coefficients e, ζ and the sliding resisted by coulomb friction µ.

If the flow regime is dense (two-way or four-way modeling is recommended) (Stc > 1)
then the collisions time scale is an unimportant parameter. For contact dominated flows
the soft model should be considered. In this model the deformation is considered and a
maximum overlap δ has to be defined. Compare to hard sphere model a very small time
step is needed.
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3 Theory of Particle Image Velocimetry

This section describes a brief theory behind; principle of PIV, LIF-PIV, optical system
and optical access, image evaluation by means of cross-correlation and seeding traces. The
theory behind particle image velocimetry is enormously extensive. The state of the art
of PIV was presented by J. Westerweel in his thesis Digital Particle Image Velocimetry
Theory and Application published in 1993 [28]. However, the PIV technique is still being
continuously developed. For interested reader se also M. Raffel et al. in [21]

3.1 Principle of PIV

Many technical and scientific developments requires a measuring technique that can mea-
sure the velocity distribution across an extended area of a flow field. This can be achieved
by scanning a point velocity probe across the flow but then the instantaneous structure is
lost and only the average flow field is obtained.

Flow visualization techniques can often reveal instantaneous flow structures but they
are only qualitative or semi-quantitative at the best. An optical, non-intrusive method
which is related to both the flow visualization and the optical point techniques have been
developed over the last 20 years called PIV [21].

This technique can provide an accurate quantitative measurement of the instantaneous
flow velocity field across a planar area of a flow field. Figure 3.1 briefly sketches a typical
setup for PIV recording in a wind tunnel. The flow is seeded with tiny, neutrally buoyant
particles - so called “tracers” e.g. oil or water aerosols in air and solid particles in fluids
or flames.

Tracer particles are in-directly added to the fluid flow by using a light sheet, formed by
passing a double pulsed laser beam through an optical arrangement including cylindrical
lenses. The particles in the flow will be illuminated twice with a small time separation, ∆t
between the pulses.

The displacement of particles in the time between the laser pulses is recorded as either
a single image exposed twice or as a pair of two single exposure images. The recorded
particle displacement field is measured locally across the whole FOV of the images, scaled
by the image magnification and then divided by the known pulse separation to obtain flow
velocity at each point.

A camera positioned typically perpendicular to the plane of the light sheet is shuttered
to capture the light scattered from the particles. Depending of the mean flow velocity
and the factor of magnification of the camera lens, the delay of the two pulses have to
be chosen such that adequate displacements of the particle images on the charge coupled
device (CCD) are obtained.

From the time delay between the two illuminations and the displacement of the tracers
velocity vectors can be calculated. For evaluation of the particle images it is assumed that
the tracers follow the flow into the local flow velocity between the two illuminations. The
illumination should be in such way that the particles do not produce steaks in the images.

The (digital) PIV recording is divided into small subareas - so called “interrogation
Areas” (IAs), see figure 3.1. Using statistical correlation techniques one local displacement
vector is determined for each Interrogation Area (IA). For this reason the size of the IA
is selected such that all particles within this area have moved homogeneously in the same
direction and at the same distance. For good results the number of particles within one
IA should be at least ten.

The evaluation of the particle images depends on the way the images have been recorded
by the used camera. One possibility is to record the scattered light of both illuminations
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in one frame which is called “single frame or double exposure”. These images can be
evaluated by auto-correlation. The other possibility is to record the scattered light from
the first illumination in one frame and the scattered light from the second illumination
in another frame which is called “double frame/double exposure”. These double frame
images can be evaluated by cross-correlation (CC) [4].

Figure 3.1: Experimental arrangement for particle image velocimetry in a wind tunnel [21].
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3.2 LIF-PIV

The common light source for PIV is an Nd:YAG laser with a wavelength of λ = 532nm
which is observed as a green light. When “ideal” if visible particles are illuminated by a
green light sheet they will back scatter light of the same color.

There are other fluorescent particles available which scatters orange light (e.g. PMMA
Rhodamine B) when they are illuminated by green laser light [29]. This is called laser-
induced fluorescence (LIF) and in connection with PIV it is also called wavelength dis-
crimination (also called LIF-PIV). In order to achieve fluorescence the seeding particles
are colored with Rhodamine. To get the benefit with PIV from LIF it is necessary to
employ optical filters with the cameras.

In Figure 3.2 is a schematic representation of wavelength discrimination shown. Two
filters are commonly used, a band-pass filter (λ = 532nm) for the green scattered light
and a low-pass filter (λ > 532nm) for the orange scattered light, see figure 3.2(a).

It is possible to employ band-pass filters for standard PIV measurements, since the
ambient light on the recorded images will be reduced. When measurements with LIF are
performed and the camera is equipped with the low pass filter, only the orange scattered
light is recorded. Since all unwanted reflections from walls or windows are in green light,
they cannot pass the filter and therefore not obstruct the recorded image. This is a very
efficient method used to increase the signal-to-noise ratio.

(a) (b)

Figure 3.2: Wavelength discrimination provides simultaneous gas-bubbles and liquid ve-
locity results [29].
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3.3 Optical system

Figure 3.3, shows a schematic representation of the light sheet and the optical system for
imaging tracer particles in a planar cross of the flow. The system consists of an aberration
free thin circular lens with a focal length f and a diameter D [28]. The lens law can be
written as

1

z0

+
1

Z0

=
1

f
(3.1)

with z0 as image distance and Z0 as object distance. The image magnification factor is
defined as

M =
z0

Z0

. (3.2)

As we described in the previous section, the seeding particles in the object plane are
illuminated with a coherent thin light sheet with the thickness as ∆Z0 and with wavelength
λ usually 532nm. According to Adrian (1991), all trace particles observed in object plane
are in focus if the following condition is satisfied:

δZ = 4

(
1 +

1

M2

)2
f 2λ

D2
. (3.3)

Where δZ is the object focal depth. In order to avoid unfocused particle images, the object
focal depth of the image should always be greater than the thickness of the light sheet.

Figure 3.3: Schematic representation of geometric imaging [21].
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3.3.1 Particle image diameter

The image size of a seeding particle which is recorded by means of a camera is affected
by diffraction on the aperture of the lenses and can therefore not be directly calculated
with the magnification-formula given in Eq (3.1). The image of a distant point source
does not appear as a point on the image plane but forms a Fraunhofer diffraction pattern.
Determination of particle image diameter dt of a small circular object with diameter dp is
given by

dt =
√
M2d2

p + d2
diff (3.4)

where ddiff is the diffraction (diameter of Airy disk) limited minimum image diameter, can
be obtained from

ddiff = 2.44f#(M + 1)λ. (3.5)

with f-number defined as:

f# =
f

D
. (3.6)

The Airy function can mathematically be represented by square of the first order Bessel
function and represents the impulse response, the so called point spread function of an
aberration free lens. As seen from figure 3.4 the intensity pattern of a point source in
the image plane. With decreasing aperture diameter which means increasing the lens stop
numbers, the diameter of the Airy pattern increases. In practice the point spread function
is often approximated by normalized Gaussian curve, shown in the figure 3.5 and defined
by:

I(x)

Imax

= exp
(
− x

2σ2

)
. (3.7)

Where I(x) is a light intensity in the image. And σ is the parameter equal to f#(1+M)λ
√

2
π

,
in order to approximate diffraction limited imaging. The normalized intensity distribution
of the Airy function and its approximation by a Gaussian bell curve is shown in the figure
3.5. This approximation is useful due that it allows a considerable simplification of the
mathematic derivation encountered in the derivation of modulation transfer function[21].

Figure 3.4: Airy patterns for a large (left) and a smaller aperture diameter (right) [1].

In practical situation the adjustment of f-number is the simplest way to change the
particle image diameter dt, as seen from Eq (3.4) and Eq (3.5). As see from the Eq (3.3),
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Figure 3.5: Intensity distribution of Airy pattern and its approximation by Gaussian bell
curve [21].

the focal depth of the field δZ is effected by f-number through Eq (3.6). It can be seen that
a large aperture diameter is needed to get sufficient light from each individual object within
the light sheet, and to get sharp particle image. But the disadvantage of large aperture
diameter yields a small focal depth which is significant problem when imaging small traces
object. The effect of focal depth δZ and particle image diameter with respect to f-number
is illustrated in table 3.1 for small particle with diameter of 10µm and magnification factor
M = 0.25 and a light sheet with a wavelength of λ = 532nm.

Table 3.1: Theoretical values for diffraction limited imaging of small particles [21].

f# = f/D dt [µm] δZ [mm]

2.8 4.7 0.5
4.0 6.6 1.1
5.6 9.1 2.0
8.0 13.0 4.2
11 17.8 7.8
16 26.0 16.6
22 35.7 31.4
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3.3.2 Optimization of particle image diameter

As we described, the particle image diameter in a PIV system can be adjusted by the
particle size, magnification factor and diffraction. The particle image diameter is important
for evaluation of correct CC between the two images. As shown in figure 3.6 for CC between
two images the optimal particle image diameter is slightly more than 2 pixels. According to
Westerweel [27] if the particle image diameter dt is larger than 2 pixel the RMS-Uncertainty
error increases proportional to the particle image diameter. But when dt < 2 pixel, the
RMS-Uncertainty error increases rapidly, due to the fact that the shape of the correlation
peak is no longer Gaussian, and thus the interpolation with Eq (3.7) is not a suitable choice
as approximation of Airy function. Figure 3.6 show also the effect of interrogation window
size for CC. For window size of 64 × 64 pixels2, the error is much smaller compared to the
smaller window size, e.g. 16 × 16 pixels2. This is partly because, for a smaller interrogation
area, the number of seeding particles would decrease as the window size decrease.

Figure 3.6: Measurement uncertainty in digital cross-correlation PIV evaluation with re-
spect to varying particle image diameter taken for single exposure/double frame PIV imag-
ing [21].

Another problem that may occur for too smaller particle images is the displacement tend
to be biased towards the integral values. The effect increases as the particle image diameter
is reduced, see figure 3.7. This bias error is caused by a “peak locking” effect. For vector
fields the presence of this peak locking effect can be detected by plotting a displacement
histogram, which serves as a good indicator that the systematic error are larger than the
random noise in the estimated displacements. The peak locking effect depends on the size
of the particle images, the size of the interrogation window and the density of particles.
When the particle images are larger (compare figure 3.6, particle image diameter larger
than 2 pixel), the achievable measurement uncertainty increases. The noise level of the
correlation data remains constant with reference to the particle image size. Another factor
for an accurate PIV evaluation is that small particle images are essential in order to obtain
a high particle image intensity Imax, since at constant light energy scattered by the tracer
particle, the light energy per unit area increases quadratically with the decreasing image
area (Imax ∼ 1/d2

t ). This fact also explains why increasing the particle diameter does not
always compensate for insufficient laser power.
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Figure 3.7: “Peak locking” is introduced when the particle image diameter is too small
[21].

3.4 PIV Evaluation method

In this section we are treating the technique for recording PIV evaluation. In spite of the
fact that the most realizations of PIV systems are quite similar. In nearly every case they
are based on digital performed Fourier algorithms (FFT). As described in section 3.1 there
are different methods in order to illuminate the seeding particles in the flow. The PIV
recording modes can be classified into two main categories:

� methods which capture the illuminated flow on to a single frame and

� methods which provide a single illuminated image for each illumination pulse.

These branches are referred to as single frame/multi-exposure PIV and multi-frame/single
exposure PIV, respectively.

In our experiment we performed only illumination technique based on the second case,
therefore we will limit us to the multi-frame/single exposure.

3.4.1 Cross-correlation

For cross-correlation (CC) a fast double shuttered CCD camera is typically used in order
to record images with “double frame/double exposure”. Two subsequent images of the
flow, separated by a short time delay, ∆t, are divided into small interrogation areas (IA’s)
see figure 3.8. The volume-averaged displacement, d(~x, t), of the particle images between
the IA in the first image and the IA area in the second image is determined by means of
a cross-correlation analysis. When the interrogation areas contain a sufficient number of
particle images (at last 10 ) the CC consists of a dominant correlation peak embedded in a
background of noise peaks. The location of the tall peak is referred to as the displacement-
correlation peak, or velocity:

~u(~x, t) =
~d(~x, t)

M∆t
(3.8)

provided that ∆t is sufficiently small, and M is the magnification factor describe in section
3.3. Each correlation operates only on the intensities inside the IA’s. The CC from one
IA results in one velocity vector as shown in figure 3.8. The CC can be interpreted as
finding which relative displacement of the IA’s resulting in the best pattern match. This
displacement should be proportional to the average velocity in the IA’s.
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The size of IA is typically 2n × 2n pixels2, with n = 2, 4, 8, . . .. For example in our
experiment we use 32 × 32 pixels2. The IA should not be too small, partly because small
IA’s will lead to a high number of displacement vectors. Since the velocity vector in an IA
is a local average, it is recommended that the velocity variation within flow field that is
mapped by IA is less than 5− 10 % to avoid zero-velocity biasing [3].

There are different methods to calculate the CC function. A method to direct compute
an unbiased sample CC function RII′(x, y) is defined by:

RII′(x, y) =



1
(M−|x|)(N−|y|)

∑M−x
m=1

∑N−y
n=1 I(m,n) I ′(m+ x, n+ y) x, y ≥ 0

1
(M−|x|)(N−|y|)

∑M+x
m=1

∑N−y
n=1 I(m− x, n) I ′(m,n+ y) x < 0, y ≥ 0

1
(M−|x|)(N−|y|)

∑M−x
m=1

∑N+y
n=1 I(m,n− y) I ′(m+ x, n) x ≥ 0, y < 0

1
(M−|x|)(N−|y|)

∑M+x
m=1

∑N+y
n=1 I(m− x, n− y) I ′(m,n) x, y < 0.

(3.9)

The variables I and I ′ are the samples (e.g. intensity values) as extracted from the images
where I ′ is the larger than the template I. Essentially the template I is linearly “shifted”
around the sample I ′ without extending over edges of I ′. For each choice of sample shift
(x, y), the sum of the products of all overlapping pixel intensities produces one CC value
RII′(x, y). By applying this operation for a range of shifts (|x| ≤M, |y| ≤ N) a correlation
plane the size of (2M + 1) × (2N + 1) is formed. For shift values at which the samples
particle images align with each other, the sum of the products of pixel intensities will be
larger than elsewhere, resulting in a high CC value RII′(x, y) at this position, see figure
3.8. Essentially the CC function statistically measures the degree of match between the
two samples for a given shift. The highest value in the correlation plane can then be used
as a direct estimate of the particle image displacement.

Figure 3.8: Evaluation of PIV recordings using cross-correlation [4].
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3.4.2 Cross-correlation function via finite Fourier transforms

A more convenient way to estimate the CC functions (see figure 3.9) is use fast Fourier
transforms (FFTs). Partly because, the direct implementation of the CC function from
Eq (3.9) would be inefficiently for large data-sets. The FFT’s algorithm reduces the com-
putation from order of N4 operations to order of N2 log2 N operations for the case of a
two-dimensional correlation.

When Fourier transform are used, one take the advantage of the correlation theorem
which state that the CC of two functions is equivalent to a complex conjugate multiplication
of their Fourier transforms:

RII′ ⇔ Î · Î ′
∗

(3.10)

Where Î and Î ′ are the Fourier transforms of the functions I and I ′, respectively and Î ′
∗

rep-
resents the complex conjugate of Î ′. The FFTs computational efficiency is mainly derived
by recursively implementing a symmetry property between the even and odd coefficients
of the discrete Fourier transform.

Using FFT’s means treating the data as if it is periodic. The periodicity can rise to
aliasing if the particles have moved a distance larger than half the size of the IA. The
solution to aliasing problems is to either increase the IA size or to reduce the time delay
between pulses ∆t. A more serious problem with the FFT’s is that bias errors occurs if
these are not taken in account. In fact the finite size of the overlap of the images becomes
smaller with an increasing displacement. This bias results in an underestimation of the peak
magnitude for all displacements other than zero. To avoid this bias, a weighting functions
can be applied to the CC function. This weighting function is founded by convoluting the
samples weighing functions [26].

Figure 3.9: Evaluation of cross-correlation by means of FTT’s [21].
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3.4.3 Peak detection and subpixel interpolation

After CC has been performed a magnitude of the displacement is found by detecting
the location of the highest correlation peak. Only detecting the peak will result in an
uncertainty of ± 1/2 pixel in the peak location.

By implementing a method, which is based on curve fitting and interpolation of the
correlation data to some functions, the accuracy of the location of the highest correlation
can be sufficiently increased. This may sound like “inventing” some new information which
has not been measured before. But the procedure can be defended with the argument that
the correlation is based on the images of several particles. If, for example, an IA pair
contains ten particle images and eight particles has a displacement of 3 pixels and two
particles has a displacement of 2 pixels, the maximum correlation peak would be located
at 3 pixels but a subpixel interpolation can predict the correct displacement of 2.8 pixels,
since the correlation at two pixels will be higher than the correlation at four pixels.

One approach is to increase the accuracy of the location of the highest correlation peak,
is to use three adjoining values only, in order to estimate a component of displacement.
The three-point estimators works typically best for rather narrow correlation peaks formed
from particle images in the range of 2 − 3 pixel diameters. The most common frequently
implemented so called three point estimators is the Gaussian peak fit. The reasonable
explanation for this is that the particle images themselves, if properly focused, describe Airy
intensity functions which are approximated very well by a Gaussian intensity distribution,
see section 3.3.1. When the maximum peak has been detected at [m,n], the neighboring
values are used to fit a function to the peak. In the case of a Gaussian peak fit, the peak
is assumed to have the shape

f(x) = C exp

[
− (x0 − x)2

k

]

the displacements are found by:

x0 = m+
lnR(m−1,n) − lnR(m+1,n)

2 lnR(m−1,n) − 4 lnR(m,n) + 2 lnR(m+1,n)

y0 = n+
lnR(m,n−1) − lnR(m,n+1)

2 lnR(m,n−1) − 4 lnR(m,m) + 2 lnR(m,n+1)

Other ways to interpolate at the subpixel level are parabolic peak fit and peak centroid.
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3.4.4 Window overlap

The overlap defines the overlap among neighboring interrogation windows. The bigger the
specified overlap, the closer is the net of the computed velocity vectors. The number of
pixels for each interrogation window are not affected. The interrogation window size and
the window overlap determine the grid size of a vector field. This is, the spacing between
two neighboring vectors in the vector field. e.g a window size of 32× 32 pixels (see figure
3.10) and an overlap of 0% results in a grid size of 32 pixels. A window size of 32×32 pixels
and an overlap of 50% results in a grid size of 16 pixels. The position of the first vector at
the top left corner of a vector field is determined by the grid size only. The convention is
that the pixel position (x/y) is determined by half the grid size, i.e. If the grid size is 32
pixels the top left vector is located at the position of (16/16) and if the grid size is 16 pixels
the vector is located at the position of (8/8). This convention allows vector arithmetic on
vector fields that have been calculated with different interrogation window sizes, but with
the same grid size [4].

Figure 3.10: Vector position depending on interrogation window size and overlap [4].

3.4.5 Adaptive multipass

The adaptive multipass algorithm calculate first a reference vector field for each processed
record. The algoritm uses the computed vector field information as a reference vector field
for the next pass. The interrogation windows are shifted in the new pass according to
reference vector field values, in order to match the right particles for the correlation. The
PIV recording can be evaluated several times with the same interrogation window size, or
the interrogation window size can be halved for the next pass. In the adaptive multipass
method with a decreasing window size, the cell shift is adaptively improved in order to
compute the vectors. In the following steps, more accurately and more reliably ensures that
the same particles are correlated with each other, even if small interrogation windows are
used. It is possible to use a much smaller final interrogation window size than what would
be possible without an adaptive window shifting. This improves the spatial resolution of
the vector field and produces less erroneous vectors. For example, if a final interrogation
window size of 32× 32 pixels is used, then with a fixed window shift of 0 pixels it is only
possible to calculate vectors with a ± 16 pixels displacement at most, (in practice only ± 8
pixels). In a flow field with large fluctuations, larger vectors can still be computed by using
the adaptive multipass algorithm, since the cell shift is locally adapted to the mean local
flow.

In this study one use an initial 64× 64 pixels cell size, even large vectors are calculated
with good reliability. These vectors are then used as a window shift for the final 32×32 px2

calculation.
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3.5 Responce time of tracer particles

The response time of a particle or droplet to changes the in flow velocity are important
in establishing non-dimensional parameters to characterize the flow. In fact, this is very
important for PIV measurements, because the PIV technique measure the fluid velocity,
(continuous phase or disperse phase) with respect to tracer particles. Therefore, fluid
mechanical properties of the tracers particles have to be checked.

The equation of the motion for a spherical particle in fluid is given by Eq (2.6), with
drag force in Eq (2.8) and pressure force in Eq (2.22) and with gravity force gives

d~up
dt

=
18µf

(ρp − ρf )d2
p

CDRep
24

(~uf − ~up) (3.11)

where Rep is defined in Eq (2.11). For limits of low Reynolds number (Stokes flow, see
Stokes law), the factor CDRep/24 approaches unity. The step response of ~up is typically
following an exponentially law:

~up(t) = ~uf (1− exp−t/τv) τv =
(ρp − ρf )d2

p

18µf
(3.12)

where τv defines the momentum response time. Thus the momentum response time is the
time required for a particle released for the rest to achieve 63 % ( e−e

e
) of the free stream

velocity. If the fluid acceleration is not constant or Stokes drag does not apply, the solution
to particle motion is no longer exponential decay of the velocity.

As one can see, the momentum response time is most sensitive to the particle size
illustrated in figure 3.11.

One important parameter of specifying the ratio of momentum response time and con-
tinuous phase time (characteristic time of the flow, (τc)) scale is Stokes number:

St =
τv
τc

(3.13)

As we see, if the particle size is sufficiently large i.e. τv >> τc which means (St >> 1), the
particle will have no time to respond the fluid changes. But if τv << τc then the particle
follow the continuous phase, which means that the velocity of the particle and continuous
phase are almost the same.

When applying PIV to liquid flows, the problems of finding particles with matching den-
sities are usually not severe, and solid particles with adequate fluid mechanical properties
can often be found [21].

26 , Applied Mechanics, Master’s Thesis 2010:49



Figure 3.11: Time response of oil particles with different diameters in decelerating air flow
[21].
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4 Available Multiphase PIV Methods

The use of laser-based measurement techniques have a lot of potential which can be seen
from the number of publications where Laser-Induced Fluorescence (LIF-PIV), Particle Im-
age Velocimetry (PIV), Planar Fluorescence For Bubble Imaging (PFBI), Particle Tracking
Velocimetry (PTV)2 or a non-intrusive optical technique like shadow photography (ST) for
planar diagnostic of two-phase flows, have been developed to provide experimental infor-
mation of two individual phases in multiphase flows.

Depending on the flow structure which are considered one should decide to process the
images with PTV or PIV techniques. Due to fact that there can be a wide range of particle
concentrations (i.e. the concentration of tracer particles), bubble gas concentration (void
fraction) differing from one interrogation area to another. This choices is not so easy, as
illustrated in figure 4.1 from Niels et al. [11]. A close-up of a PIV recording and the IA’s
can be seen. In IA D3 there are only tracer particles present, while the entire IA C1 is
filled with bubbles. In each IA only the velocity of one phase can be determined. Obvious,
the choice of the most accurate kind of measured techniques is not an easy task.

According to Adrian [5], there are various possibilities for optical velocimetry. By
listing the leading candidates for various types of illuminations, types of coding, types of
particles, types of image recording and types of interrogation, given about 3 − 5 different
candidates for each of these categories, there were several hundred combinations that might
have produced potentially viable systems.

In this section we will the describe advantage and disadvantage of some of available LIF-
PIV/PTV measurement techniques which is most used in literature. For example Hassan
et al. [13], Reese et al. [23] and Lin et al. [18] all used PTV for both disperse-phase (gas
bubbles) and the continuum-phase (liquid phase, measured with tracer particles). Hassan
et al. [13] performed measurements of both the gas and the liquid phase in a system of
single bubbles rising in a heavy mineral oil. In order to be able to detect the particle images,
the bubbles needed to be overexposed. The bubble images consisted of overexposed round
spots. A threshold function was used to determine the position of the edges of the bubble.
Then both the tracer particles and the bubbles were tracked.

An example of the wavelength discrimination technique described in the theory section
3.2 is Pedersen in [22] who made comprehensive measurements in a plexiglas pump with this
technique. Another approach for wavelength discrimination technique is the measurement
of two-phase flows, for example air/water or cavitation/water, see Sommerfeld et al. and
Honkanen et al. in [9, 14]. They used two CCD cameras for measuring the velocity field
in a two-phase flow. Velocity of the continuum-phase is recorded with the first camera,
which is equipped with the low-pass filter in order to detect the orange particles, while the
second camera with the band-pass filter will detect the cavitation or disperse-phase, see
figure 3.2.

A number of non-intrusive optical techniques for planar diagnostic of two-phase flows
have been developed in order to provide experimental information which were previously
inaccessible. For example Bongiovanni et al. [8] used the ST technique, extensively to
measure the location and shapes of bubbles in the flow with a relatively low void fraction
(less than 1− 2 %). This technique can easily be combined with the LIF-PIV technique by
using appropriative optical filters for light sources with different wavelengths.

The use of one or two (in our experiment we will use one camera only) cameras in
the ST together with the LIF-PIV allows the bubble dynamics and their interaction with

2PTV is a special case of PIV, i.e when the average distance between the particles is much larger than
the mean displacement. Since the seeding density in PTV is much lower than in PIV, a much lower spatial
resolution can be obtained
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continuum-phase to be studied in details, e.g. Lindken et al. [19]. In Particular Som-
merfeld et al. [9] studied the bubble-induced turbulence in a two-phase column flow for
void fraction up to 19 %. By using two cameras, they estimated simultaneously the in-
stantaneous velocity fields of the continuum-phase and disperse-phase with wavelength
discrimination (LIF-PIV) and PTV approaches. But one of the main problem faced in the
ST is overlapping of the bubble images, which occurs when the void fraction is too high.

The most recent advanced image-processing methods, which effectively analyze experi-
mental data images of dense two-phase flows with irregularly shaped particles of dispersed-
phase, were introduced by Sommerfeld et al. [25], and Honkanen et al. [16]. These proce-
dures extended the range of ST applicability to a higher degree. However, to determine the
bubble position relative to the camera focus plane, it is necessary to exploit an additional
camera, usually oriented 90 degrees to the main camera. But when the void fraction is too
high, it is quite difficult to identify the same bubble with the two different cameras and to
determine the bubble position in the 3D space.

A relatively new method described in Dehaeck et al. [12] is based on determining the
glare points at the surface of a bubble located inside a laser plane. This method allows the
spatial distribution of bubble velocity and sizes to be obtained with high accuracy, using a
single laser sheet and one camera. To further increase the accuracy of this method two light
sources allows refractive index of bubbles to be recorded. But unfortunately this approach,
(interferometric technique) result in a relatively bad prediction for low void fraction (less
than 1 %) and small sizes of rounded bubbles or droplets.

Recently Yerbol et al. [6] applied a method based on laser-induced fluorescence, Planar
Fluorescence for Bubble Imaging (PFBI), which represent a convenient tool to identify
round bubbles located within and very close to the laser sheet. One of the advantage of
this technique is that the bubbles located far from the measurement plane becomes rapidly
defocused and experimental information in a certain rectangular measurement volume with
a low thickness can be retrieved. But this method is restricted to a relatively low bubbly
flow with void fraction up to 6 % and small sizes of round bubbles.

Figure 4.1: Close-up of a PIV recording of the gas liquid flow in a bubble column, showing
16 interrogation areas of 64 × 64 pixel2 [11].
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5 Experimental setup and Method

The measurement was carried out around a single modelled gear wheel within a modelled
gearbox. Essentially the measurement should be carried out with the BOT402 oil which
is the same oil used in lubrication of gears. PIV measurements in liquid requires the fluid
to be transparent, but the BOT402 oil is almost black/dark red. We have spent a lot of
time in order to find a transparent oil with the same properties as the BOT402. It was
important that the oil should have same kinematic viscosity as well as density, and besides
that it should be transparent. After several suitable candidates, we finally mange to find
several oils which could match the BOT402 oil. One of the candidates was silicon oil, but
the disadvantage of this kind of oil is the very high price. Figure 5.1 shows the suitable
candidates to replace the BOT402 oil. Among them, only two oils could be selected; T9
and NY FLEX2014B oil. As one can see the NY FLEX2014B could match BOT402
at room temperature T ∼ 25 ◦C, therefore the NY FLEX2014B was selected and the
PIV experiment was carried out of “BOT402” at T ∼ 70 ◦C. According to NYNAS
oil the density of the NY FLEX2014B is ∼ 878 kg/m3 at 15 ◦C and refractive index
approximately 1.478 at 20 ◦C and the oil is clear and bright at 15 ◦C.

A schematic view of PIV components in the experiment are illustrated in figure 5.5. A
test rig was built representing a simplified model of a gearbox. The rig is specially designed
for using PIV which means the optical access to the flow is maximized. The gearbox size
is 0.82 × 0.52 × 0.32m3 (see figure 5.2) and two different wheel models in SLS, with a
diameter of 224mm and thickness of 28mm, one of them have a smooth surface and the
other one have teeth (spur, 67 teeth), are considered in the measurement, see figure 5.4
and figure 5.3. The spur gears or straight cut gears are the simplest type of gears. They
consists of cylinder or disks, with the teeth projecting radially, and although the shape
does not consists of straight smooth sides. The edge of each tooth is straight and aligned
parallel to the axis of rotation.

Figure 5.4 and 5.3 shows the illumination of laser plane with respect to the wheel
symmetry plane which means that the measurement of a single gear was carried out at the
midpoint of the wheel thickness. Also the wheel model is made interchangeable and the
wheel rotation speed can be varied to investigate different operational conditions. The PIV
system for planar velocity field measurements consists of one 2048 × 2048 pixel resolution
CCD camera (LaVision Imager pro X 4M) with 7.4µm× 7.4µm pixel and a 400 mJ/pulse
double-pulsed Nd-YAG laser, illuminated at 532nm (Spectra-Physics) parallel to the flow.
The flow was seeded with fluorescent particles (PMMA Rhodamine B) with a diameter of
1− 20µm and density of 1.5 kg/m3. During illumination of laser this fluorescent particles
will emit orange light, which can be separated by a low-pass filter connected to a CCD
camera.

The thickness of the light sheet was approximately 5mm. The exposure time-delay is
640µs at 50rpm. The optical axis of the camera was normal to the plane of the light sheet.
The area of the recorded light sheet that was 50× 50mm2 in the smaller field of view and
250×250mm2 in the larger field of view. For larger filed of view, the focal length was 28mm
and 105mm in smaller field of view. As we described in section 1.2, it was not possible
to measure the whole flow filed around the wheel simultaneously. But since we could ran
the wheel in two different directions, this issue was solved by running the experiments in
two modes; reverse and forward directions. In this way we could perform postprocessing of
both measurement areas and build this two measurements together to obtain a velocity field
around the gear wheel. As shown in table 5.1 and table 5.2 the measurement parameters
are the same for reverse as well as for forward rotational direction under the condition of
the flow with respect to wheel symmetry plane is symmetric.
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Table 5.1 and table 5.2 shows also the experimental parameters of the small as well as
large recordings. In particular the repetition rate of the trigger signal per wheel rotation
(TR) is determined by

f =
1

T
(5.1)

T =
S

U
S = πD U =

ω

60
πD (5.2)

Where D is the wheel diameter and U is the wheel tip speed. The maximum frequency of
trigger was 20Hz at rotation rate (RR) of 1200rpm. At most the number of recordings
was 100 frames with two recording sets. For higher RR above 400rpm, too many bubbles
and droplet of different sizes and shapes was generated as the wheel rotated. Also foam
will be created above the oil level. This phenomena will influence the PIV measurements
by means of the particle images to be too blurry and the optical access will be limited. To
counteract this effect we simply perform the measurements of higher rotational speed in a
“transient” mode. For example in case of a rotational speed of 400rpm, we determined the
time needed to perform the measurement without that the particle images in the recordings
are too blurry. As seen from tables, for rotational speed of 400rpm, the number of recording
frames was decreased. Instead we increased the number of recording sets to 3 times larger
than 50rpm. This procedure was going on until the next measurement, of course for the
next measurement we needed to wait at least 20 minutes, so that the created bubbles and
foam could be able to dissipate.

Due to a strong temperature dependency of viscosity, we needed to measure and control
the temperature in the oil inside the gearbox. The monitoring was done by installing
a thermometer which was not influencing the flow field. Initially the rig was equipped
with a large number of thermocouples installed below the surface of the box, which could
monitor the temperature. But unfortunately the needles connected to the bottom wall of
the box, affected the flow filed. Therefore we removed the thermocouples and installed a
single thermometer far from the flow and recordings area to insure that the thermometer
could not influence the measurement results. The measurements were performed at room
temperature, ∼ 25 ± 1 ◦C. With 0.1 ◦C in change of the temperature inside the gear
box, could result in approximative 1% of change in the kinematic viscosity. Before each
measurement we have performed a warm-up and adjusted the temperature of the oil by
running the rig at very high rotational speed in several minutes. In fact, to increase the
temperate by 3 ◦C it was necessary to run the wheel up to 20 minutes with a rotational
speed of 1200rpm.
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As seen from the table values, the experiment was carried out at four different rotational
speeds ω. The lowest speed was 50rpm and the highest was 1200rpm. In order to “freeze”3

the wheel during the measurement a referencee time must be determined. As seen from
tables this time is dependent of the rotational direction. The referencee time can be
determined by

treferencee = Ccorrection
T

nteeth

. (5.3)

Where nteeth is the number of teeth for the case of spur gear wheel, the correction term is
determined after some trial and error procedures, for a speed of 50rpm, this is determined
to ' 0.28. A vertical line was drawn (from midpoint to the edge of the wheel) at the wheel
before the measurement. As the wheel rotated and images were taken, a suitable choice
of the referencee time showed that the line did not move at all. In that case the wheel
is said to be “frozen” during the measurements, otherwise the wheel would rotate during
the recording which could complicate the visualization of the flow field around the wheel.
The synchronization of reference time was govern by an external trigger connected to the
PIV processor, which also controlled all the signals from the CCD camera and Nd-Yag
laser, see figure 5.5. In order to find appropriative power of the laser pulses before the
PIV recording a lot of time was spent in order to find suitable values of laser pulses. The
power of the laser pulses could partly be changed manually or via a computer connected
to the PIV processor. A problem that we noticed, when we found the appropriative pulse
values, suddenly after some time, the power of pulses was changed. But this problem could
be solved, partly because we noticed the measurement must be performed immediately,
otherwise the laser would be to cold. The time delay ∆t between the laser pulses are shown
in table 5.1 as well as in table 5.2, for different levels rotational speed. This parameter is
very important for predicting a good PIV result. The time between the pulses is dependent
of the flow field time scale which is in our case, complicated to evaluate, partly because
when we are performing simultaneously measurements of the flow field above as well as
below the oil level. Besides that the interface between oil and air with the rotating wheel
would create different flow field time scales. By analyzing the movement and distribution
of particles from PIV images, we could decide whether the time was a good choice or not.
As seen from tables the time delay is proportional to rotational speed and decreases as
the rotational speed increases. The explanations to this is for lower rotational speed the
motion of the flow inside the gearbox is slower hence the particles moves slower, which
means that the particles needs more time to move during the exposure of laser light.

3In that way one can synchronise transient measurements and also obtain the mean velocity information
between teeth.
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Figure 5.1: Kinematic viscosity of selected transparent oils compared to BOT402.

Table 5.1: Experimental value of PIV measurement parameters of smooth gear and spur
gear wheel.

Rotational direction: forward and reverse
Power of two laser pulses A/B: 100/65 %
Oil temperature: ∼ 25 ◦C
Field of view camera: 50× 50mm2

ω U ∆t treverse
referencee tforward

referencee TR # of frames # of recording
[RPM ] [m/s] [µs] [ms] [ms] [Hz]

50 0.586 640 5 4.2 0.833 100 1
100 1.17 320 2.5 2.1 1.667 100 1
200 2.35 160 1.25 1.05 3.333 100 2

“Transient” measurement

ω U ∆t treverse
referencee tforward

referencee TR # of frames # of recording
[RPM ] [m/s] [µs] [ms] [ms] [Hz]

400 4.69 80 0.625 0.525 6.667 50 3
1200 14.1 27 0.21 0.175 20 15 3
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Table 5.2: Experimental value of PIV measurement parameters of smooth gear and spur
gear wheel.

Rotational direction: forward and reverse
Power of two laser pulses A/B: 100/73 %
Oil temperature: ∼ 25 ◦C
Field of view camera: 250× 250mm2

ω U ∆t treverse
referencee tforward

referencee TR # of frames # of recording
[RPM ] [m/s] [µs] [ms] [ms] [Hz]

50 0.586 3200 5 4.2 0.833 100 1
100 1.17 1600 2.5 2.1 1.667 100 1
200 2.35 800 1.25 1.05 3.333 100 2

“Transient” measurement

ω U ∆t treverse
referencee tforward

referencee TR # of frames # of recording
[RPM ] [m/s] [µs] [ms] [ms] [Hz]

400 4.69 400 0.625 0.525 6.667 50 3
1200 14.1 133 0.21 0.175 20 15 3

Figure 5.2: Modelled gearbox and gear wheel. Showing the experimental configuration and
direction of the CCD camera.
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Figure 5.3: The relative position of the laser sheet and two recording areas, 50× 50mm2

and 250 × 250mm2. The laser sheet is located at the center plane of the wheel thickness
(right).

Figure 5.4: Modelled spur gear wheel [2]. The laser plane is located at wheel symmetry
plane (midpoint of face width). The wheel has same dimension as smooth gear and consists
of 67 spur teeth.
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Figure 5.5: Schematic view of experimental components. The figure show three main
components in PIV measurements of planar velocity field around rotating modeled gear
wheel; the CCD camera (LaVision Imager pro X 4M), a 400 mJ/pulse double-pulsed Nd-
YAG laser, operating at 532nm (Spectra-Physics) and a PIV processor. The flow is seeded
by fluorescent particles (PMMA Rhodamine B) with diameter of 1− 20µm and density of
1.5 kg/m3. The recording area (FOV) consists of two field; 50×50mm2 and 250×250mm2

in the larger fields.
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6 Results of PIV measurements for Smooth wheel

In fact there was no data nor literature (actually we spend a lot time to find some kind
of literature in order to guide us), available about this kinds of measurements. Therefore
it was not possible for us to compare the PIV results. Like mentioned before, this project
was an initial step and qualitative as well as quantities studies are indeed to study this
kind of multiphase flow. As we will se in figures from further sections, when the wheel
started to rotate, bubbles will be generated and specially for the spur teeth wheel, air
bubbles will stay still in between the teeth. This effect was until now unknown as far as we
know when we discussed with CFD groups from SAAB Fluid mechanics. The question for
them was now how to model and which kind of multiphase model one can use between the
spur teeth. However this questions are not considered in this study, we just want to point
out the importance of qualitative studies. In the next section the results of qualitative
studies of our observation are considered by means of raw PIV images. First we will show
the images of smooth modelled gear wheel, which is in rotation during the illumination of
tracer particles. Note that the tracer particles can be seen as white spots in the figures.

6.1 Raw images of Large Field of View Camera

This images where acquired with help with PIV Lavision program. The measurements and
images in larger view of camera was taken at two different rotational modes, independently
in reverse and forward direction. Due to that we have interface between oil and air, the
laser light intensity naturally varied in this regions. In fact the intensity varied in such a
way that bubbles reflect the laser light and created a local variation of laser intensity in the
recording area (this is the reason why we sometimes show two raw images of same RR).
As a consequence of increasing RR, effects would be significant and of course this will lead
to larger disturbance which can effect the PIV results in a negative way.

6.1.1 Reverse direction

Figures 6.1, 6.2 and 6.3 show the raw images of smooth gear in the large field of view with
varied rotational speed. As the wheel rotated in reverse direction (CCW), bubbles were
generated, and raised in the opposite direction of the wheel direction. In fact, bubbles will
be created due to streams that will be created on the left hand side of the wheel. Also
one can see that concentration of bubbles is quite small for 50rpm compare to 400rpm and
1200rpm. So one can conclude the bubble concentration to be proportional to rotational
speed. As one can observe, some bubbles are out of focus during the laser illumination
(see figures, 6.1(c) and 6.3(a)), partly because the bubbles are behind/in front of the laser
plane. This effect will not influence the PIV results. We could see that some bubbles
blocked the laser light (streaks were created behind the bubbles), which is not a desired
effect, partly because for good PIV measurements the laser light should be uniform. The
amount of background noise increased as these bubbles increased in numbers, hence in
those regions, numbers of spurious vectors may be increased as well. However, for lower
rotational speed this is not a significant factor. At 50rpm, no bubbles are generated during
rotation. Only a small stream is created and this stream will grow until 200rpm and one
could observe that large bubbles are created, as this stream “hits” the surface of the oil,
which generates random sizes of air bubble structures below the oil level as well as oil
droplets above the oil level (air). Very close to the wheel, which is a very important region
of measurements, it seems that bubbles are created and they have shapes like hydrofoils.
These air structures are created due to motion and interaction between the air that follows
with large streams when they breaks up into smaller streams. When the rotational speed
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increases above 200prm the stream will eventually collapse. At this stage the flow is fully
turbulent and chaotic with huge oil drops and splash above the oil level. The effect of
the splashing is very clear in RR of 1200. As seen in figure 6.2, large oil drops “hits” the
surface which also generates large air bubbles. This is one of the reasons why it is difficult
to measure fluid flow fields at higher rotational speed. The bubbles simply block the laser
light which is crucial for getting a good PIV result. One interesting thing that we can see
from higher RR is bubbles below the oil level and below the wheel which are quite uniform
in the size. In that regions the disperse phase velocity is small and as a consequence the
bubbles will accumulate in regions which increases the void fraction.

As we will see in mean field and vector field velocity profiles, the streams will generate
quite large eddy structures and local vortices in some regions. Specially at 100rpm, we
observe that when the coherent stream ran into the oil (see figure 6.1(b)) it produced local
vortices quite far from the wheel.
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(a) (b)

(c) (d)

Figure 6.1: Raw image, reverse direction, large field, (a): 50 rpm, (b): 100 rpm ,(c): 200
rpm, (d): 400 rpm.
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(a) (b)

Figure 6.2: Raw image, reverse direction, large field of 1200 rpm at different image bright-
ness scalings.

(a) (b)

Figure 6.3: Raw image, reverse direction, large field of 200 rpm at different image brightness
scalings.

40 , Applied Mechanics, Master’s Thesis 2010:49



6.1.2 Forward direction

By comparing the rotational direction in forward versus reverse from previous discussion,
one can conclude that the number and the amount of bubbles are quite small, even at
1200rpm, see figures 6.4 and 6.5. But the shapes and the sizes of the bubbles are not the
same in the forward as in the reverse direction. Specially at 100rpm the bubble shapes
are like hydrofoils and they exists as several separated single bubbles close to the wheel.
Another interesting thing, we have only streams above the oil level at 200rpm, in fact
there are no streams at all at low rotational speed. The effect of oil drops can earliest be
seen as the RR increases to 400rpm. At RR’s of 400rpm the streams seems to be fully
collapsed, (to be compared with the reverse direction where the streams are still present at
RR’s of 400rpm). As RR increases we can see the same phenomena below the oil level. In
particular below the oil level under the wheel where the void fraction is quite high and the
bubble boundary thickness is somehow uniform in the shape and follows the wheel. The
bubble eventually increases, and far from the wheel they will finally vanish. From figures
6.4(a) and 6.4(b), it can be seen that the modelled gear wheel reflect the laser light and this
effect results in overexposure to the bubbles. This is not a desired property, (the ideal case
would be if the modelled gear wheel were transparent). In fact the bubbles will increase
the noise level in the evaluation of the PIV measurements, partly because of the existence
of local variations of laser and overexposed as well as underexposed tracer particle can
cause the increase of the error of the image of the tracer particle diameter. But note, when
using laser discrimination method, bubbles “can” be seen as tracer particles, because the
scattered light from the trace particles can light up the bubbles and hence will be shown
in the PIV images. They can increase the noise level as well as spurious velocity vectors.
More about spurious vectors and the elimination of them will be discussed in detail in
further sections.
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(a) (b)

(c) (d)

Figure 6.4: Raw image, forward direction, large field,(a): 50 rpm, (b): 100 rpm ,(c): 200
rpm, (d): 400 rpm.
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(a) (b)

Figure 6.5: 1200 rpm at different image brightness scalings.
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6.2 PIV images of small Field of View Camera

Raw PIV images are shown in figures 6.6, 6.7, 6.8 and in figure 6.9 for rotational motion of
forward as well as reverse direction. The measurements are in the region below the wheel,
i.e. a small recording area. In the small recording area the bubble shape can bee seen
in more details. Like in the previous discussion, bubble concentration increases when RR
increases. Also by comparing the images from reverse and forward direction we see how
the reverse direction generate more bubbles. Figure 6.7 shows the RR of 1200rpm where
the bubble concentration is high, and hence, may result in bubbles blocking the laser light.
Basically in forward direction one can see bubbles attaching to the wheel surface and builds
up layer of bubbles, see figures 6.6(c,d) and 6.8(c,d).

6.2.1 Reverse direction

(a) (b)

(c) (d)

Figure 6.6: Raw image, reverse direction, small field,(a): 50 rpm, (b): 100 rpm ,(c): 200
rpm, (d): 400 rpm.
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(a)

Figure 6.7: 1200 rpm
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6.2.2 Forward direction

(a) (b)

(c) (d)

Figure 6.8: Raw image, forward direction, small field,(a): 50 rpm, (b): 100 rpm ,(c): 200
rpm, (d): 400 rpm.

(a)

Figure 6.9: 1200 rpm
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6.3 Mean Velocity Fields

As describe previous, the PIV measurement was carried out in two rotational directions,
reverse and forward direction. In order to get a flow field profile over the whole wheel,
we simply build this two measurement cases together. In fact, we also mask the wheel
after evaluation of velocity vectors. Such a way is more suitable in order to see the flow
field around the wheel. Via statistical validation the spurious vectors as well as too slow
bubbles (large bubbles that does not follow the liquid) could be removed from the PIV
images. Figure 6.10 and figure 6.11 shows the overlapped image and instantaneous velocity
of 200rpm in reverse direction in a smaller recordings area of two different time intervals.
The figures show how small bubbles follow the fluid and large bubbles moves very slow (in
fact via rms-criteria velocity vectors of slow moving bubbles are removed). The velocity
magnitude variation is in the range of 0 to 2 m/s. In some regions we can not see any
velocities of the liquid been recorded. This can be explained by that the laser light was
probably not uniform during the illumination, as a consequence of existence of bubbles in
the liquid. In evaluation of the instantaneous field we uses RMS of velocity fluctuation (σ)
as a statistical criteria (standard deviation). In order to remove spurious vectors and slow
bubbles we used (3σ) as a statistical criteria.

Figure 6.12 and figure 6.13 shows the result of PIV measurements of mean field velocity
profiles. Both rotational directions are build together and the result of the mean fields
are after averaging of a certain number of frames. The number of frames are different
for different speeds (see table 5.2 and 5.1). The Digital evaluation of these profiles are
performed both in MATLAB and LAVISION program FlowMaster. The 2048 × 2048
px2 image was processed by a multipass algorithm starting with IA of 64 × 64 with a
50% window overlap and with final pass of 16 × 16. The mean velocities are scaled with
maximum RR which allow us to compare the results in a more simple way. Basically we
can see that the maximum velocity is located at the wheel surface. At RR’s of 50rpm the
flow seems to be laminar. Suddenly at 100rpm we have a transition of laminar flow to
turbulent flow and at 200rpm the flow seems to be fully turbulent. As discussed earlier at
50rpm the flow pattern of the stream that ran into the oil can be seen very clearly. High
velocity when reached the surface level and continue to decrease far from the oil depth
(y-direction). An interesting observation is how the flow around the wheel are dominated
at the top of the right hand side of the wheel until 100rpm and suddenly switches to the
left hand side of the wheel at higher RR. To see the velocity pattern in more details on
can see a small recording area illustrated in figure 6.13. This figures shows clearly what
we have discussed earlier. As expected, the velocity is highest at the surface of the wheel
and decreases in the y-direction. One thing we can note at RR’s of 100rpm, in the region
of (−25 < x < −40,−10 < y < 0) the flow suddenly decelerates which is a consequence
of the coherent stream created when the wheel were rotating at 100rpm. Also the liquid
seems to stand still in some region specially for lower RR.
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Figure 6.10: Vector field and raw image at time 3 ms

Figure 6.11: Vector field and raw image at time 156 ms
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6.3.1 Large Field of View Camera

(a) (b)

(c) (d)

Figure 6.12: Mean field, large field,(a): 50 rpm, (b): 100 rpm ,(c): 200 rpm, (d): 400 rpm.
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6.3.2 Small Field of View Camera

(a) (b)

(c) (d)

Figure 6.13: Mean field, small field,(a): 50 rpm, (b): 100 rpm ,(c): 200 rpm, (d): 400 rpm.
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6.4 Vector Fields as Velocity Fields

Figures 6.14 and figures 6.15 illustrates the mean fields of the velocity vectors. At RR’s
of 200rpm, the flow dominates around the wheel and the velocity profile look like ballistic
motion. In fact due to that reason we have 1/3 of the wheel radius in the oil level and
results for maximum velocities can be reached. In this configuration the maximum splash
and hence the maximum lubrication of wheel components in the gear system can be reached.
Basically everything discussed in previous sections can be interpreted here. We can also see
some random velocity vectors above the surface as well as on the oil level, as a consequence
of the chaotic flow occurring in these regions.

6.4.1 Large Field of View Camera

(a) (b)

(c) (d)

Figure 6.14: Vector field, large field,(a): 50 rpm, (b): 100 rpm ,(c): 200 rpm, (d): 400 rpm.
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6.4.2 Small Field of View Camera

(a) (b)

(c) (d)

Figure 6.15: Vector field, small field,(a): 50 rpm, (b): 100 rpm ,(c): 200 rpm, (d): 400
rpm.
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7 Results of PIV measurements for Spur Gear wheel

Raw PIV images in the recording area (large field view of camera) of reverse as well as
forward rotational directions are shown in figures 7.1, 7.2, 7.3 and 7.4. Basically like for
smooth gear wheel, the reverse direction generates more bubbles, oil drops and splash
compared to the forward direction. We can see that for spur gear wheel, even at RR’s of
50rpm, a small formation of stream creates, as the wheel starts to rotate in the backward
direction only. In the forward direction, the earliest streams can be seen at RR’s of 200rpm
(see figures 7.3(c,d)). In fact above the wheel and in the end of each toot one small stream
is formed which we could not see at all for the smooth wheel (not true in forward direction
of spur gear). But in the reverse direction at RR’s of 100rpm the flow around the spur
gear wheel looks like the RR’s at 200rpm for the smooth gear wheel, (see figure 7.1(b)and
6.1(c)). The teeth wheel seemed to generate more chaotic flow with splash and oil drops
inside the modelled gearbox independent of rotational direction, which is naturally and also
expected. By comparing the flow fields around the wheel for smooth and spur gears in the
forward direction, one can immediately see there is no much difference of oil distribution
around each wheel (see figures 7.3, 7.4, 6.4 and 6.5). Also during the experiments, we
observed the flow pattern to be more “aggressive” in general and overall everywhere inside
the modelled gearbox. Specially at RR’s of 1200rpm, huge oil drops together with splash
contaminated the gearbox window, which could cause optical refraction and disturbance
for PIV measurements. In next section we will discuss more in detail the flow and bubble
distribution between the teeth.
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7.1 Raw PIV images of Large Field of View Camera

7.1.1 Reverse direction

(a) (b)

(c) (d)

Figure 7.1: (a): 50 rpm, (b): 100 rpm ,(c): 200 rpm, (d): 200 rpm at different brightness
level.
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(a) (b)

Figure 7.2: (a): 400 rpm, (b): 1200 rpm.
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7.1.2 Forward direction

(a) (b)

(c) (d)

Figure 7.3: (a): 50 rpm, (b): 100 rpm ,(c): 200 rpm, (d): 200 rpm at different brightness
level.
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(a) (b)

Figure 7.4: (a): 400 rpm, (b): 1200 rpm.
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7.2 PIV images of small Field of View Camera

As mentioned earlier, measurements in the smaller recording area was important in order
to get some view of the flow between each tooth. This is illustrated by means of raw PIV
images in both rotational direction in figures; 7.5, 7.6, 7.7, 7.8, 7.8, 7.9, 7.9, 7.10, 7.11,
7.12, 7.13 and 7.14. For every rotational direction and of every RR, images are extracted
at four different time periods. At RR’s of 50rpm, basically air bubbles fills up the half of
the “space” between each tooth. From figures, we can see that the smallest bubbles simply
move in between the tooth. Immediately when the wheel starts to rotate one large single
bubble seems to be first created between the first and the second tooth (count from the
left side of the wheel). As the gear wheel rotates, small bubbles will occupy the “space”
between each tooth, but the single largest air bubble remains still during the rotation. This
large air bubble continue to grow as illustrated in figures 7.6. At RR’s of 200rpm, the air
bubble completely fills up the space between each tooth, see figures 7.7. At this stage the
flow pattern around the spur gear wheel looks almost like the flow pattern of the smooth
gear wheel at RR’s of 200rpm, see figures 6.6(b,c). At higher RR’s than 200rpm, the bubble
distribution around the spur gear wheel looks more or less like the flow distribution of the
smooth gear wheel, see figures 6.6(d), 6.7, 7.8 and 7.9. As expected, the bubble boundary
continue to grow even for the spur gear wheel. In forward direction, the same phenomena
can be observed as for the reverse direction until 400rmp, but at RR’s of 1200prm, we
observed how the large bubble occupying the space between each tooth suddenly breaks
up into smaller bubbles, see figures 7.14.

In the next section we will discuss the mean fields velocity profiles for different cases of
RR’s.
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7.2.1 Reverse direction

(a) (b)

(c) (d)

Figure 7.5: 50 rpm at different time. (a): 12 ms, (b): 24 ms ,(c): 36 ms, (d): 48 ms.
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(a) (b)

(c) (d)

Figure 7.6: 100 rpm at different time. (a): 6 ms, (b): 12 ms ,(c): 24 ms, (d): 36 ms.
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(a) (b)

(c) (d)

Figure 7.7: 200 rpm at different time. (a): 3 ms, (b): 6 ms ,(c): 9 ms, (d): 12 ms.
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(a) (b)

(c) (d)

Figure 7.8: 400 rpm at different time. (a): 3 ms, (b): 6 ms ,(c): 9 ms, (d): 12 ms.
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(a) (b)

(c) (d)

Figure 7.9: 1200 rpm at different time. (a): 3.3 ms, (b): 6.7 ms ,(c): 10 ms, (d): 13.2 ms.
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7.2.2 Forward direction

(a) (b)

(c) (d)

Figure 7.10: 50 rpm at different time. (a): 12 ms, (b): 24 ms ,(c): 36 ms, (d): 48 ms.
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(a) (b)

(c) (d)

Figure 7.11: 100 rpm at different time. (a): 6 ms, (b): 12 ms ,(c): 24 ms, (d): 36 ms.
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(a) (b)

(c) (d)

Figure 7.12: 200 rpm at different time. (a): 3 ms, (b): 6 ms ,(c): 9 ms, (d): 12 ms.
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(a) (b)

(c) (d)

Figure 7.13: 400 rpm at different time. (a): 3 ms, (b): 6 ms ,(c): 9 ms, (d): 12 ms.
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(a) (b)

(c) (d)

Figure 7.14: 1200 rpm at different time. (a): 3.3 ms, (b): 6.7 ms ,(c): 10 ms, (d): 13.2 ms.
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7.3 Mean Field Velocity

In order to evaluate the mean fields, we use the same approach as for the smooth wheel.
The velocity vectors was first averaged over the fields with respect to a certain number
of points in the plane. And via a statistical method we remove the spurious vectors as
well as too slow bubbles. To get the mean fields, a certain number (number of sample are
dependent of the cases) of measurement sample was averaged. The results are illustrated in
figures 7.15 and 7.16. In this case we also mask the wheel and the spur teeth. At low RR’s,
the flow is laminar (figure 7.15(a)). As expected, the maximum velocity can be observed
at the teeth, specially at the right hand side of the wheel where the velocity reaches its
maximum level and decelerates in the negative y-direction, (compare with the smooth gear
in figure 6.12(a)). We can note that the laminar boundary layer is already large at RR’s of
50rpm and we can see some kind of transition. The teeth of spur gear seems to promote
turbulence which is illustrated in figure 7.15(b), where the flow is fully turbulent already
at 100rpm, (compare to the smooth wheel which is fully turbulent at 200rpm). Above
RR’s of 200rpm the flow passes, from to be dominated on the right hand side of wheel and
below the oil surface, to be dominated both in left hand side and above the oil surface.
At rotational speed of 200rpm (figure 7.15(c)), one can also see the individual streams
that forms from each tooth. And at RR’s of 400rpm the wheel velocity is so fast that a
jet is created, and is dominated on the right hand side of the wheel. At higher RR’s, it
was not possible to get accurate results, partly because it is too much optical refraction
and disturbance creating bubbles, huge oil drops and splash besides the contamination
of the gearbox window, which complicates the registration of the PIV displacement for
each individual tracer particles, in every PIV frame. In particular at RR’s of 1200rpm,
the numbers of measurements samples was also limited due to the problem we described
above, because at 1200rpm we needed to perform very quick measurements before the
tracer particle images were blocked by bubbles. However, to see more in detail below the
wheel, measurement was done in a smaller recording area illustrated in figures . As seen,
the flow field velocity reaches its maximum between the teeth. This can be explained by the
discussion in the previous section. Until 100rpm, it is possible for laser sheet to penetrate
into bubbles and light up most of the space between every tooth. The fact that when air
bubbles completely occupy the space between each tooth for higher RR, the spur wheel
“behaves” and looks like the smooth gear wheel which means that the bubbles between
the teeth rotates in the same velocity as the wheel. Because they don’t move at all, they
obtain the same velocity as the wheel. But why can we not see the maximum velocity
between the teeth at higher RR’s? The answer is simply that the bubbles occupie the
space between the teeth and make the PIV measurements impossible.
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7.3.1 Large Field of View Camera

(a) (b)

(c) (d)

Figure 7.15:
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7.3.2 Small Field of View Camera

(a) (b)

(c) (d)

Figure 7.16:

, Applied Mechanics, Master’s Thesis 2010:49 71



7.4 Vector Fields as Velocity Fields

The results of velocity vectors are shown in figures 7.17 and 7.18. Compared to the smooth
gear wheel, the flow pattern looks more ballistic, specifically at 100rpm. Basically same
discussions that we had in previous section can be applied here as well. The velocity
vectors are colored in the same color map as for the mean velocity field. As one can see
the velocity differences varus in different regions around the wheel. For low RR’s, the flow
moves very fast close to wheel and decelerates far from the wheel. Above the oil surface,
around the wheel the flow motion is dominated by splash and oil drops which is shown as
random velocity vectors.

In the next section we will compare the results of mean velocities and turbulence inten-
sity in cylindrical coordinates in 5 different positions for both modelled smooth and spur
gear wheel.

7.4.1 Large Field of View Camera

(a) (b)

(c) (d)

Figure 7.17:
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7.4.2 Small Field of View Camera

(a) (b)

(c) (d)

Figure 7.18:
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8 Boundary layer profiles

In order to further analyze the results for smooth and spur gear wheel, we compared the
mean velocity and turbulence intensity for a small recording area in five different regions.
Figure 8.1 show the positions of these regions. The first line represents the first pictures
in figure 8.2(a,b,c,d) and the fifth line represent the fifth pictures in figure 8.2(a,b,c,d).
The velocity profiles are evaluated in a cylindrical coordinate system, where R0 represent
the radius of the wheel. At 50rpm for the smooth wheel, the flow is laminar, and this
laminar boundary layer continue to grow around the wheel. As the wheel rotate faster
(100rpm), the boundary layer continue to grow and we see more liquid motion even far
from the wheel. At this stage the flow is fully laminar. As the wheel rotates faster, we can
see some transition and at 200rpm the liquid flow around the wheel is fully turbulent. The
maximum scaled velocity (|U |/U0) profile reach up to 0.5. At RR of 400 we can see some
kind of fluctuation in the velocity in some regions, which can be a consequence of too low
numbers of measurements samples. In fact, it was not possible to increase the sample rate.
Too many bubbles disturbs the liquid. However, at 400rpm, the liquid velocity continue
to decrease which is caused by the creation of large bubbles and they moves very slow
compared to the liquid. Of course at this stage, this bubbles are contaminated with tracer
particles, so it might be possible that we measure on the bubbles as well. In some regions,
same velocity profile can be seen as for the spur gear wheel. But at 50rpm, in region
(x ∼ 0, R ∼ R0) suddenly the velocity reaches the maximum level and decreases linearly
close to the wheel until R ∼ 15mm. Suddenly we see no flow motion at all far from the
wheel. And In some regions the velocity profile seems to decrease linearly proportional to
R (see last figure in 8.2(a)). One thing we can notice is the transition to turbulence flow
which starts much earlier, i.e., at 100 for spur gear. At this RR, the maximum velocity scale
are below 0.6 in some regions, except at the right hand side of the wheel. Due to that, a
coherent stream is always present in those regions and the liquid velocity is always highest
there, independently of the RR and choice of the wheel (see fifth figure in 8.2(a,b,c,d) of
all RR’s).

The turbulence intensity of the flow around the wheel are evaluated for smooth as well
as for spur gear wheel in same regions as shown in figure 8.1. The turbulence intensity can
be computed from

I =
Urms

U0

U0 =
ω

60
πD (8.1)

where Urms represent the root mean square of velocity fluctuations and reads,

Urms =
√
u′2x + u′2y . (8.2)

As can be seen from figure 8.3, the turbulence intensity various as lowest 1% and as
maximum up to 35% in different flow regions around the wheel. In most of the regions
above 100rpm, where the flow is fully turbulent the intensity is highest near the moving
wall (wheel) and is then decaying. This was expected since the stresses and fluctuations
are largest near the wall and it is in that region where most of the dissipation of the kinetic
energy is taking place and naturally most of the turbulence is produced. The very smallest
energy scales (Kolmogorov scales) of motion is in this case located in the moving wall
region and it is here the dissipation occurs. The dissipation takes out the kinetic energy
from the turbulence and transfers it further on to the internal energy. However at RR of 50
the turbulence intensity is quite low for smooth wheel. For spur gear, we can already see
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the transition from laminar to turbulence in some regions. The largest difference can be
observe ia located at the right hand side of the wheel. As RR (100) increase, the flow gets
dominated by the turbulence. At this stage the turbulent intensity is quite high ∼ 20 %,
but for smooth wheel, we can see an increase in intensity in some regions. At most, in
the right hand side of the wheel (see first and second figures in figure 8.3(b). In this
regions turbulence is quite uniform distributed up to R ∼ 20. Above 100rpm the intensity
increases very quickly, specially near the moving wall. For smooth gear wheel, the intensity
is almost 35% in some regions, specially in the right hand side of the wheel. At 400rpm,
basically the intensity profile for both smooth and spur gear wheels agrees with each other
in all regions. The explanation to this is that all the flow profiles at this stage are almost
similar, which were showed and discussed in section 6, and in section7.

Figure 8.1: Position of boundary layer profile showing for small field of view.
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8.1 Mean Velocity

(a)

(b)

(c)

(d)

Figure 8.2: Boundary layer profiles of mean velocity at five different regions in small
recording area for smooth and spur gear wheel. (a): 50 rpm, (b): 100 rpm ,(c): 200 rpm,
(d): 400 rpm.
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8.2 Rms Velocity

(a)

(b)

(c)

(d)

Figure 8.3: Boundary layer profiles of turbulent intensity (RMS) at five different regions
in small recording area for smooth and spur gear wheel. (a): 50 rpm, (b): 100 rpm ,(c):
200 rpm, (d): 400 rpm.
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9 Conclusions

Laser-Induced Fluoresce (LIF) combined with Particle Image Velocimetry (PIV) measure-
ments were successfully performed around a modelled single rotating wheel within a mod-
elled SAAB gearbox. Two-component velocity measurements were performed with rotation
rates up to 400rpm in both forward and reverse direction. The measurements were per-
formed for the modelled smooth and spur gear wheel, (in some cases were rotation rates
up to 1200rpm possible to perform, i.e., forward direction). In this project we faced many
problems and difficulties, for example finding the transparent oil, which was very important
in PIV measurements. Initially when we started this project, we were only told to perform
PIV measurements for a modelled gearbox. Soon we realized that the flow around the
wheel both below and above the oil level was a very complex two-phase flow with splash.
And besides that, contamination of the gearbox window made the PIV measurements even
more difficult. Fortunately we solved most of the problems. Mean field as well as tur-
bulence intensity could be extracted from the measurements, which showed the variation
of velocity and turbulence close to the moving wheel. There is a clear difference in flow
patterns between this two wheels, specially at rotation rates below 100rpm. At rotation
rates above 200rpm, the flow profile seems to be almost identical for both the wheels. Also
with increased wheel rotation speed the flow induced by the wheel in the oil become more
and more confined to the region very close to the wheel since inertial forces are getting
larger and more dominating over the viscous forces. But above the oil level the amount of
oil splashed by the wheel is increasing with the increased rotation rate.

10 Recommendations

For further investigations for future work we recommend to perform the same PIV tech-
nique, i.e., Laser-Induced Fluorescence combined with PIV and modify the modelled gear
box, e.g., a gearbox completely made in plexiglas and in a smaller dimension. This could
reduce the optical disturbance even more. In order to measure the flow in details between
each tooth, one can try to locate the laser beam from the bottom of the gearbox, if the
bottom part of the gearbox is made in a transparent material. In order to further improve
presision for the velocity of continuous-phase at high rotation rates it is necessary to first
mask the disperse-phase (bubbles) and exclude it prior the cross-correlation evaluation. It
is also of interest to obtain quantitative information about the disperse phase. To do so,
one need to identify and track by using PTV every single bubble of all the different kinds
of shapes and sizes that exists in the flow. At this moment it requires a very advanced
program in order to be able to perform this. At the moment no program, as far as we
know can track bubble shapes like hydrofoils of various shapes. Also the local as well as
the global void fraction and bubble size distribution can be determined, partly because
this information is very important when modelling the flow in multiphase CFD. For future
work one can also investigate:

� Perform PIV in stereo setup in order to obtain three components of velocity.

� Perform measurements in different plains.

� Obtain more detailed information of one of the cases, we recommend 200rpm e.g. at
several different planes.

� Perform measurement with several interacting wheels, if possible.

� Change the wheel dimension, if possible to a smaller diameter.
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