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Abstract

Using unmanned aerial vehicles (UAVs) is increasing in a lot of fields and the fact that they can
be made to operate autonomously is valuable. Utilizing drones for maritime search and rescue
(SAR) missions could improve safety for rescue personnel and increase the efficiency of getting
distressed people in safety. Placing drones on larger crane equipped ships could enable usage
of drones, to remotely attached a line to a liferaft and utilize the ship’s crane in order to lift
the liferaft onboard. This thesis presents a foundation for deploying a DJI Phantom 4 PRO
drone configured as an autonomous drone for attaching a line to the liferaft and utilize image
detecting to detect the liferaft via the drone’s live video feed using a deep learning algorithm. A
Convolutional Neural Network (CNN) has been trained and tuned for predicting if the liferaft
is presence in an image, a ground station containing a computer running the CNN and drone
maneuver program and an Android communication application has been developed, making the
drone fully autonomous. The results obtained prove that the proposed system design used in
this thesis transform the Phantom 4 PRO into an autonomous drone. Utilizing the live video
feed of the autonomous drone enables the designed system to locate and execute a flight path
towards the detected liferaft. However, the proposed designed system has only been tested in
simplified scenarios and more data for the CNN are needed to make the prediction of the raft
more robust. Investigations if the Phantom 4 PRO can carry the required load is needed and a
better way of tracking the liferaft must be developed for a more versatile solution.

Keywords: Autonomous drone, drones for SAR missions, remotely connecting life rafts, Con-
volutional Neural Network.
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1 Introduction

During a large-scale maritime rescue operation, it is a great challenge to get distressed people in
safety. The boats that the sea rescue team are using are usually not built to safely hold more
than 10-20 people. Using helicopters are not effective either due to limited space onboard the
helicopters and the time it takes to lift people up. According to Fredrik Falkman at the Swedish
Sea Rescue Society (SSRS), it takes approximately 7 minutes per person to be winched up to
the helicopter. Could Unmanned Aerial Vehicles (UAVs) be utilized to solve this challenge?

Today, UAVs have become increasingly popular in a broad field of applications, like construction
inspections, surveillance, delivery in hard to access areas, commercial or recreational photogra-
phy, and search and rescue (SAR) operations [1]. During SAR operations, using the UAVs instead
of rescue personnel and vehicles could revolutionize the operations by improving efficiency in lo-
calizing and tracking capabilities. Implementing the UAVs to operate as SAR vehicles would also
result in high repeatability to redo similar rescue operation scenarios in the future. Utilizing a
cloud to share information regarding various rescue, the UAV’s could be linked to the cloud to
share operations and procedures that each UAV has faced, which enables each and every single
UAV to learn how to interpret challenging rescue scenarios. SAR missions are often character-
ized by a number of constraints such as time, human losses, operational environments. These
constraints are critical and hard to minimize with considerations to the methods used today [2].
Using UAVs can provide serious support to the already proven and used methods used for SAR
operations. In typical SAR scenarios, the UAV will be deployed in an area of interest, perform
sensory operations to collect data of the presence of victims and report collected data to a remote
ground station or rescue team.

The UAVs are fast, can operate autonomously and thereby perform operations hard to execute
by human operators at low cost and risk. The efficiency of using the UAVs in rescue operations
has been proven in 2005, where UAVs were used in the aftermath of Hurricane Katrina to search
for trapped survivors in damaged areas [3].

To solve the challenge of the large-scale maritime rescue operation, an effective alternative would
be to utilize nearby cargo ships since they can hold a large number of people. The problem with
this solution is to get the distressed people off the liferaft and onboard the ship. In order to
bring the people safely onboard, an effective way would be to lift the liferaft with the people
still inside. However, this would require a way to connect a line to the liferaft which could be
done utilizing a UAV. If a UAV would be stationed at every ship with the possibility to lift a 50
person liferaft, the rescue operation would be more effective.



1.1 Objective

In order to make the large-scale maritime rescue operation more efficient, SSRS sees great poten-
tial in position UAVs on ships with a crane powerful enough to lift a 50 person liferaft and utilize
the drone for connecting a line to the liferaft. However, no existing solution is available on the
market today and therefore, SSRS reached out to Chalmers University of Technology for help in
developing a possible solution. To achieve SSRS vision, an autonomous drone would be beneficial
since no training of the ship’s personnel would be needed. It would also be a hard maneuver to
fly the drone in the correct way to successfully connect the line and an autonomous drone would
increase the performance of this operation. The UAV used in this thesis is the DJI Phantom 4
PRO drone [4], which is a quadcopter drone and was chosen since it has a good camera, long
battery life, and can become autonomous by using the DJI Mobile SDK [5]. A ground station
will be constructed which handles calculation of control signals for desired motions and a deep
learning algorithm will be used to distinguish a liferaft in the drone’s camera live feed. The
complete flight mission will be very simplified and only used to show that the Phantom 4 PRO
can be used as an autonomous drone and that the ground station constructed can be used for
further development.

This thesis’s objective is to lay the foundation for using a DJI Drone as an au-
tonomous drone for connecting a line to a liferaft and to show that the drone can
distinguish the liferaft in its live feed using a deep learning algorithm.

1.2 Project outline

The objective, to utilize the Phantom 4 PRO as an autonomous drone for connecting the line
to the liferaft and to find the liferaft in its live feed, requires a couple of sub-tasks to be solved.
One is to make sure that the drone can distinguish a liferaft from other boats and objects. This
is solved using a Convolutional Neural Network (CNN) to classify objects. Once the liferaft is
identified, the drone needs to fly to it. To do this, distance and heading are calculated. By
making sure the liferaft is centered, it is possible to calculate the distance to the target by using
the known height above water and in what angle relative to the horizontal plane the camera is
pitched. Since the drone that is used is a DJI Phantom 4 PRO, it is not possible to program the
onboard computer to do these tasks and instead, a ground station must be constructed. This
ground station consists of a computer running the classifier and control strategy and an Android
phone connected to the drones radio controller (RC). The phone is running an application which
handles communication between the computer and the drone. Due to time constraints, the drone
will be flying without a line and the final flight mission presented in this thesis is only to prove
that the drone can distinguish the liferaft and fly autonomously to the raft and back home.



2 Hardware

In this section, the main hardware used in the thesis is presented, which is the drone used, a
game capture card used to get the live feed from the drone to the computer and the life raft
which the complete system will be tested with.

2.1 DJI Phantom 4 PRO drone

The drone used is the DJI Phantom 4 PRO. It is developed by a Chinese company called DJI
and no modifications of the drone have been made. This drone is very popular in the recreational
photography and filming community because of its compact size, good camera, long battery life
and user-friendliness.

Figure 1: Picture of the DJI Phantom 4 PRO drone.

The Phantom 4 PRO is equipped with a gimbal stabilized 1-inch 20MP 4K camera, vision system
in the front, back and underneath plus infrared sensing systems on the sides for object avoidance
as well as ultrasonic sensors for height measurements. It is also equipped with a GPS and
magnetometer sensor which enables the drone to know its position and hover in place in a stable
manner.

In order to control the drone, an RC is needed which communicates with the drone on 2.4GHz or
5.8GHz depending on the surrounding. If the live feed from the drone is desirable, a smartphone
with a compatible application must be connected to the RC through an USB-cable. DJI has
developed their own application which gives pilots a lot of modes, settings, and options to alter
and to see the live feed from the drone. This app is available through either App Store or Google
Play. However, since the goal of this thesis is to make the drone autonomous, an app specific for
this purpose had to be developed.



Estimated flight time for the Phantom 4 PRO is 30 minutes, top speed in Sports Mode is 72km/h
and flight range is 7km according to DJI. Even if DJI specifies that the range of the drone is
Tkm, it will not be utilized since the drone laws in Sweden [6] require a permit to fly without
visual contact with the drone and therefore the drone will not be flown further away than 200m.

2.2 Razer Ripsaw game capture card

The live feed from the camera is needed in order for the classification function to work and for
continuous update of the rafts position. This could be done wireless but to minimize delays in the
video transmission, a Razor Ripsaw game capture card was used [7]. The Ripsaw is developed
for gamers who want to record video of their games, for example, live streaming to the internet
and the low latency made it suitable to use for the work done in this thesis.

On the Phantom 4 PRO’s RC, an HDMI Output Module [8] was mounted in order to get the
camera live feed from the drone. Then the Ripsaw was connected to the HDMI output port on
the HDMI Output Module and to the computer with a USB-cable. The reason for not connecting
the HDMI output port on the RC directly to the computer is because the computers used in this
thesis only supports HDMI output and not input, which is what is needed in this case. By using
the Ripsaw, this problem was solved and the live feed could be seen on the computer and used
in the computer program for classification and feedback from the image.

2.3 Viking 25 person liferaft

To be able to test the liferaft detection, a Viking 25 person liferaft [9] was borrowed from the
SSRS. It is a common liferaft and is certified for being lifted with 25 persons in it. Since the
long-term goal of this project is to be able to use the drone to connect a line to the liferaft and
then use a winch to lift the raft, it was ideal to have access to this liferaft. However, due to the
large size of the raft and lack of access to a boat to tow the raft with, no tests have been done
with the raft in the water.

Figure 2: Picture of the Viking 25 person liferaft.



3 Theory

This section presents theory used in this thesis. It starts with DJI Mobile SDK API used to
enable autonomous flight of the drone, then how communication between the computer and
the phone is handled, continues with theory about Neural Network, then Haversine formula for
distance, bearing and position calculations, followed by equations for the drone, how to maneuver
the drone depending on the difference between yaw angle and bearing, and lastly what control
strategies that has been used.

3.1 DJI Mobile SDK API

In order to get access to the functions in the DJI Phantom 4 PRO drone, a mobile application
connected to the drone’s RC is needed [5]. DJI has developed a library for both Android and
iOS devices which give you access to functions like reading drone states, start or stop recording
video, get the live feed from the drone’s camera or turn the motors on, just to name a few.
On DJI’s website, there are tutorials on how to implement different types of functions for your
application [10] and this has been the stepping stone to learn how to communicate with the
drone in this thesis. There is also a wide variety of projects of different kinds that can be found
on GitHub which has been studied to learn the DJI Mobile SDK APT [11, 12, 13]. Only an
Android application will be developed in this project due to the very limited knowledge of Swift
programming, which is required to develop an iOS application.

Since it is desirable to make the drone autonomous, a way to skip the drone’s radio controller’s
input is needed when maneuvering the drone. The way to do this is to use DJI function library
Virtual Sticks. As DJI present it in their Simulator tutorial [14], the Virtual Sticks can be used
to enable a smartphone as the controller instead of the radio controller. In this application,
the virtual sticks are designed as touch buttons that can be moved by sliding a finger over the
screen. The area, in which the virtual touch stick is allowed to move within, is defined as a square
box with an XY-coordinate system. Origin of the coordinate system is in the center of the box
and the X and Y value is input signals to the drone. Since the input signals to the Virtual
Sticks function in this tutorial is a coordinate value in either the X or Y direction, depending on
which motion is intended, the touch screen part can instead be substituted for a value sent by
the computer. This will allow for a control program running on the computer to calculate the
suitable input signal for the desired motion.

One limitation of using the Virtual sticks is that they require a good Global Positioning System
(GPS) connection to work properly, which is only possible to get outside. Without the proper
GPS connection, the drone’s motors will turn off if a negative throttle signal is sent to the drone
and this will happen regardless if the drone is flying or not. Another limitation is that if a self-
developed mobile application is used for the drone, DJI has put limitations on how far and high
you are allowed to fly. The distance is limited to 50 meters away from the RC and maximum
altitude is 30 meters. When these limits are reached, the drone will not fly any further and just
hover. A way to circumvent these limitations has not been found and requesting DJI to disabled
them has not been successful.



3.2 Communication between computer and phone

In order for the drone to fly in a satisfying way, data needs to be sent back and forth between
the drone and the computer. As mentioned earlier, a phone which is connected to the RC with
an USB-cable is needed. The communication is done through a socket connection [15] where the
computer is the server and the phone is the client. In order to avoid disturbance and unwanted
behavior, the communication is done on a private WiFi network where only the computer and
the phone is connected. Ports used for the communication is predefined in the computer program
and in the app. They are defined as the phone will always send its data on port 9000 to the
computer and receive data on port 9001 to make sure that the sent and received data is not
mixed. These ports are not chosen for any specific reason more than that they are available and
not used for anything else in our application. In order to have a successful communication, the
phone, as the client, must also know the IP-address of the computer, the server, which is entered
in the app by the operator.

The communications work in such a way that the server, i.e. computer, is listening on port 9000
for any incoming request for connection. Once the client, i.e. phone, makes a connection request
on port 9000 it is either accepted or denied. If the connection request is accepted, a socket
connection is established and data can be sent. The same procedure is done when the server will
send data to the client but instead, the connection is established over port 9001. See figure 3 for
a visual representation.

COMPUTER PHONE
Ports Ports
) Connection ‘G

Request
Server % </ Client
Connection Granted
COMPUTER Y PHONE

Server Client

Jaua)isi

Figure 3: Socket communication between computer and phone.



3.3 Neural Network

A neural network (NN) is a model of artificial neurons stacked in layer upon layers and together
they form a network with an input layer, an output layer, and hidden layers in between. By
designing specific network architectures, the networks can be deployed for specific tasks, such as,
for convenience, image classification. Due to the high accuracy and efficiency of these networks,
the usage has increased and this makes them useful for a number of various applications, for
example, in banking where they can be used to make investment decisions [16].

The model of an artificial neuron contains weights and bias and these parameters are optimized
by an optimization algorithm in order to find a set of parameters. These parameters are used to
minimize the error between the input data and the output prediction. The layers of an NN are
interconnected and generally, the number of hidden layers is large. For illustrating purposes, a
figure of a simplified NN is described in figure 4 where the NN model consists of an input layer
with five neurons, the hidden layer of seven neurons, and the output layer of three neurons. This
type of network is called fully connected NN.

Input Layer \

Hidden Layer

Figure 4: Representation of a basic neural network architecture structure

The input layer is designed to match the dimensions of the input data, for instance, if an image
with dimensions of 255 x 255 x 1, the input layer dimensions have to match, resulting in 255 x 255
neurons located in the input layer. Depending on the application, for convenience consider an
image classification network which predicts the input image and outputs prediction in the form
of an array N x 1, the number of classes which the network is trained to recognize can vary where
the number of classes are N. Designing the hidden layers are not a specifically straightforward
method and therefore are researchers using heuristics to determine a trade-off between the number
of hidden layers and the training elapse time [17]. The simplified NN represented in figure 4 is a



feedforward NN but there also exists feedback networks called recurrent neural networks which
is more practical due to there ability to solve complex tasks more efficiently than the standard
feedforward networks [17].

3.3.1 Convolutional neural network

For image classification problems, one specific NN architecture called convolutional neural net-
works (CNN) functions exceptional well over other networks. The CNN are faster to train and
their structure enables the network to solve complex tasks such as image recognition. Instead
of the traditional NN concept of connected layers, the CNN utilizes local receptive fields which
takes square-formed neuron input and connects the small region to one neuron in the first hidden
layer. The region is then swept over all of the input layer neurons and connected to a different
hidden layer neuron. Consider figure 5 which consists of 12 x 12 neuron input connected to a
hidden layer neuron where each of the connections from the input layer neurons contains one
weight and the hidden layer neuron holds a bias.

Input Neurons

o o O o o o] o] o o] o] o o
o] o] o] o) o o] o] o o] o] o] o)
O O 0 o O O O o O O 0 o
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Hidden Neurons
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Figure 5: Representation of connection between localized input region and hidden neuron, a 3 X 3 localized
region is connected to a hidden neuron.

As the local receptive field is swept across the input layer neurons new connections are maid
to a different hidden layer neuron and these weights and biases are shared between each of the
hidden layer neurons. This concept is referred to as shared weights and biases [17], which reduces
the amount of parameters since if the parameters were not shared, the total amount would be
extremely large[18]. The concept enables the CNN to create feature maps which are utilized
to recognize specific features of the input data. This property enables the CNN to adapt to
translation invariance in images [17], i.e. the location of the recognized object in the image has
no consequence. The CNN usually consists of several feature maps to recognize several features
of the input image, which is one key property of the CNN’s performance in image classification.
For instance, one feature map could be to recognize the color red in combination with the color
blue, which theoretically could give an indication of the presences of a liferaft located somewhere
in the input image. Due to the architecture of CNN, they are often referred to as deep neural



networks since they consists of multiple hidden layers, where each hidden layer holds different
feature maps [17].

3.4 Haversine formula for distance, bearing and position calculations

If longitude and latitude of two points are known, it is possible to calculate distance and bearing
between these points by using the Haversine formula [19, 20]. The Haversine formula gives firstly
the distance between two points along a great circle as

c=2-atan2 (vVa, V1—a) (1)
d=R-c

where ¢,, is the n'" point’s latitude in radians, A\ (also in radians) is the difference in longitude
between the points, R is the mean radius of the earth, which is 6.371km, and d is the calculated
distance in meters. Secondly, the Haversine formula gives the bearing from the first point to the
second as

Oy = atan2 (sin (AX) - cos (v2), cos(p1) - sin(p2) — sin(p1) - cos (2) - cos (AN)) . (2)

Since both ¢, and A, is in radians, the calculated 6, value will also be in radians. Equation
1 and 2 will be used when the drone travel from the liferaft to the home position and in the
open-loop case when the drone travel between the calculated points.

If it is desirable to calculate the liferaft’s position when the position of the drone, the drones
bearing to the raft and the distance between the raft and drone is known, the following equations
can be used [20]

02 = asin (sm (1) - cos <g) + cos (ip1) - sin (g) . cos (eb))

3)
d d
A2 = A1 + atan?2 (sin (0p) - sin <R) -cos (1), cos (R) — sin (¢1) - sin ((pg))
where 0, is the bearing clockwise from north. This approach will be used in the Open-loop case
where the drone calculates the rafts position once and then fly the calculated trajectory.

3.5 Motion equations for a quadcopter drone

The Phantom 4 PRO drone is a quadcopter drone, meaning it has four motors on separate arms,
see figure 6 for an illustration. In order to understand dynamics of the drone and how it will
move depending on different motor thrusts, equations 4 - 11 can be analyzed. The equations are
mainly extracted from chapter 4.3 in Corke’s book Robotic, Vision and Control, The fundamental
algorithm in MATLAB [21] and modified to suit the Phantom 4 PRO. The simplified motion



equation of the drone is derived from Newton’s second law as

4

i=1

where m is the mass of the drone, Z is the acceleration in all three dimensions, g, is the downward
pointing gravity vector, R(¢,,0) is the rotation matrix from equation 8, defined in the inertia
frame where ¢, 1) and 6 represents the rotational angle of the X-, Y- and Z-axle. Equation 5 -
7 describes how the drone’s axes are rotated in the global coordinate system. Combined, as in
equation 8, they give the total rotation of the drone in the global coordinate system.

1 0 0
R, =10 cos(p) —sin(¢p) (5)
0 sin(¢) cos(¢)

cos(v) 0 sin(y)]

Ry=| 0 1 0 (6)
—sin(v) 0 cos(y)]
cos(d) —sin(f) 0
R, = [sin(f) cos(@) 0 (7)
0 0 1

Zle T; is the total upward thrust generated by the motors. This total thrust is expressed as

4 4
Fiot = ZTz = Z bwfm > (9)
i=1 i=1

where b is the propellers drag constant and w,,, is the angular velocity of each motor. In equation
10, the drones dynamics regarding the rotational accelerations is expressed. The drone’s angular
acceleration is expressed as

Jw=-wxJw+T | (10)

where J is the diagonal form inertia matrix consisting of each axis inertia, w is the angular
velocity in three dimensions, which is not to be confused with wy,, in equation 9, and 7 is the
torque around each axis expressed as

Te %(Ts + Ty —T, —T3)
T=|n| = |G+ -T-Ty)| (11)
T ST+ Ts —To —Ty)

where d is the length from the center of the drone to each motor, k is the propellers lift constant
and T is the thrust generated from each motor. Equation 4 - 11 would be used if simulations
of the drone’s motion was desirable, but is also useful for understanding how the drone moves
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depending on how much thrust each motor gets.

By studying equation 11 and figure 6, it can be seen that in order to move the drone to the
right, i.e. positive roll motion, motors M3 and M4 must get more thrust than M1 and M2. If
it is desirable to go forward, i.e. positive pitch motion, M2 and M3 must get more thrust than
M1 and M4. Finally, if a clockwise rotation, i.e. positive yaw motion, is to be done, M1 and M3
must get more thrust than M2 and M4.

X, roll

PR

Y, pitch Y

N 2

Figure 6: Defined coordinate system of the DJI Phantom 4 PRO drone.

M3
Z, yaw

3.6 Pitch and Roll output depending on Yaw angle and Bearing

Giving the drone the correct input on pitch and roll require consideration to the bearing to the
target and actual yaw angle of the drone. Since the quadcopter drone’s speed is not depending
on how the yaw angle is with respect to desired flight direction, the yaw angle can be maneuvered
to face in the flight direction while the drone flies towards the target. This is very effective when
the drone is flying towards a known GPS coordinate, like when the drone is flying back to its
home position and the drone is not yet facing the home position. In order to do this, a variable
[ was used which is the difference between the yaw angle and the bearing to the target,

B = bearing — yaw . (12)

The difference between the yaw and bearing angle, 3, is then used to calculate how much the
roll and pitch input is needed to fly towards the target,

pitch = v - cos (B)

. , (13)
roll = v - sin (8)

where v is the drone’s speed forward. This is also illustrated in figure 7 where the output from
a physical joystick is shown. In this case, the bearing to target is more than 45 degrees from the
yaw angle and therefore, more roll output than pitch output is needed to travel to the target.
As the yaw angle is corrected towards the bearing to target, the 8 angle will decrees and more
and more pitch output will be given.
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Pitch Roll

Figure 7: Illustration of how roll and pitch control signals are calculated depending on the difference
between yaw angle and bearing.

3.7 Control strategy

To get the drone to fly autonomously, control of the drone’s motion in upward, downward,
sideways, yaw and gimbal pitch is needed in this thesis. Stabilizing the drone is not needed since
it is handled by the onboard computer which is already tuned by DJI before delivery of the
drone. The motion control needed can be handled by a couple of simple PD controllers which
are tuned for each specific task.

3.7.1 PD regulator

A Proportional-Derivative (PD) regulator is a feedback control system with the goal to minimize
the error between the reference signal ref and the output signal y [22]. In figure 8, an example
of a PD control system is shown.

PD regulator

3
> Kp

ref error " u
Proportional + y

+ > plant

A

3
P»| Kas

Differentiator

Figure 8: PD control system.

Reason for using the PD regulator is since all control of the drone’s motion will use position or
velocity as the reference and no integral part is needed to achieve a satisfactory behavior.

The parameters K, and K, in figure 8 are tuning parameters that can be tuned to achieve the
desired behavior. If the plant model, in this thesis the drone, is well known, K, and K4 can
be theoretically calculated but that is not the case in this thesis. Therefore, the trial-and-error
method is applied to obtain suitable parameter values for K, and K.
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4 Method

The Method section describes the parts solved to achieve the objective of getting the Phantom
4 PRO drone to fly autonomously and be able to distinguish a liferaft in its live feed.

4.1 Interface between Computer, Phone, and Drone

The communication between the computer, phone, and drone is set up as shown in figure 9,
where the drone is connected to its RC wireless on 2.4GHz or 5.8GHz. The RC has an Android
phone running the application shown in figure 11 connected and is connected to the computer
via the Racer Ripsaw to get the drone’s live feed to the computer. Communication between the
computer and the phone is done on a private WiFi network through a router.

Radio Link Between
Radio Controller and Drone

LAN
g— Android Device
‘=" —

Drone
DJI Phantom 4 PRO

LAN (( ’))
=

usB

Computer Router

Radio Controller
DJI Phantom 4 PRO

Razor
S Ripsaw Game
Capture Card
Figure 9: Visualization of all components and how they communicate with each other.

The scheme of the program to make the drone autonomous can be seen in figure 10 and the
different steps are starting from the left:
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1. Waiting for the operator to start the mission and to turn on the drone’s motors.
2. The drone’s states are collected.
3. The drone’s states are sent to the computer.

4. The computer program does calculations based on the camera live feed image and the drone
states received from the phone.

5. The computer sends the control signals for the motors and the gimbal pitch motor to the
phone.

6. The phone receives the control signals and sends them to the drone.
7. A check to see if the operator has stopped the mission.
8. If the mission is not stopped, the loop continues from point 2.

9. If the mission is stopped, the operator gains control of the drone and can fly it with the
RC or start the mission again.

Wait for
operator
to start
mission

mis:
stop

Send Calculations Computer Control

Get Drone Drone of control sends signals
states states to signals in signals to sends to
computer computer phone the drone

Figure 10: Program flow of the application.

To ensure that the program on the computer or phone does not get blocked while waiting for
data, both programs have timeout functions which allow the program to continue after a set
time. Since it is very important that the drone does not do any unwanted movements due to
missed data from the computer, the phone has a shorter timeout time and if no data is received,
the drone gets signals that will make it hover in place.

The features of the Android Application, as seen in figure 11, is to decide what IP-address to
connect to (1), display battery percentage of the drone (2), display amount of connected satellites
for the GPS (3), Start (4) or Stop (6) (changes text depending on if the mission is started or not)
the mission, start or stop recording video (5), update the drone’s states (6), display the relevant
drone states like the latitude and longitude position, the height, the yaw angle relative to north,
the gimbal pitch angle (7), display the motor signals sent to the drone (8), display the received
signals from the computer (9) and to see the live feed from the camera (10).
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PHANTOM_4_PRO Connected

192.168.0.100 . CONTINUE

Battery: 18% 0

. GPS:0 (Not_Flyable)

START MISSION . START REC. .

UPDATE DRONE STATES .

X:0.0,Y:0.0, Height: 0.1 (Ultra),

= Yaw: 170.1, GimYaw: 171.0, GimPitch: 0.0

T:0.0,Y:0.0,R:0.0,P:0.0,G: 0.0
. From Computer: 0.0,0.0,0.0,0.0,0.0

Figure 11: Android Application interface with marked features.

4.2 Convolutional Neural Network Design

Designing CNN nets is cumbersome, therefore is the proposed strategy to design a network which
is based on already existing networks, pre-trained networks. Using the existing networks improves
the design process and resources regarding different applications where the pre-trained networks
already have been applied is available. Since the objective of the choice of using networks to
classify objects in images, in this case, a liferaft, it is valid to pick a network specially designed
for image classification. The network used in this thesis is the image classification network
called VGG-16 [23]. The VGG-16 network scored second in the classification tracks, in the
Large Scale Visual Recognition Challenge 2014 (LSVRC2014) [23, 24]. The VGG-16 is a CNN
specially designed for image classification, since the LSVRC2014 is a competition with a 1 000-
class dataset, the VGG-16 has a classifier output of 1 000. The dataset used in the competition
does not include a liferaft class, hence the classifier part of the CNN needs to be redesigned. The
standard VGG-16 is procured from the Keras application library [25] and the last two layers of
the VGG-16 are then removed and replaced with layers that suits the thesis application. The
architecture of the VGG-16 is described in figure 12 and the input image has the dimension
224 x 244 x 3 where the pixel intensities are scaled between 0 and 1. Described earlier in the
theory section 3.3 each layer consists of numerous feature maps, pooling and shared weights and
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biases. The last two sections of the VGG-16 hold the classifier layers and since the standard
network does not support the objective of classifying liferafts, these sections are removed and
replaced.

224x224x3

224x225x64

112x112x128

56x56x256

28x28x512

12x12x512

' 7x7x512

1x1x4096
\31 000

convolution + RelLu

. max pooling

fully connected + ReLu

softmax

Figure 12: Visualization of the VGG-16 network.

The VGG-16 holds 138 357 544 tunable parameters called hyperparameters, which essentially
are weights and biases.

4.2.1 Modified pre-trained network VGG-16

In order for the VGG-16 network to work for the application in this thesis, some changes were
made and figure 13 shows these changes. Here the dimensions of the last two layers are changed
to 1 x1x512 and 1 x 1 x 3 respectively, meaning the modified VGG-16 predictions are three
classes, one boat class, one liferaft class and one water class. The choice of having three classes is
purely based on intuition and it could very well be proved that only two classes are needed, one
liferaft class and the other one containing objects which are not liferafts. These objects could be
all kinds of various things, but for simplicity, sea vessels are chosen since the intended system is
to operate over open water, where, for instance, the possibility of cars present is unlikely. The
choice of having a water class is to try to distinguish the boat class and liferaft class from one
another, for instance, certain feature maps may obtain specific color features which affect the
class prediction. By introducing the water class, the network hopefully can distinguish images
where there exists no object but water, this feature may help to distinguish some sea rescue
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vessels from liferafts. Since sea rescue vessels may have similar color features as the liferafts.
Also, the water class exists for extra decision abilities, for example combining the presences of
water together with the presences of the liferaft, i.e. only execute flight path if the drone is over
water and have found a liferaft.

224x224x3

224x225x64

112x112x128

56x56x256

28x28x512

12x12x512

' 7x7x512

convolution + RelLu

. max pooling

fully connected + ReLu

softmax

Figure 13: Visualization of the modified VGG-16 network with changes encircled by the red circle.

The number of tunable parameters in the re-designed VGG-16 is 136 359 747 which is a con-
siderable amount of tunable parameters. However, since the VGG-16 is a pre-trained network,
there exists no need of re-training the whole network, thus the VGG-16 is already optimized
for image recognition. The only necessary trainable part is the re-designed classifier layers and
therefore is all layers except the re-designed classifier layers set to trainable false. By only train-
ing the classifier layers, the amount of tunable parameters decreases dramatically to 2 099 203
parameters and also decreases the training elapse time.

4.2.2 Classifier design

The added classifier layers consist of two added layers, the first added layer is constructed with
Dense from the Keras core layer library [25], the Dense function connects the previous layer with
the first added one. The dimension of this layer was set to 1 x 1 x 512 and the activation function
chosen was (ReLu), short for rectified linear unit. To decrease over-fitting, Dropout is added to
the layer. Dropout consists of randomly setting a fraction rate of input units to 0 at each update
during training time, which helps prevent over-fitting [25]. The last layer added is the actual
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classifier, which is connected via dense to the previous layer. The dimensions have to match
the input classes, which is three, hence 1 x 1 x 3. The selected activation function for the last
classifier layer is softmaz. The decisions of selecting the activation functions and the dimensions
of the layers are based on a blog post from Keras [26]. The blog post explains how to build a
powerful image classifier with little data, hence describes a valid approach for the training and
design of the CNN used in this thesis. The blog post also takes advantage of using a pre-trained
network, actually, the blog post uses the pre-trained network VGG-16 and therefore is the blog
post the main inspiration for using VGG-16 in this thesis.

4.2.3 Optimizer

The Keras documentation provides insight of the specific optimizers that could be used to train
NN:s, there exists quite a lot of them but how to chose specific optimizers for different tasks is not
immensely clear. The choice of optimizer was determined by the blog post which uses an optimizer
called RMSprop and this specific optimizer is recommended to only tune the learning rate. Since
the tuning of CNN:s can be immensely hard due to the vast amount of tuning parameters,
decreasing the amount of optimizer tuning parameters makes the tuning much easier. The chosen
optimizer could very well be a bad choice, it could simply be possible to use another optimizer
instead to increase the accuracy of the network. Anyhow, to make the tuning process simpler
the RMSprop optimizer is chosen due to the simplicity of how to vary the tuning parameters.

4.2.4 Data set for training the CNN

The complete data set includes training data, validation data, and test data. The CNN model
is trained on the training data and at the end of each training epoch, the optimized weights
and biases are tested against the validation data set. After all training epochs are finished the
optimized model is tested with the test data set to conclude if the model indeed performs as
expected on the training and validation data set. Each data set includes three classes, one boat,
one liferaft and one water class. The boat class is obtained by downloading some data sets of
different types of boats via ImageNet [27]. ImageNet is a website which has a vast collection of
data set used for training image recognition NN:s. Unfortunately, ImageNet did not provide any
liferaft data sets so the choice fell to collect images of the provided liferaft, the Viking 25 person
liferaft. By using the DJI Phantom 4 PRO to record flight videos of the liferaft on land standing
on a blue tarpaulin, the data set was augmented via blue-screen in a film editor program to make
the life raft appear to float in water by masking out the liferaft and adding water as a background
layer. The suggested augmentation of the data could possibly decrease the performance of the
image classification due to similarities in the data sets.

4.3 Liferaft prediction

For the drone to find the liferaft, the CNN is used to make a prediction if a raft is present in
the image or not. This is used during the search face of the mission to ensure that the drone
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does not fly to the wrong object. The decision algorithm will state that it found the liferaft in
the image if the CNN prediction is higher than 70% and then move on to center the raft. The
prediction is also performed while the drone is flying towards the object to avoid that the drone
starts to follow something which is not the liferaft. Once the distance between the drone and the
raft is smaller than five meters, most of the image will be filled with the raft and no prediction
is needed and color search is only used to keep the raft centered in the image.

4.4 Search for Color in image

Since the liferaft has a very specific color, high visibility orange, it is possible to use this when
centering the liferaft in the image. It has also been decided that only one liferaft will be present
during the complete mission and it is very rare that objects in the surrounding have a similar
color. This means that, even if it is not the most versatile approach, it will work in this case.
When the prediction algorithm is certain enough that it is a liferaft in the image, it is possible to
isolate the rafts color and make a black and white image with the liferaft as the white part and
the rest as black. This is done with the Python library OpenCv [28] and the derived algorithm
search for combinations of colors which the liferaft consists of, mainly red and orange, and high-
lights the found color. The algorithm then calculates the average distance in x- and y-direction
relative to the center of the image. This way it is possible to course adjust and pitch the camera
angle of the drone relative to the detected object. An illustration of the color search algorithm
is displayed in figure 14.

o Object at: 35.0, -

Figure 14: Representation of the color search algorithm, the upper image illustrates the distance calcula-
tion. The green circle represents the center of the detected object, the blue circle illustrates the center of
the image. In the top left corner of the upper image, the distance of the object relative to the image center
is display, 35 pizels in z-direction and —6.0 pizels in the y-direction. The lower image is the grey-scale
image with the red/orange areas highlighted.

4.5 Distance calculations towards the liferaft

To get the distance from the drone to the liferaft, simple trigonometry is used. By centering the
liferaft in the image from the drone, you can use the altitude of the drone and the angle of the
gimbal pitch expressed as « in figure 15, the distance is then calculated as

altitude

dist = Jan(a) (14)
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However, by looking at figure 15, it can be seen that by using equation 14, the distance will not
be to the front of the liferaft but rather a bit behind, depending on the angle . To solve this, an
approximate height of the liferaft must be taken into account and equation 14 can be updated

as follows
altitude — raft_height/2

dist = 15
tan(a) (15)
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Figure 15: Distance measure to the liferaft.

4.6 Control design

Two different control schemes have been used and evaluated in this thesis. The first one is the
position feedback system scheme, where the position of the liferaft is calculated once and then the
drone flies the calculated trajectory without any update of the rafts position. The second scheme
was camera feedback system, where the rafts position in relation to the drone is continuously
calculated using the camera.

4.6.1 Position feedback system

In the position feedback system scheme, the drone centers the raft in the image in order to get a
calculated distance to the raft and a bearing. To get a good calculation, the offset to the center
of the image has to be very small, hence, an offset of 2 frames in  and y was used. Once the
raft is centered, equation 3 will be used to calculate the rafts position and then that position is
used to place eight points around the raft, as shown in figure 16, on a radius of 3 meters. These
eight points around the raft will be way-points for the drones trajectory.
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Figure 16: Flight trajectory in position feedback system.

In order to update the control signal for the drone, equation 1 and 2 is used to update the
distance and bearing to the next way-point.

4.6.2 Camera feedback system

In the camera feedback system scheme, the drone continuously uses the camera to center the raft
in order to get an update of the distance and bearing to the target. Since the update is done
continuously, the offset to the center of the image is not as important as in the position feedback
system case, hence, an offset of 50 frames is used. When the distance to the raft is 3 meters, the
drone starts to circle the raft with a constant roll speed of 1.5m/s and keeps the distance of 3
meters to the raft. During the whole circle, the drone will keep the raft close to the center of
the image in order to calculate the distance. Once the drone’s bearing is the same as when it
started to circle the raft, the drone flies back to its home position and land. Figure 17 shows a
sketch of the flight path.

X -- > - - - -

Life raft

Figure 17: Flight trajectory in camera feedback system.
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5 Results

This section presents the tests conducted to investigate the performance of the different parts
of the application and the obtained results. First tests are to investigate if the camera feedback
system or position feedback system scheme had the best performance and should be used for
the complete mission. Then the GPS accuracy was investigated to see how much that could
be trusted. After this, different tuned CNN was tested to see which one got the most reliable
prediction of the liferaft. Finally, the complete mission was tested.

5.1 Position feedback system performance

In order to check the performance of the position feedback system system, two test scenarios were
conducted. One where the object was placed at a distance of 19 meters and the other where
the object was placed at 35 meters, both in the same compass direction from the start position.
The object is a person wearing an orange high visibility vest and the surrounding is clear from
any other orange or red objects in order to only use the color search. To ensure that the tests
can be done repeatably, the target is placed on a market position and that position’s latitude
and longitude value is recorded by placing the drone at that position. GPS readings from the
drone is noted and marked with a star in figure 18 - 21. The drone’s start position is also market
to ensure that the drone always starts from the same position with only a few centimeters in
deviation.

The test is conducted in a way where the drone is supposed to rise to a height of 8 meters, center
the target in the image, calculate the distance to the target and then use that distance together
with the yaw angle to calculate at what latitude and longitude point the target is positioned at
with equation 3. When the rafts position is calculated, the drone will fly to the calculated point
and then back to its home position. In figure 18 a single run of the 19 meters test is shown and
in figure 19 a single run of the 35 meters test is shown.
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Figure 18: Traveled path with the position feedback system design on 19 meters, where start point, target
point and travel direction is marked.

Traveled Path with Open Loop Design, 35 meters
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Figure 19: Traveled path with the position feedback system design on 35 meters, where start point, target
point and travel direction is marked.

In order to test the repeatability of the system, five runs were done on each distance and the
result is shown in figure 20 for the 19 meters test and figure 21 for the 35 meters test.
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Repeatability test for open loop design 19 meters
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Figure 20: Repeatability test with the position feedback system design on 19 meters, where each color
represents a different test flight and start and target point are marked.

Repeatability test for open loop design 35 meters
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Figure 21: Repeatability test with the position feedback system design on 35 meters, where each color
represents a different test flight and start and target point are marked.

As noted in the figures presented above, the drone is not calculating the position of the object
correctly in any of the five tests in the two different scenarios but notably is that the calculated
value is similar each time. This could either be because of the inaccuracy of the drone’s GPS or
that the accuracy of equation 3 is not good enough. Even though the target position is calculated
using the drone’s current position and is subject to GPS inaccuracy, the offset between the objects
physical position and the position the drone flew to was too large. The fact that it also was not
able to correct its trajectory if the object moved was not positive either. These two shortcomings
could not be acceptable and therefore is the position feedback system scheme not used in the
complete Mission.
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5.2 Camera feedback system performance

The performance of the camera feedback system was tested in the same way as in the position
feedback system case. However, since the drone’s camera is used to continuously calculate the
distance to the raft, it is supposed to stop at a distance of 1.5 meters from the object and then
fly back to the home position. In figure 22 and 23 a single flight is shown for the 19 and 35
meters test.
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Figure 22: Traveled path with the camera feedback system design on 19 meters, where start point, target
point and travel direction is marked.
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Figure 23: Traveled path with the camera feedback system design on 35 meters, where start point, target
point and travel direction is marked.
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A repeatability test was done for the camera feedback system scheme as well with five different
flights for each scenario. The results from the 19 meters test are shown in figure 24 and for the
35 meters in figure 25.
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Figure 24: Repeatability test with the camera feedback system design on 19 meters, where each color
represents a different test flight and start and target point is marked.
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Figure 25: Repeatability test with the camera feedback system design on 35 meters, where each color
represents a different test flight and start and target point is marked.

Studying the figures presented above, it is clear that the performance of the camera feedback

system scheme is very satisfying. It flies very straight towards the object since it can update the
position of the object continuously and it stops and turns around at about the same distance to
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the object each time. The reason for that the drone seems to stop directly above the object on
the 35 meters test is mainly due to the scaling of the plot and that the recorded position could
be slightly off due to GPS inaccuracy. Visual observations during the two test scenarios showed
very similar behavior and that the drone turned around close to the same distance to the object.

Tests were also conducted where the object was moving to investigate how good the camera
feedback system scheme was to follow the object. There were no difficulties to follow the object
as long as the objective was at a greater distance than 5 meters. If the drone was closer than
this, it was quite easy for the object to end up outside of the image unless the movement was
very slow. This will, however, not be a problem since the liferaft will not move that quickly in
the complete mission.

With the results from the camera feedback system tests, it is without a doubt this scheme who
has the best performance compared between the closed- and position feedback system. It is also
able to follow the object if it moves when the drone flies towards or around it. Therefore is the
camera feedback system scheme used during the complete mission.

5.3 GPS accuracy

To see how good the GPS accuracy of the drone was, a test was conducted. This would show
how much trust could be put on the GPS and if it could explain the result from the position
feedback system scheme. The test was conducted by keeping the drone at the same place on the
ground with the motors turned off and then the GPS states were recorded for 300 seconds.

As can be seen in figure 26 - 28, the GPS states varies quite a lot over time with the biggest
deviation being approximately 2.7 meters, marked with a red cross in figure 28. This indicates
that using the GPS for position calculations in the position feedback system scheme will most
likely give an inaccurate value since it is not certain that the drone’s position is correct. It also
shows that feedback from the camera is crucial for precise flight and for landing at the correct
location.
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Figure 26: Plot of latitude (top plot) and longitude (bottom plot) change over time during GPS accuracy

test.
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Figure 27: Plot of latitude and longitude change with respect to each other during GPS accuracy test
with the first, last and maz deviation value marked.
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Figure 28: Deviation from the first value during GPS accuracy test with max deviation from the first
value marked.

5.4 CNN tuning

In order to get some bearings for the CNN tuning, the optimizer RMSprop’s tuning parame-
ters are unchanged, meaning the dropout rate is set to 0.5 and the dimensions of the classifier
layers are unchanged from the proposed design in section 4.2.2. The overall training process is
represented in figure 29

Training Curve of the Convolutional Network with Optimizer RMSprop
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Figure 29: Representation of the initial trained model, the green curve represents the training accuracy,
the blue curve representing the training loss, the red curve illustrating the validation loss, and the black
curve illustrating the validation accuracy.
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Analyzing the training performance of the initial model, it becomes quite clear that the validation
loss is off, the goal is to achieve similar curves for the training accuracy/loss and validation
accuracy /loss according to [29]. Since the accuracy curves seem to converge there is little over-
fitting but the learning rate is set to high, this can be illustrated by analyzing the validation loss
curve, the curve should smoothly decrease until converging, which it does not. A new attempt
to improve the validation loss by decreasing the learning rate to 0.0001 from the initial learning
rate 0.001 and additional images taken from the test site was added to the data set. The training
performance of the made changes is illustrated in figure 30.

Training Curve of the Convolutional Network with Optimizer RMSprop, Ir=0.0001
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Figure 30: Representation of trained model with changed learning rate lr = 0.0001, the green curve
represents the training accuracy, the blue curve representing the training loss, the red curve illustrating
the validation loss, and the black curve illustrating the validation accuracy.

With decreased learning rate, the validation loss converges which indicates better performance.
By comparison with the previous learning rate setting, the decreased learning rate achieved lower
validation loss, which is preferable.

5.5 Prediction performance

The performance of the CNN was hard to evaluate since no tests were conducted with the liferaft
in the water. However, the results shown in figure 31 states that the trained CNN is able to
predict the presence of the liferaft rather well if a lot of water is present around the liferaft. This
is expected since the data set, which the CNN is trained with, contains images of liferafts with
almost only water around it.
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Figure 31: Image series of three consecutive liferaft images displaying the liferaft prediction result in each
tmage, 6.77% in the top image, 41.99% in the middle image, and 89.69% in the bottom image.

After changing the training parameters and adding images of the liferaft at the test site, new
prediction tests were conducted. The result is shown in figure 32. Whit these changes made,
the CNN does not require as much water to predict that a liferaft is present in the image. The
result, however, was not that much improved and since the end goal of this application is to use
the system out at sea, the updated data set is not really improving the system.
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Figure 32: Image series of three consecutive liferaft images displaying the liferaft prediction result in
each 1mage with changed training parameters and added images, 18.81% in the top image, 59.57% in the
middle image, and 96.90% in the bottom image.
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5.6 Complete Mission performance

To test the complete mission performance, a liferaft was inflated and placed on the ground very
close to the water, see figure 32. The drone’s takeoff spot was not marked and the start position
could vary between the different tests and it was facing in a slightly different direction each time.
The distance between the drone’s start position and the liferaft was approximately 16 meters
and no further distances were tried due to limited space on the test site. A good test site was
hard to find since the location had to be close to the water, have access to electricity for inflation
of the raft and an open area to fly within was required.

The obtained test result for the repeatability test of the complete mission is presented in figure
33 and it can be seen that a very similar behavior is achieved in all five cases. This indicates
that the performance of the complete mission is satisfying and the objective to make the drone
autonomous and able to find a liferaft has been achieved. More tests on different distances are,
however, needed to conclude if the performance of the liferaft prediction is fully satisfying.
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Figure 33: Repeatability test with the camera feedback system design on the complete mission, where each
color represents a different test flight and each start point is marked.
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6 Discussion

As mention before, the advantages of the camera feedback system system versus the position
feedback system system is obvious, the camera feedback system uses the camera and the color
search algorithm which enables course correction and continuous update of the distance mea-
surements. These features make the camera feedback system system more robust, precise, and
adaptive to changes, like if the liferaft starts to drift due to wind or waves. Since the position
feedback system system relies completely on GPS data feedback while traveling towards the
estimated liferaft location, not updating the estimated liferaft location will most likely always
result in location estimation errors due to the inaccuracy of the GPS system. Considering the
limitations of the position feedback system system and evaluating performance versus the camera
feedback system system, it becomes clear that the camera feedback system system is preferable.

Concerning the prediction and color search algorithm, there exist some considerations that need
to be mentioned. The CNN is designed to output predictions on three different classes, boats,
liferafts, and water. Since one objective of this thesis is to localize and find a liferaft in an image,
the CNN is specifically designed for this task, hence in-versatile. The combination of combining
the prediction together with the color search algorithm provides a rough estimate of the liferaft
location but problems occur if there exist numerous red/orange objects except for the liferaft
in the image which the predicted is performed on. This will result in the course and distance
corrections being off and the flight path towards the raft will not be straight which could result
in the drone missing the life raft. The color search algorithm infuses difficulties when detecting
other objects rather than the liferaft itself and in the future work section 8, actions towards a
more versatile approach to solving this problem is presented.

Using the camera for distance measurements works good for long estimated distances but will
not be accurate on small distances. Consideration of the height of the raft is also needed to get
a good distance measure which requires knowledge of the raft height in advance. For the tests
done in this thesis, the distance measurements were accurate enough to show the functionality
of the system. However, if a more accurate flight path is needed in order to ensure that the line
gets connected properly, a more precise way to measure the distance between the drone and raft
would be needed.

Since the circumstances of the rescue procedure consider liferafts floating at sea, the data set
were constructed with images of the specific circumstances but the testing of the proposed system
design is mainly done on land close to water. The CNN is predicting on images with altered
environmental circumstances which result in the trained CNN having difficulties detecting the
liferaft during the tests. Due to the nature of the test scenarios, the validation of the prediction
accuracy is cumbersome, some predictions are accurate and others are inaccurate. However, the
predictions are accurate if there exists a lot of water in the background of the images which is
one drawback of using the augmented data set where most of the collected data set contains
images with a liferaft surrounded by water.
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7 Conclusions

The objective to lay the foundation for using a DJI Phantom 4 PRO as an autonomous drone
and to find a life raft using a deep learning algorithm has been achieved. Without inputs from
the pilot, the drone can take off from the ground, search for a life raft, fly to and circle the
raft once the prediction is high enough, and then fly back to its starting position and land.
The CNN is able to produce accurate liferaft-predictions with reasonable environmental circum-
stances to the augmented data set, which is expected since the tests were conducted with the
liferaft placed on land close to the sea. However, the proposed system design is fairly simple in
detail, considering the search for color algorithm, distance approximations, PD regulators, and
communication interface, but the overall developed system performs well in simplified scenarios.
Simplified scenarios consist of low wind speeds, good visual sight, and the approximated distance
to the liferaft is below 50 meters, hence, even due to the simplicity of the system it enables an
autonomous option for controlling the DJI Phantom 4 PRO. The proposed system is designed
for search and rescue missions but could easily be modified to suit other applications and the
developed communication interface lay a foundation of external control by bypassing the drone’s

RC.

8 Future work

To get this application closer to the desired end goal to attach a line to the liferaft using the
drone, more tasks need to be solved. No investigation of how much load the drone can carry
has been done. This is needed in order to decide what type of connection device will be used
to connect the line to the life raft or if the Phantom 4 PRO is a suitable drone for the mission.
How the line will affect the drone during flight depending on how much line is extracted and at
what speed the drone is flying must also be investigated.

The limitations of the color search must also be handled to achieve a more versatile solution.
One solution would be to use a Fast RCNNJ[30] where the predicted object gets boxed and then
the box can be tracked and centered. This would improve the overall performance of the system
and ensure that the drone flies to the correct object.

If the tasks done on the computer could be done on the drone instead would simplify the setup
of the system. This could result in a faster system since all calculations are done on the drone’s
onboard computer and no data has to be sent. This would, however, mean that a different drone
than the Phantom 4 PRO would have to be used since the onboard computer is not accessible for
us to program. A possible drone to use would be the DJI Matrice 100 [31], which is a developer
platform with fully programmable onboard computer and a lot of possibilities to customize which
sensors and camera to use.
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