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Göteborg, Sweden 2012





Thesis for the degree of Erasmus Mundus Master of Science in
Nanoscience and Nanotechnology

Quantum non-demolition detection of
propagating microwave photons

Sankar Raman Sathyamoorthy

Promoter & Supervisor: Prof. Göran Johansson, Chalmers
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Quantum non-demolition detection of propagating microwave photons
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Abstract

Typical photon counters involve absorption of photons to generate electric signals,

thus basically destroying the information carried by the photon. This is all the

more disastrous if the photon is used as a quantum information carrier, such as a

part of an entangled pair. Quantum non-demolition (QND) measurements are de-

signed to overcome this limitation. Such a non-destructive photon detection would

play a key role in quantum networks where photons can be used as “flying” qubits.

In this thesis, using circuit QED we investigate if QND detection of a prop-

agating microwave photon is possible. The system considered consists of a three

level artificial atom (transmon) interacting with signal and probe fields. The fields

are in the microwave regime with their frequencies on par with the energy levels of

the transmon. The interaction of these two fields with the artificial atom, imparts

a phase change on the probe field via the cross-Kerr effect. By measuring this

phase change, we indirectly infer the presence of the signal.

In this thesis, we investigate if it is possible to achieve a single photon detection,

at first using a single transmon and then using multiple transmons. We find that,

while single photon detection is not possible with a single transmon, it is indeed

possible with multiple transmons under certain conditions. We also find that with

multiple transmons, we can have a large phase change in the probe, which might

be desirable in other applications.

Keywords: Circuit QED, microwave, QND, photon detection, transmon .
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1

Introduction and Motivation

T
he science of light runs like a thread throughout the history of physics.

Many of the fields of physics such as wave theory, relativity and quantum

electrodynamics have their origins in the need to understand light and

its interaction with matter. This thesis involves light-matter interaction at the

fundamental level.

In this chapter, we introduce the field of study and motivate the work done. We

briefly describe the design and working of the superconducting artificial atoms, in

particular motivate why we chose the transmon. Finally, we introduce the concept

of Quantum non-demolition measurement.

1.1 Quantum Electrodynamics

Quantum electrodynamics(QED) describes the interaction between light and mat-

ter and has been considered as one of the most successful theories of the 20th

century. Although the theory is more than half a century old, in the past couple

of decades it has been possible to make experiments and observe light-matter in-
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Chapter 1. Introduction and Motivation

teraction at the quantum level in the lab rather easily due to the advancements in

technology.

The simplest interesting system in this area is that of a single photon interacting

with a single atom. In such experiments, photons are usually confined in a cavity to

increase the interaction or coupling between the matter(atom) and light(photon),

as the interaction strength between the two is weak in vacuum. In the simplest of

cases, the cavity consists of two parallel mirrors and the resulting electromagnetic

wave inside the cavity is a standing wave with its nodes on the two mirrors. The

atom is then placed in the middle of the cavity and the system is let to evolve (See

Fig.1.1). This approach is known as cavity QED.

In recent years, the field of circuit QED has also been growing rapidly [2, 3], ri-

valling the results obtained with traditional set-ups involving lasers and real atoms.

In this case, the photons are microwave photons transmitted via a transmission

line and the atoms are artificial ones created using superconducting circuits (See

Fig.1.2). It was shown that strong coupling between light and matter is possible

in these systems [4], opening up a huge interest in the area culminating in many

Figure 1.1: Schematic set-up for Cavity QED showing the interaction of Caesium

atoms with laser in a cavity. Figure from [1].
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1.1. Quantum Electrodynamics

Figure 1.2: Schematic set-up for Circuit QED representing the interaction of mi-

crowave photons with artificial atoms. Also shown is the equivalent circuit diagram.

Figure from [11].

fundamental experiments [5–10].

Circuit QED has several advantages over traditional systems with optical pho-
tons and real atoms. Some of these are listed below

• Can be created on chip using standard nano-fabrication techniques

• Made of solid state systems with tunable parameters

• No alignment problems of light source with the atom, as the photons are
guided in the circuits.

There is also a disadvantage as we need to go down to very low temperature

for using the superconducting circuits in order to have better coherence time.

Within this area of circuit QED, there is a further interest in working on prop-

agating photons instead of first confining them in a cavity. In this thesis, we

investigate if indeed we can detect a photon non-destructively while it is propa-

gating.

3



Chapter 1. Introduction and Motivation

1.2 Quantum computers and networks

In his now seminal talk of 1982 [12], R.P.Feynman proposed using quantum com-

puters for simulation of physical phenomena. He argued that such a system would

not suffer the limitation of requiring exponential resources to simulate quantum

phenomena like a classical computer would require. With the discovery of Shor’s

algorithm [13] that provides exponential speed-up in prime factorization of large

numbers and Grover’s algorithm [14] that provides quadratic speed-up in searching

an unsorted database, there has been a huge effort in building the first functional

quantum computer. Quantum computers have been proposed using various phys-

ical systems such as NMR, trapped ions and optical photons in cavity [15]. One

of the promising area of implementation is in superconducting circuits [2, 3].

Consider a quantum computer as part of a network. While the processing in

the computers can be done using systems mentioned above (called matter qubits),

the communication between the nodes would be best done via photons carrying

the quantum information (also known as flying qubits).Thus, to have a fully func-

tional superconducting quantum computer as part of a network, we must first

design and develop few important devices such as a single photon generator(Fock

state generator), a photon router, photon detector/counter. A photon router in

superconducting circuits has been shown recently by the team at Chalmers [16].

Currently there is no single photon detector in the microwave regime as the energy

carried by microwave photons is very low compared to optical photons. In this

thesis, we analyse if it is possible to achieve single microwave photon detection,

especially if a non-destructive detection is possible.

1.3 Artificial atoms

The artificial atoms that we consider here are made of superconducting circuits

consisting of Josephson junctions in SQUID formation. A Josephson junction is a

4
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Figure 1.3: Reduced circuit diagram of (a) Cooper Pair Box (b) Transmon

superconducting tunnel contact consisting of two superconductors separated by a

weak link. The Josephson junction is characterized by its capacitance CJ and the

Josephson energy EJ . A SQUID (Superconducting Quantum Interference Device)

consists of two Josephson junctions connected in parallel to form a loop. In this

configuration, the two Josephson junctions act as a single junction with tunable

parameters, whose values can be modulated by applying magnetic flux inside the

loop.

Various superconducting artificial atoms such as Charge qubits [17, 18], Phase

qubits [19, 20] and Flux qubits [21] have been proposed as qubits for use in Quan-

tum Information processing. In this thesis, we will focus on a particular type of

superconducting artificial atom called the transmon, although the results can be

extended to other operating regimes.

1.3.1 Cooper Pair Box and the Transmon

A Cooper pair box (CPB) can be considered as an island to which the Cooper

pairs can tunnel to/from controlled by the gate voltage. The island is connected

to the reservoir of Cooper pairs through Josephson junctions in SQUID formation.

The simplified circuit diagram of a CPB is shown in Fig.1.3(a).
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Chapter 1. Introduction and Motivation

Figure 1.4: Eigen energies for a CPB. Figure from Koch et al [22]. The black

arrows in (a) at ng =
1
2 , shows a sweet spot, where the influence of charge noise is

lowest. If the qubit is operated at this point, small fluctuations in ng doesn’t change

the energies much as the slope at the point is zero.

An important parameter of operation for the CPB is the ratio EJ/EC where

EJ is the Josephson energy and EC = e2

2CΣ
is the charging energy, with e being

the charge of electron and CΣ being the total capacitance i.e. the sum of the

capacitance of the Josephson junction CJ and gate capacitance Cg . The charge

dispersion and the an-harmonicity of the energy spectrum of the qubit as a function

of the gate charge ng =
CgVg

2e depends on the value of EJ/EC , as shown in Fig.1.4.

From the figure, we see that with an increase in the value of EJ/EC , the charge

dispersion reduces (good) but also the an-harmonicity reduces (bad). Having flat-

ter bands with respect to the gate charge reduces the effect of charge noise. As

we can see from the dispersion figure, if the bands are flatter, small fluctuations

in the gate charge doesn’t give rise to large changes in the energy. We also need

significant an-harmonicity in the energy spectrum to address the individual levels

with a particular frequency of input signal. If all of the energy gaps were equidis-

tant, like in the case of an harmonic oscillator, the input signal can couple to any

6



1.4. Quantum non-demolition (QND) measurements

of the transitions of the artificial atom and we loose the possibility to address the

levels we want. Fortunately, we can find a value for EJ/EC where the charge dis-

persion is reduced significantly while the an-harmonicity is reduced by relatively

lesser amount. This is due the fact that the bands become flatter exponentially

faster with increase in the value of EJ/EC while the an-harmonicity reduces more

slowly [23].

Transmons were proposed by Koch et al [22] as an extension of the Cooper pair

box (CPB) taking the above detail into account. The Transmon has a large shunt

capacitor Cs connected in parallel to the SQUID of a CPB as shown in Fig.1.3 (b).

This increases the value of EJ/EC reducing the charge noise significantly.

Given the reduction of noise and good an-harmonic behaviour of the transmon,

they have been implemented in many experiments (For e.g. refer [7, 16, 24–26]).

In this thesis, we use three levels of the transmon (labelled 0,1 and 2) with two

coherent fields (called signal and probe) that couple to the two energy transitions

(0-1 and 1-2) of the transmon.

1.4 Quantum non-demolition (QND) measure-

ments

Normal photon detectors absorb the photon to generate an excitation (like an

electron-hole pair) that is then detected as an electrical signal. This limits the

amount of operations that can be performed on a single photon. For example, if

we build a quantum computer and use photons as information carriers, we need

a way to process them (like storing them or applying gates) after we detect the

same. So there is a need to have a detection technique that is non-destructive.

QND measurements were first devised in 1970s to enable detection of gravi-

tational waves [27]. Since then many experiments have been proposed and per-

7



Chapter 1. Introduction and Motivation

formed to detect photons non-destructively, both in the optical and microwave

regime. (For instance, see references [28–32]). Most of these experiments involve

storing the photon in a cavity and probing them with highly excited atoms known

as Rydberg atoms. While the cavity helps in increasing the coupling between light

and matter, it also brings in certain limitations. For instance, to have a longer

lifetime of photons inside the cavity, we require high Q value. But this would make

it difficult to transmit the incoming photon into the cavity due to high reflection.

As one can imagine, we would like to detect the photon as it gets transmitted

instead of first confining it in a cavity. In this thesis, we investigate if quantum

non-demolition detection of a propagating microwave photon is possible and thus

eliminating the need for a cavity.

1.5 Overview of the thesis

We start in Chapter 2 with an introduction to the Hamiltonian of the system

that consists of a transmon coupled to a transmission line with two input coherent

drives. We apply the Rotating Wave Approximation(RWA) and transform the

Hamiltonian to the rotating frame.

In Chapter 3, we use the Hamiltonian derived in Chapter 2 as part of the

master equation. The master equation is an equation for the time evolution of the

density matrix of the system coupled to the environment. We solve the master

equation to find the steady state solution and from this, we calculate the phase

change in the probe field due to the signal field in various limits. In the last part

of the chapter, we see if this set-up can be used as a photon detector and the

corresponding limitations therein.

In Chapter 4, we extend our system to include more than one transmon and

verify how this helps our purpose of photon detection. We investigate different

scenarios of connecting the many transmons and check how the behaviour changes.

8



1.5. Overview of the thesis

Finally we conclude in Chapter 5 by highlighting some important results ob-

tained in this thesis and motivate some of the future work that needs to be done.

9



2

Hamiltonian

I
n this chapter, we introduce the Hamiltonian of the system under considera-

tion. The system consists of the artificial atom (transmon), coupled to a 1-D

coplanar wave-guide through which the microwave photons are transmitted.

The wave-guide is a transmission line and can be modelled as series of LC oscil-

lators. Two coherent microwave photons, signal and probe, are sent through the

transmission line which then couple to the transmon. The physical set-up consid-

ered is shown in Fig.2.1 and the equivalent circuit diagram is shown in Fig.2.3. A

micrograph of a system similar to the one considered here is shown in Fig.2.2.

2.1 Hamiltonian in the rotating frame

In this thesis, we consider only 3 levels of the transmon (0,1 and 2) with the

input signal field Ascos(ωst) coupled to the transition 0-1 and the input probe

field Apcos(ωpt) coupled to the transition 1-2.

10
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Figure 2.1: Schematic representation of the system considered. The homodyne

detection part of the set-up is explained in more detail in the next chapter.

Figure 2.2: A micrograph of transmon embedded in a 1D open transmission line

from [16]. This set-up was used to route microwave photons. We use a similar set-up

in this thesis for photon detection.
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Chapter 2. Hamiltonian

The Hamiltonian of the any 3-level atom in its eigen-basis can be written as

Htr =





E0 0 0

0 E1 0

0 0 E2




. (2.1)

The Hamiltonian for the input coherent fields are given by

Hdrive = Ascos(ωst)d01σ01 + Apcos(ωpt)d12σ12,

where d01 and d12 are the dipole moments for the 0-1 and 1-2 transitions of the

transmon respectively. As/p and ωs/p correspond to the amplitude and the fre-

quency of the input coherent fields. In matrix form,

Hdrive = Ascos(ωst)d01





0 1 0

1 0 0

0 0 0




+ Apcos(ωpt)d12





0 0 0

0 0 1

0 1 0




. (2.2)

The total Hamiltonian of the system is given by,

Hsys = Htr +Hdrive. (2.3)

We can simplify the problem by going to a different frame of reference called the

interaction picture or the rotating frame. To do this we define the following unitary

matrix

R =





e
i(E1

h̄ −ωs)t 0 0

0 e
iE1t
h̄ 0

0 0 e
i(E1

h̄ +ωp)t




.

From the time dependent Schrödinger equation, it can be shown that the Hamil-

12



2.1. Hamiltonian in the rotating frame

tonian in the rotating frame is given by,

H
rf
sys = RHsysR

† + ih̄
∂R

∂t
R

†
.

Substituting the values from above, we get

H
rf
sys =





E0 − E1 + h̄ωs
1
2As (1 + e

−2iωst) d01 0

1
2As (1 + e

2iωst) d01 0 1
2Ap (1 + e

−2iωpt) d12

0 1
2Ap (1 + e

2iωpt) d12 −E1 + E2 − h̄ωp




,

(2.4)

where we have used the identity

cosθ =
e
iθ + e

−iθ

2
.

Applying the Rotating Wave Approximation (RWA), we ignore the fast rotating

terms containing 2ωs and 2ωp as these terms average out to 0 in the time scales

relevant to the problem. This approximation is valid as long as the strength of

the input fields is not high compared to the energy difference of the levels of the

transmon, i.e. RWA is valid as long as Asd01 < E1 − E0 and Apd12 < E2 − E1.

With RWA, the Hamiltonian in the rotating frame reduces to

H
rf
sys =





E0 − E1 + h̄ωs
1
2Asd01 0

1
2Asd01 0 1

2Apd12

0 1
2Apd12 −E1 + E2 − h̄ωp




. (2.5)

Defining the Rabi frequencies Ωs and Ωp of the transitions as

h̄Ωs = Asd01 ; h̄Ωp = Apd12 (2.6)

13



Chapter 2. Hamiltonian

and rewriting the energy differences as

E1 − E0 = h̄ω01 ; E2 − E1 = h̄ω12,

we have,

H
rf
sys =





−h̄ω01 + h̄ωs
1
2 h̄Ωs 0

1
2 h̄Ωs 0 1

2 h̄Ωp

0 1
2 h̄Ωp h̄ω12 − h̄ωp




.

Defining the signal and probe detunings as,

∆s = ω01 − ωs ; ∆p = ω12 − ωp,

we get,

H
rf
sys = h̄





−∆s
1
2Ωs 0

1
2Ωs 0 1

2Ωp

0 1
2Ωp ∆p




,

which is the same as

H
rf
sys = h̄





−∆s 0 0

0 0 0

0 0 ∆p




+

h̄Ωs

2





0 1 0

1 0 0

0 0 0




+

h̄Ωp

2





0 0 0

0 0 1

0 1 0




, (2.7)

where we have written down the transmon Hamiltonian and the drive Hamiltonians

separately similar to eq.(2.3).

2.2 Normalization

The Hamiltonian can be derived from first principles by quantizing the circuit

shown in Fig.2.3. A detailed derivation for the case of having a transmon in a

14



2.2. Normalization

Figure 2.3: Equivalent circuit diagram of a transmon (blue box) coupled to a

transmission line. Figure from [33].

cavity is given in [22]. In this thesis, we follow the derivation done in [33] where

the system consists of a transmon coupled to an open transmission line as shown in

Fig.2.3. We do this to find a suitable normalization for the coherent fields. From

this reference, we get the corresponding Hamiltonian in the transmon eigen basis

as

Hsys =
∞�

i=0

h̄ωi|i��i|+ κVin(t)
�

i,j

|i��j|�i|X|j�,

where κ is the coupling (in units of charge) between the incoming drive and the

transmon andX is the charge operator. Considering only 3 levels with two coherent

drives, this would correspond to

Hsys =
2�

i=0

h̄ωi|i��i|+κV
in
sig(t) (|0��1|�0|X|1�+ h.c.)+κV

in
prb(t) (|1��2|�1|X|2�+ h.c.) ,

as the terms containing �0|X|2� and �2|X|0� are negligible for the transmon. The

last two terms in the above Hamiltonian are the drive terms. The coherent voltage

drives can be written as,

V
in
sig/prb(t) = V

in
sig/prb(0) cosωs/pt = V

in
sig/prb(0)

�
e
iws/pt + e

−iws/pt

2

�
.

Consider only the second part of the Hamiltonian above, which is for the input

signal field interacting with the 0-1 transition of the transmon. Using the Rotating

Wave Approximation, and assuming �0|X|1� to be real and positive, this term

reduces to

Hsig =
κV

in
sig(0)

2
�0|X|1� (|0��1|+ |1��0|) =

κV
in
sig(0)

2
�0|X|1�σ01.
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Chapter 2. Hamiltonian

Comparing with corresponding term in eq.(2.7), we see that,

h̄Ωs = κV
in
sig(0)�0|X|1�. (2.8)

Similarly, we have

h̄Ωp = κV
in
prb(0)�1|X|2�. (2.9)

We normalize the drive with number of photons in the drive per interaction

time, which is given by,

N =
Power of the drive

Energy of each photon
× Interaction time.

That is

N
in
sig =

V
in
sig(0)

2

2Z0

1

h̄ωs

1

Γs
,

and

N
in
prb =

V
in
prb(0)

2

2Z0

1

h̄ωp

1

Γp
,

where Z0 =
�

L0
C0

is the impedance of the transmission line. The interaction times

are defined as the inverse of the relaxation rates (Γs/p) of the transitions. The

relaxation rates in the transmon regime are given as

Γij = κ
2Z0

h̄
ωij

�
1 + nωij

�
|�i|X|j�|

2
,

where nωij is the number of photons with frequency ωij, representing the thermal

noise. Taking the temperature to be 0 K, we have nωij = 0. This gives the

relaxation rates for the two transitions as

Γs = Γ01 = κ
2Z0

h̄
ωs|�0|X|1�|2,

and

Γp = Γ12 = κ
2Z0

h̄
ωp|�1|X|2�|2.

16



2.2. Normalization

Using the above definitions and substituting them in eqs.(2.8) and (2.9) we get,

Ωs =
√
2Γs

�
N

in
sig, (2.10)

and

Ωp =
√
2Γp

�
N

in
prb. (2.11)

Thus the Hamiltonian in the Eq. (2.7) can be rewritten with this normalization

as,

H
rf
sys = h̄





−∆s 0 0

0 0 0

0 0 ∆p




+h̄

Γs

�
N

in
sig

√
2





0 1 0

1 0 0

0 0 0




+h̄

Γp

�
N

in
prb

√
2





0 0 0

0 0 1

0 1 0




.

To simplify further, we use the convention of setting h̄ → 1. This gives us,

H
rf
sys =





−∆s 0 0

0 0 0

0 0 ∆p




+ Γs

�
N

in
sig

2





0 1 0

1 0 0

0 0 0




+ Γp

�
N

in
prb

2





0 0 0

0 0 1

0 1 0




.

(2.12)

This is the Hamiltonian that will be used as part of the master equations in the

forthcoming chapters.
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3

Single Transmon

I
n this chapter, we investigate the possibility of performing QND detection of

a signal photon using a probe photon and a single transmon. We do this by

solving the master equation to find the steady state solutions. The solutions

are analysed at different limits to gain insights and to find the optimal values for

photon detection. The physical set-up considered is the same as the one described

in previous chapter (See Fig.2.1).

3.1 Cross-Kerr interaction

The type of interaction that is considered here is called the cross-Kerr interaction.

The presence of the signal drive manifests itself as a phase change in the probe field.

By measuring the phase change in the probe we determine if there was a signal or

not. Fig.3.1 shows schematically how this works, where the top part of the diagram

shows the interaction between the fields and the transmon, while the bottom part

shows the amplitude and phase of the transmitted probe photon in an IQ diagram.

The IQ diagram is a amplitude-phase diagram where I stands for “In-phase” and

18



3.1. Cross-Kerr interaction
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Figure 3.1: Cross-Kerr interaction

Q for “Quadrature”. The length of the blue line represents the amplitude of the

transmitted probe field while the angle with the I axis gives the phase change in

the probe. The uncertainty/noise in the coherent field is represented as a circle

at the end of the line whose radius is of the order of
√
N , where N is the mean

photon number of the field.

In Fig.3.1(a), we have the situation when there is no signal photon. The atom

(transmon) stays in its ground state. The probe photons don’t see any excitations

in level |1> and hence just pass through without any interaction with the transmon.

The amplitude and the phase of the transmitted probe are same as that of the input

probe field. As we can see in the IQ diagram, in this case, we don’t detect any

signal in the Quadrature.

When we have a signal photon, as shown in Fig.3.1(b), the transmon gets

excited from the ground level. This results in a splitting of the level |1>, which

is of the same order as the amplitude of the input signal As. The probe photon

now interacts with the transmon due to the presence of the excitations in level

|1>, which results in a change in the phase of the probe photon, denoted by the
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Chapter 3. Single Transmon

angle θp in the IQ diagram. Ideally, the amplitude of the probe remains the same

as the cross-Kerr interaction only introduces a phase shift. But in our case, we

have losses due to spontaneous emission (incoherent losses) and due to reflection.

Hence, the amplitude of the probe reduces to A
�
p. The IQ diagram in Fig.3.1(b)

shows the above facts. As shown in the figure, we can project this transmitted

probe field on to the I and Q axis, where the cosine and sine components can be

measured to read out the amplitude and phase of the transmitted probe.

3.2 Homodyne detection

Standard photon detectors measure the intensity of the light falling on them, which

is independent of the phase of the photon. To measure the phase change in the

probe we use Homodyne detection. In this, the transmitted probe is mixed with

a strong field from a local oscillator. The phase of the local oscillator field is

known and can be tuned according to our needs. The mixed signal is then passed

through a beam splitter and the strength of the field in phase and in quadrature

is measured. This is shown schematically in Fig.2.1. As explained in the previous

section, the in-phase measurement gives the cosine component and quadrature

measurement gives the sine component of the transmitted probe. Thus from these

measurements, we can calculate the amplitude and phase of the transmitted probe

field.

3.3 Master equation

Following the derivation of the Hamiltonian in chapter 2, we proceed with the

master equation for the system considered in Fig.2.1. The master equation is

a time evolution equation of the density matrix of the system coupled to the

environment. The master equation can be considered as a more realistic version

of the time dependent Schrödinger equation as no system in practice is completely
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3.3. Master equation

isolated from the environment. For a more detailed introduction to the master

equation, refer [34].

From [34] (5.4.12), the master equation for a system coupled to the environment

is given as

ρ̇ =
i

h̄
[ρ,Hsys] +

γ

2

�
1 + N̄

�
D [X] ρ+

γ

2
N̄D [X] ρ,

where

D [ĉ] ρ =
�
2ĉρĉ† − ĉρĉ

†
− ĉρĉ

†�
,

and N̄ is the number of photons in the environment with the same frequencies as

the eigen frequencies of the system. Considering a single transmon with two drives

at 0 K (i.e. with N̄ = 0), we have the master equation (with h̄ = 1) as

ρ̇ = i [ρ,Hsys] +
γs

2
D [σ01] ρ+

γp

2
D [σ12] ρ,

where Hsys contains the Hamiltonian of the transmon and the two drives. In the

rotating frame, we have

ρ̇
rf = i

�
ρ
rf
,H

rf
sys

�
+

γs

2
D
�
σ
−
01

�
ρ
rf +

γp

2
D
�
σ
−
12

�
ρ
rf
.

The σ
− operators in the above equation are given by,

σ
−
01 =





0 1 0

0 0 0

0 0 0




; σ−

12 =





0 0 0

0 0 1

0 0 0




, (3.1)

and H
rf
sys is the same as in eq.(2.12)
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Chapter 3. Single Transmon

3.3.1 Solutions of the Master equation

The above master equation is solved to find the steady state density matrix ρ
ss

of the system in the rotating frame. Considering only coherent output fields, we

average out the fields radiated by the transmon. In units of frequency, this is given

as

Ωrad
s = iΓs < σ

−
01 >; Ωrad

p = iΓp < σ
−
12 > .

The expectation value of any operator O can be calculated as tr(ρO). Thus we

have,

< σ
−
01 >= tr(ρssσ−

01) = tr









ρ
ss
00 ρ

ss
01 ρ

ss
02

ρ
ss
10 ρ

ss
11 ρ

ss
12

ρ
ss
20 ρ

ss
21 ρ

ss
22









0 1 0

0 0 0

0 0 0








= ρ

ss
10.

Similarly, we have

< σ
−
12 >= ρ

ss
21.

Thus, the average coherent field radiated from the transmon is given by,

Ωrad
s = iΓsρ

ss
10; Ω

rad
p = iΓpρ

ss
21.

The total transmitted field is given as the sum of the input field and the field

radiated by the transmon

Ωtrans
s = Ωs + Ωrad

s = |Ωtrans
s |e

iθs ,

and

Ωtrans
p = Ωp + Ωrad

p = |Ωtrans
p |e

iθp ,

22



3.4. Phase change in the probe

where the angles θs and θp represent the phase change in the transmitted signal

and probe respectively. These can be calculated as

θs/p = ArcTan

�
Im(Ωtrans

s/p )

Re(Ωtrans
s/p )

�
.

The reflected fields are given as

Ωref
s = −Ωrad

s ; Ωref
p = −Ωrad

p .

Using the normalization derived in the equations (2.10) and (2.11), we get the

number of photons in the transmitted fields per interaction time as

N
trans
sig =

|Ωtrans
s |2

2Γ2
s

; N trans
prb =

|Ωtrans
p |2

2Γ2
p

,

and the number of photons in the reflected fields per interaction time as

N
ref
sig =

|Ωref
s |2

2Γ2
s

; N ref
prb =

|Ωref
p |2

2Γ2
p

.

3.4 Phase change in the probe

In this section, we look in more detail the phase change induced in the probe due

the presence of signal photons. We do this by solving the problem in different

regimes starting from the weak limits as described below.

3.4.1 Weak signal and weak probe limit

We first investigate the phase change in the probe in the weak limits (i.e. with

N
in
sig and N

in
prb � 1) as the equations simplify considerably in this regime.

The phase change on the probe due to the presence of the signal photon as
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Chapter 3. Single Transmon

shown above is given by

θp = ArcTan

�
Im(Ωtrans

p )

Re(Ωtrans
p )

�
.

Solving for Ωtrans
p and expanding it to the first order in N

in
sig we get,

θp = ArcTan

�
4ΓpΓs

2(∆p + ∆s)N in
sig

2Γp
2Γs

2
N

in
sig −

�
Γs

2 + 4∆s2
� �

Γp
2 + 4(∆p +∆s)2

�
�
. (3.2)

The above equation shows that, in this regime the phase change is independent

of the strength of the probe field. We find the maximum phase change on the

probe signal by differentiating the above equation with respect to ∆s and ∆p and

setting it to 0. This gives the value of ∆s and ∆p for maximum phase change as

∆s = 0;∆p = ±

Γp

�
(1− 2N in

sig)

2
, (3.3)

and the corresponding maximum phase change in the probe is,

θ
max
p = ArcTan



 N
in
sig�

1− 2N in
sig



 ≈ N
in
sig. (3.4)

We see from the above derivations that in the weak limits (i.e. with N
in
sig and

N
in
prb � 1), the phase change in the probe is linear with the power of the signal

field and is independent of the strength of the probe field.

3.4.2 Weak signal and strong probe limit

As it can be imagined, the signal in a quantum communication device might be

weak. But the probe photons are generated at the detector to measure the signal
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3.4. Phase change in the probe
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Figure 3.2: Phase change (in degrees) in a strong probe with a weak signal, calcu-

lated as a function of (a) ∆p with N in
prb=1=200N in

sig and (b) N in
prb with ∆p=Γp.

photons. So the probe photons can be created with whatever amplitude we desire.

To have fast measurement, we need to have a probe field of significant strength.

Hence, we now check for the phase change in the probe when the signal is weak

but the probe is stronger.

Parameters and results

As the system involves many variables, in order to gain some intuition about the

problem, we fix few of these parameters as described below and check how the

phase change in the probe varies with regards to the other parameters. As we see

from the above calculations for weak signal and weak probe, the maximum phase

change in the probe is achieved when the signal is on resonance i.e. ∆s=0. Hence

we do the following calculations in the same limit.

The results are shown in Fig.3.2. The signal strength for these results is set by

taking N in
sig=0.005 which is much less than 1. As we can see from the Fig.3.2(a), the

maximum phase occurs when ∆p is approximately same as Γp. From Fig.3.2(b),

we see that the phase change decreases monotonically with increasing probe power.

The maximum phase drops to one-fourth of its value when the probe power is in-

creased from N
in
prb=0.1=20N in

sig to N
in
prb=1=200N in

sig. The higher the probe strength
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Chapter 3. Single Transmon

compared to the signal strength, the weaker is the impact of the signal photon on

the probe and hence smaller phase change in the probe.

3.4.3 Full Range analysis

Having gained some intuition from the weak limit analysis, we check for the phase

change in the probe across the whole range of values applicable. As it can be

deduced, the equations derived in this range are complex and analytical solutions

are not possible. So we look at how the phase change varies with regards to each

of the parameters, by fixing the value for others. The results are shown in figures

3.3 - 3.6. From the figures, we see that the maximum phase change in the probe

is obtained when we have a strong signal and a weak probe, with the signal being

on resonance (i.e. ∆s=0) and with the probe detuning ∆p ≈ Γp. These values are

in-line with our conclusions from the previous sections.

0.5 1 1.5 2
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0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Nsig
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N
pr

b
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Phase change (in degrees)

 

 

2

4

6

8

10

Figure 3.3: Phase change (in degrees) in the probe as a function of number of

input photons per interaction time. The value of the other parameters are ∆s=0

and ∆p=Γp=2Γs. From the figure, we see that the phase change is maximum when

the signal field is strong and the probe field is weak (as expected intuitively).
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Figure 3.4: Phase change (in degrees) in the probe as a function of probe detuning

and relaxation rate. The value of the other parameters are ∆s=0, N in
sig=1 and

N in
prb=1. From the figure, we see a symmetric behaviour with the change in sign for

∆p. Also we see that when ∆p=0, there is no phase change in the probe. (As the

signal field splits the level |1>, at ∆p = 0 there is no energy level present for the

probe to interact with. Hence there is no phase change in the probe at this value.)
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Figure 3.5: Phase change (in degrees) in the probe as a function of N in
sig and

probe relaxation rate Γp. The value of the other parameters are ∆s=0, N in
prb=1 and

∆p=Γp. Here we see that at low signal strengths it is better to have Γp = Γs but for

higher signal strengths it is better to be in the transmon regime i.e. with Γp = 2Γs.
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Figure 3.6: Phase change (in degrees) in the probe as a function of probe detuning

and signal detuning. The value of the other parameters are N in
sig=1, N in

prb=1 and

Γp=2Γs. Here again we find that the maximum phase shift is obtained when ∆p ≈ Γp

and ∆s ≈ 0 confirming our previous conclusions.

3.5 Photon detection

After analysing the phase change in the probe, we now consider how to use this

interaction to detect the signal photons by measuring the probe photons. As ex-

plained in the section 3.1, by measuring in the two quadratures for the probe

photon and by detecting a change in the probe field, we can indirectly infer the

presence of the signal photon. In this section, we formulate few measures to char-

acterize photon detection such as the minimum number of signal photons required

to make a detection and check how these values change with different parameters.
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3.5. Photon detection

3.5.1 Signal-to-noise ratio and minimum number of pho-

tons required to detect

Our detection limits are set by noise. In this thesis, we have taken the temperature

to be 0 K and hence we don’t have any thermal noise in the system. The noise that

we consider here comes from the uncertainty relations. For a coherent field, this

can be considered as the variance of the pulse around the mean photon number.

To have a good detection, we need the signal-to-noise ratio(SNR) to be greater

than 1. Based on this consideration, we derive the minimum number of signal

photons required to make a detection using the set-up that we described in section

3.1.

From [35] (6.11.17), we have the signal-to-noise ratio for the Homodyne detec-

tion of the probe output as

SNR = 4FT cos2(χ− θp),

with photon flux, F = N
trans
prb Γp where N

trans
prb is the number of probe photons

transmitted from the transmon per interaction time. The axis of measurement is

set by χ = θL + π/2 where θL is the phase of the local oscillator. θp is the phase

change in the probe and T is the measurement time.

When θL=0, we measure the field in the quadrature and when θL = π/2, we

measure in phase. The above formula for SNR works straight-forwardly for θL=0

as the quadrature gets a signal only in the presence of the input signal photon as

explained in section 3.1.

When θL = π/2, we are measuring in phase and there are always output probe

photons irrespective of the signal. In this case we are interested in the change in

amplitude with and without the signal. Without the signal photons, the probe

would have just passed through the transmon with no phase change. So for the
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Chapter 3. Single Transmon

measurement in phase, the input field to the Homodyne detector is given by

S =
�

N
in
prbΓpT cos(χ)−

�
N

trans
prb ΓpT cos(χ− θp).

Thus, we rewrite the above SNR as the following two equations.

For measuring in quadrature:

SNRQ = 4FTQcos
2(χ− θp) = 4N trans

prb ΓpTQcos
2(χ− θp). (3.5)

For measuring in phase:

SNRI = 4[
�
N

in
prbΓpTIcos(χ)−

�
N

trans
prb ΓpTIcos(χ− θp)]

2
.

⇒ SNRI = 4ΓpTI [N
in
prbcos

2(χ) +N
trans
prb cos2(χ− θp)

−2
�

N
in
prbN

trans
prb cos(χ)cos(χ− θp)]. (3.6)

We set SNR=1 in the above equations and calculate the minimum time required

to measure, TQ/I . During this measurement time, the number of signal photons to

pass through the transmon is given by

N
tot
sigQ/I = N

in
sigΓsTQ/I , (3.7)

where N
in
sig is the number of input signal photons per interaction time. This

gives the minimum number of signal photons required to make a detection. We

would like to have the value of N tot
sigQ/I as low as possible (significantly less than

1) so that we could have a single photon detection with good signal-to-noise ratio.

We now look at how this parameter varies at various limits to analyse the

behaviour at different operating regimes of the system. We do this by solving the

master equation at these limits, from whose solutions we can calculate N trans
prb and

θp as explained in section 3.3.1. We substitute these values in the above equations
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3.5. Photon detection

for calculating minimum time required to measure (TQ/I) and the minimum number

of signal photons required to measure (N tot
sigQ/I).

3.5.2 Weak signal and weak probe limits

Similar to the calculations for the phase change in the probe, we start by getting

analytical solutions for the weak signal and weak probe limit. As explained above,

we first calculate the time taken to measure by taking signal-to-noise ratio SNR =

1. This gives,

TQ =

�
Γs

2 + 4∆s2
�2 �

Γp
2 + 4(∆p +∆s)2

�2

64Γp
3Γs

4(∆p + ∆s)2N in
prbN

in
sig

2
,

and

TI =

�
Γs

2 + 4∆s2
�2 �

Γp
2 + 4(∆p +∆s)2

�2

16Γp
5Γs

4
N

in
prbN

in
sig

2
.

To get a simplified solution, we substitute the values for detuning corresponding

to the maximum phase shifts as given in eq.(3.3). We also consider the transmon

limit with Γp = 2Γs and check the behaviour at N in
sig = 0.005 � 1.

With these values we have,

TQ =
104

ΓpN
in
prb

,

and

TI =
9.9× 103

ΓpN
in
prb

.

The unit for the measurement times is set by Γp. With these measurement times

we have the minimum number of signal photons required to make a detection as,

N
tot
sigQ =

25

N
in
prb

,
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Figure 3.7: Total number of signal photons to pass through the transmon before

detection as a function of N in
prb for a weak signal (N in

sig = 0.005) and weak probe for

(a) Quadrature measurement (θL = 0) and (b) In-phase measurement (θL = π/2).

and

N
tot
sig I =

24.8

N
in
prb

.

These values are plotted in Fig.3.7. From the figure, we see that the detection

improves with higher probe strength, as higher probe strengths lead to shorter

measurement time. But overall the value for N
tot
sig is very high in this regime,

which is as expected. Since the signal strength is very weak, it takes significant

number of signal photons to excite the transmon and have an impact on the probe

photons. Apart from that, since the probe is also weak it takes significant time to

make a measurement. Both of these factors result in larger values of N tot
sig (much

higher than 1).

3.5.3 Weak signal and strong probe limit

We next check the minimum time to measure for a weak signal but with a strong

probe. We take the following limits to simplify the equation. We assume that

we are in the transmon regime with Γp = 2Γs. We also take the signal to be on

resonance with the 0-1 transition of the atom (i.e. ∆s = 0) and the detuning of

probe ∆p = Γp. These values of the detunings correspond to maximum phase shift
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3.5. Photon detection

as discussed in the section 3.4.2. This gives the minimum time to measure as,

TQ =

�
25 + 12N in

prb

�
2
�
5 + 8N in

prb

�
1 + 2N in

prb

��
2

64ΓpN
in
prb

�
25 + 28N in

prb

�
2N in

sig
2

,

and

TI =

�
25 + 12N in

prb

�
2
�
5 + 8N in

prb + 16N in
prb

2
�
2

16ΓpN
in
prb

�
25 + 36N in

prb

�
2N in

sig
2

.

Taking the photon number range in this limit asN in
sig <= 0.005 andN

in
prb > 0.01, we

find that the minimum time required to make a measurement is at the maximum

value of N in
sig = 0.005. This is as expected because with stronger signal, we have

larger phase change in the probe. With this limit of N in
sig = 0.005, the minimum

time to measure is given by,

TQ =
625

�
25 + 12N in

prb

�
2
�
5 + 8N in

prb

�
1 + 2N in

prb

��
2

ΓpN
in
prb

�
25 + 28N in

prb

�
2

,

and

TI =
2500

�
25 + 12N in

prb

�
2
�
5 + 8N in

prb

�
1 + 2N in

prb

��
2

ΓpN
in
prb

�
25 + 36N in

prb

�
2

.

The number of signal photons to pass through the transmon in the above time is,

N
tot
sigQ =

25
�
25 + 12N in

prb

�
2
�
5 + 8N in

prb

�
1 + 2N in

prb

��
2

16N in
prb

�
25 + 28N in

prb

�
2

,

and

N
tot
sig I =

25
�
25 + 12N in

prb

�
2
�
5 + 8N in

prb

�
1 + 2N in

prb

��
2

4N in
prb

�
25 + 36N in

prb

�
2

.

We plot the above equations in Fig.3.8 as a function of number of input probe

photons.

From the graphs we see a minimum in N
tot
sig as given below with the correspond-

ing value for N in
prb

minN
tot
sigQ = 297.946 at N in

prb → 0.317582,
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Figure 3.8: Total number of signal photons to pass through the transmon before

detection as a function of N in
prb for a weak signal (N in

sig = 0.005) and strong probe

for (a) Quadrature measurement (θL = 0) (b) In-phase measurement (θL = π/2) .

and

minN
tot
sig I = 1025.88 at N in

prb → 0.351863.

Here again, we see that the values for minN
tot
sig are much higher than 1. In this

case, the phase change in the probe will be less than in the previous regime, as a

weak signal has significantly less impact on a stronger probe. Although initially,

the measurement time reduces with the increase of probe strength (N in
prb), we reach

a minimum point after which the probe is so strong that it hardly feels the impact

due to the presence of signal. This then results in the increase of N tot
sig as shown in

the figures.

3.5.4 Full Range Analysis

The aim of our calculations here is to find the minimum value forN tot
sig by optimizing

the parameters. If we have N tot
sig < 1, then we have a single photon detector. As we

can see from the above derivations in the weak limits, the value for N tot
sig in those

ranges is much larger than 1. In this section, we check how the value ofN tot
sig changes

over the wide range of values for the parameters. Similar to our analysis of phase

change, we first plot the variation of N tot
sig as a function of different parameters.
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3.5. Photon detection

The results are shown in Figs.3.9 - 3.11.

Next, we try to find the minimum of N tot
sig with regards to Γs, Γp, ∆s, ∆p, N in

sig

and N
in
prb numerically. As the problem is unbounded, we set the range of value for

N
in
sig and N

in
prb to be between 0.0001 and 3. Also, we assume to be in the transmon

limit with Γp=2Γs. With this limit, we find that the minimum value for N tot
sig as

minN
tot
sigQ = 9.35743 for N in

sig → 0.3, N in
prb → 3, ∆s → 0.49, ∆p → 1.36, Γs → 0.4,

and

minN
tot
sig I = 8.66717 for N in

sig → 0.35, N in
prb → 0.23, Γs → 2.59, ∆s → 0, ∆p → 0.

Although the above values are significant improvements from those we found

in the weak limits, they are still greater than 1. From this, we come to the

conclusion that single photon detection does not seem to be possible with this

system. If we are to use this set-up as a detection mechanism, we would need to

encode information in signal wave-packets of at least 9 photons. This motivates us

to expand/modify our system as we are looking for a single photon detector. We

do this in the next chapter, by adding more transmons in the transmission line to

see if that would bring about any improvements to the problem.
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Figure 3.9: Total number of signal photons to pass through the transmon before

detection as a function of N in
sig and N in

prb for (a)Quadrature measurement (θL = 0)

(b) In-phase measurement (θL = π/2). The following values were assumed: Γp =

2Γs, ∆s = 0 and ∆p = 2Γs. From the graphs, we see that the optimum value for

N in
sig and N in

prb is between 0.4 and 0.7 in both the cases.
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Figure 3.10: Total number of signal photons to pass through the transmon before

detection as a function of Γp/Γs and ∆p/Γs with (a) Quadrature measurement (θL
= 0) (b)In-phase measurement (θL = π/2). The following values were assumed

N in
sig=1, N in

prb=1, ∆s = 0. For quadrature measurement we see that the optimum

value for ∆p is around Γp. This is consistent with our previous result that the

maximum phase change in the probe occurs around this value. However, for in-

phase measurement, we find the optimum value for ∆p to be zero. As explained in

Fig.3.4, at this value of ∆p there is no phase change in the probe but here we see that

there is a maximum reduction in amplitude at this value (In-phase measurement is

dependent on the change of amplitude). This is possible if we have maximum loss

at the value of ∆p=0 (Refer Fig.3.15).
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Figure 3.11: Total number of signal photons to pass through the transmon before

detection as a function of ∆p/Γp and ∆s/Γs with (a) Quadrature measurement (θL
= 0) (b) In-phase measurement (θL = π/2). The following values were assumed

N in
sig=1, N in

prb=1 and Γp=2Γs. Here again we see that, for quadrature measurement

the optimum value for ∆p ≈ Γp while for in-phase measurement it is 0. For detuning

in signal ∆s, in both the cases the optimum value is around 0.5Γs.
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3.6 Losses

Comparing the graphs for the phase change in the probe (Fig 3.3 - 3.6) with

graphs for minimum number of signal photons required to detect (Fig 3.9 - 3.11),

we see that the optimum parameters for photon detection is not the same as

the parameters for maximum phase change in the probe. This difference can be

attributed to losses in the system which seem to play a significant role. There are

two sources of losses in the system - reflection and incoherent scattering. As we

are measuring only the transmitted probe field, the reflected probe photons are

also taken as losses. The inchorent scattering occurs due to spontaneous emission

of photons when the transmon is in the excited state. These photons do not have

a definite frequency or phase.

Phase change in the probe and Losses

In this section, we see how the phase change in the probe and losses are related.

Fig 3.12 (a) shows the phase change in the probe as a function of the number

of signal and probe photons per interaction time. Fig 3.12 (b) shows the loss % in

the probe field given as

Lossprb% =
N

in
prb −N

trans
prb

N
in
prb

× 100,

where N
in
prb is the number of input probe photons per interaction time and N

trans
prb

is the number of transmitted probe photons per interaction time. The calculations

are done in the transmon limit i.e. with Γp = 2Γs. The values for the detunings are

taken as ∆s = 0, ∆p = Γp. As shown in previous sections, these values correspond

to the maximum phase shift.

From the comparison of the two figures, we see that at, the regions where we

have large phase shifts we also have high losses. And low losses occur at regions

with low phase shift. So, maximising the phase change may not be the way for
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Figure 3.12: (a)Phase change in the probe (θp) in degrees and (b) Loss % of probe

photons. The values of the other parameters are ∆s = 0, ∆p = Γp and Γp = 2Γs.
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better photon detection.

Photon detection and Losses

The effect of losses on photon detection depends on the axis of measurement. The

quadrature measurement as described in section 3.1, depends entirely on the phase

change of the transmitted probe. If lesser probe photons get transmitted due to

losses, it takes longer time to make a detection and hence would require higher

N
tot
sig . However, this is not the case with in-phase detection. In this scenario, we

are more interested in the change in the amplitude of the transmitted probe along

this measurement axis. This change can come about by 2 ways - either through

phase change or through losses. So loss actually helps the photon detection in the

in-phase direction.

The above points are illustrated more in Fig.3.13. From the figure, we see

the projection on Q axis with losses A�
psin(θp) is less than the projection without

losses Apsin(θp), thus confirming that losses are bad for quadrature measurements.

However, for in-phase measurements, it is the difference of transmitted probe field’s

strength with and without the signal that matters. From the figure we see that

the difference in the projections in the I axis, with losses Ap−A
�
pcos(θp) is larger

than the one without losses Ap − Apcos(θp). Thus, losses help in-phase photon

detection and we conclude that there is an interplay between phase change and

losses that needs to be taken into account with regards to photon detection.
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Figure 3.13: Effect of loss in the Homodyne detection.

Fig.3.14 shows the loss in probe field for the scenario when ∆p=0. In this

case, there is no phase change in the probe as explained in previous sections. But

we also see that the loss in probe is significantly higher compared to the values

in Fig.3.12(b). The effect of this loss seems to be much larger than the effect of

maximum phase change(with losses) that can be achieved. This would explain why

we see that the minimum number of signal photons to detect in-phase minN
tot
sig I to

be slightly lower than for the measurement in quadrature minN
tot
sigQ in section 3.5.4.

In Fig.3.15, we further analyse the loss in transmitted probe as a function of

probe detuning ∆p and probe relaxation rate Γp. We find that, the maximum

losses occur at ∆p=0 as expected. This would substantiate our claim made in

Fig.3.10(b), where we found that the minimum value for N
tot
sig I was with ∆p=0.

Since at this detuning, we have no phase change in the probe we attributed this

to having maximum losses at this value. Indeed from the figure, we find that it is

true.
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Figure 3.14: Loss % of transmitted probe photons with ∆p=0. The values of the

other parameters are ∆s = 0 and Γp = 2Γs.
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Figure 3.15: Loss % of transmitted probe photons as a function of ∆p and Γp.

The values of the other parameters are N in
sig=1, N in

prb=1 and ∆s = 0.
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3.6.1 Loss in the Signal field

In the above section, we discussed the losses in the probe field and how it affects

photon detection. Since, the main concern of this thesis was to detect the signal

photons by measuring probe photons, the losses in the signal field have not been

analysed fully. Here, we want to mention that there are losses due to reflection and

incoherent scattering in the signal field as well. This would mean that, the type of

detection we are doing is not QND in the strict sense. However, we don’t destroy

the signal photons completely and there is a transmitted signal field that survives

after detection which could be used for other quantum information processing

tasks. Thus we have a non-destructive detection mechanism, where there is some

loss in the signal field due to its interaction with the transmon. Further analysis

is required to quantify these losses and to find operating regimes where the losses

are minimum.
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4

Multiple Transmons

I
n the previous chapter, we analysed the interaction of two coherent fields with

a single transmon in a transmission line. From the analysis, we concluded that

it does not seem possible to detect a single photon using the set-up presented.

In this chapter, we extend the system further and analyse the interaction of two

coherent fields with many transmons placed one after the other in the transmission

line.

4.1 Cascaded quantum systems - No backscat-

tering from the transmons

In this section, we consider the system shown in Fig.4.1 where we have many trans-

mons one after another in the transmission line, but we don’t have the reflections

from a transmon getting back into the previous transmon. Practically, this can

be achieved by inserting circulators between the transmons that would discard the

reflected part. Such systems, where the output of one transmon is fed as the input

to the next with no back scattering, are known as Cascaded Quantum Systems[34].
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Figure 4.1: Set-up for multiple transmons on transmission line with no backscat-

tering

4.1.1 Master equation

As with the case of a single transmon, we start with the master equation for the

cascaded quantum system. To do this, we first derive the master equation for 2

transmons and then extend it to include N transmons.

Master equation for 2 transmons

Following [34], we derive the master equation for 2 transmons in the transmission

line as follows

ρ̇ = i
�
ρ,H

(1)
sys +H

(2)
sys

�

+
γ
(1)
s

2
D

�
σ
(1)
01

�
ρ+
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p

2
D

�
σ
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12
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γ
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s

2
D

�
σ
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�
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�
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�
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01

�
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�
γ
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p

2

γ
(2)
p

2
C

�
σ
(1)
12 , σ

(2)
12

�
ρ, (4.1)

where the superscripts represent the number of the transmon and the corre-

sponding Hilbert space of the operators. Thus, we have

H
(1)
sys = Hsys ⊗ 13 , H

(2)
sys = 13 ⊗Hsys,
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and

σ
(1)
ij = σij ⊗ 13 , σ

(2)
ij = 13 ⊗ σij.

The Hamiltonians H(i)
sys contains the evolution of the transmons and their interac-

tion with the two fields as given in eq.(2.3).

The dissipation and coupling super-operators are given by

D [ĉ] ρ =
�
2ĉρĉ† − ĉρĉ

†
− ĉρĉ

†�
,

and

C [ĉ1, ĉ2] ρ =
��
ĉ2

†
,ĉ1ρ

�
+
�
ρĉ1

†
,ĉ2

��
.

To make the equations simpler and to make the analysis easier, we will assume

that all of the transmons that we consider are similar i.e both the transmons have

same energy levels (ω(1)
0 = ω

(2)
0 = ω0, ω

(1)
1 = ω

(2)
1 = ω1, ω

(1)
2 = ω

(2)
2 = ω2) and same

coupling strengths (γ(1)
s = γ

(2)
s = γs, γ

(1)
p = γ

(2)
p = γp).

The master equation then reduces to

ρ̇ =
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where Heff = H
(1)
sys + H

(2)
sys = Hsys ⊗ 13 + 13 ⊗ Hsys. As with the single transmon

case, to simplify the problem we go the rotating frame and apply the rotating wave

approximation (RWA). Then we have,

ρ̇
rf =

i

h̄
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ρ
rf
, H
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where H
rf
eff =

2�
j=1

H
rf(j)
sys = H

rf
sys ⊗ 13 + 13 ⊗ H

rf
sys with H

rf
sys being the same as in

eq.(2.12). Similarly, we have σ
−(1)
ij = σ

(−)
ij ⊗ 13 , σ

−(2)
ij = 13 ⊗ σ

(−)
ij with the values
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of σ−
ij given in eq.(3.1).

Master equation for N transmons

From the above equation, it is straight forward to generalize to N similar transmons

set-up depicted in Fig.4.1. The master equation is then given by,

ρ̇
rf = i

�
ρ
rf
, H
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�
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2
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�
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12

�
ρ

�
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where H
rf
eff =

N�
j=1

H
rf(j)
sys with H

rf
sys being the same as in eq.(2.12) and the σ

−

operators are given in eq.(3.1).

Solutions of the master equation

Similar to the single transmon case, the master equation is solved to find the steady

state density matrix ρ
ss of the system. Considering only coherent output fields,

we average the fields radiated from the last transmon. In units of frequency, this

is given as

Ωrad
s = iΓs < σ

−(N)
01 >= iΓs tr(ρ

ss
σ
−(N)
01 ), (4.5)

and

Ωrad
p = iΓp < σ

−(N)
12 >= iΓp tr(ρ

ss
σ
−(N)
12 ). (4.6)

The output fields after N transmons is similar to the one transmon case which is

given by

Ωtrans
s = Ωs + Ωrad

s = |Ωtrans
s |e

iθs ,

and

Ωtrans
p = Ωp + Ωrad

p = |Ωtrans
p |e

iθp ,
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Figure 4.2: Phase change in the probe after each transmon. The value of the

parameters were taken to be N in
sig = 1, N in

prb = 1, ∆s = 0, ∆p = Γp = 2Γs.

where Ωs/p are the Rabi frequencies of the input drives as given in eq.(2.6).

4.1.2 Phase change in the probe

We first consider how the phase change in the probe θp varies with addition of

each transmon by solving the master equation shown above. The result is shown

in Fig.4.2. As we can see from the graph, the phase change in the probe increases

with the addition of each transmon in the transmission line. However, the increase

is not linear and we expect to reach a saturation after certain number of transmons.

This would give a maximum phase change that could be achieved for a particular

set of input parameters. The saturation limit is set by the losses in the system. As

the signal and probe fields interact with each transmons, some parts of them are

reflected and some are lost incoherently. Thus, with each addition of a transmon,

the signal strength becomes weaker and the phase change it can impart on the

probe becomes reduced.
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4.1.3 Photon Detection

As we see from the previous section, addition of transmons improves the phase

change in the probe. Here, we check to see if this set-up can improve photon

detection as well. Fig.4.3 shows the variation of minimum number of signal photons

required to make a detection (N tot
sig) with addition of each transmon.

From the figures, we see that there is a clear improvement in photon detection

with addition of transmons. Similar to the case of phase change, we expect to see

a saturation in the improvements after certain number of transmons. This can be

again attributed to losses. Since we have losses in both the signal and the probe

fields, not only the phase change in the probe reduces but also the strength of the

probe field transmitted at the end of the transmon chain also reduces. As discussed

in the case of single transmons, the reduction of probe strength implies longer

measurement times and hence more signal photons would have passed through the

transmons during this period.

Most interestingly, we also see that with the in-phase measurement, we could

achieve single photon detection after 6 transmons (See Fig.4.3(b)).The value of

N
tot
sig at this point is 0.9559 which is indeed less than 1. The simulations were

performed with a first set of values for the parameters. With further optimization,

we should be able to go to lower values of N tot
sig , which would imply that we can

have single photon detection with good signal-to-noise ratio (SNR).

4.2 Other scenarios

Since we found that addition of more transmons can improve phase change in

the probe and also photon detection, we consider other ways of connecting the

multiple transmons and see if they give further improvements. These scenarios are

described below along with the corresponding master equations where, to simplify

the problem we have assumed that all the transmons to be similar. The master
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Figure 4.3: Total number of signal photons to pass through the transmons before

detection as a function of number of transmons for (a)Quadrature measurement (θL
= 0) with ∆p = Γp (b) In-phase measurement (θL = π/2) with ∆p = 0. The value

of the other parameters were taken to be N in
sig = 1, N in

prb = 1,Γp=2Γs and ∆s = 0.
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Figure 4.4: Set-up for multiple transmons on transmission line with backscattering

equations are derived in reference [36]. Here, we take these master equations as

the starting point and solve them, to find the phase change in the probe (θp) and

the minimum number of signal photons required to make detection (N tot
sig) as in

the previous case.

4.2.1 With backscattering in both signal and probe

In this case, we allow the reflections of the signal and probe field from the transmon

to interact with the previous transmons. This situation is schematically shown in

Fig.4.4. This is more straight-forward to implement experimentally as there is no

need of other devices such as circulators in between the transmons. The master

equation in this case is,

ρ̇
rf = i

�
ρ
rf
, H

rf
eff

�
+

γs

2
D

�
N�

j=1

σ
−(j)
01

�
ρ
rf +

γp

2
D

�
N�

j=1

σ
−(j)
12

�
ρ
rf
, (4.7)

where H
rf
eff =

N�
j=1

H
rf(j)
sys with H

rf
sys being the same as in eq.(2.12) and the σ

−

operators are given in eq.(3.1). The equations for the fields radiated from the last

transmon are the same as in eqs.(4.5) -(4.6).
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4.2.2 With backscattering in only one field

This scenario is a combination of the previous two scenarios where we allow reflec-

tion from only one of the field (signal/probe) to go back to the previous transmon.

We envision that this could be achieved with a circulator that would throw away

one of the reflected fields based on the frequency. The master equations in these

two cases are given below:

With backscattering only in signal

ρ̇
rf = i

�
ρ
rf
, H

rf
eff

�
+

γs

2
D

�
N�

j=1

σ
−(j)
01

�
ρ
rf

+
γp

2

�
N�

j=1

D

�
σ
−(j)
12

�
ρ
rf

−

N�

j=1

N�

k=j+1

C

�
σ
−(j)
12 , σ

−(k)
12

�
ρ
rf

�
. (4.8)

With backscattering only in probe

ρ̇
rf = i

�
ρ
rf
, H

rf
eff

�
+

γs

2

�
N�

j=1

D

�
σ
−(j)
01

�
ρ
rf

−

N�

j=1

N�

k=j+1

C

�
σ
−(j)
01 , σ

−(k)
01

�
ρ
rf

�

+
γp

2
D

�
N�

j=1

σ
−(j)
12

�
ρ
rf
. (4.9)

Here again, we have Hrf
eff =

N�
j=1

H
rf(j)
sys with H

rf
sys being the same as in eq.(2.12) and

the σ
− operators are given in eq.(3.1). The equations for the fields radiated from

the last transmon are same as in eqs.(4.5) - (4.6).
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Figure 4.5: Set-up for multiple transmons on transmission line with mirrors

4.2.3 With a mirror at each transmon

The final scenario that we consider is that of having a superconducting mirror at

each transmon. This is shown schematically in Fig.4.5. The circulators route the

incoming fields to the transmons placed in front of a mirror. The transmitted and

the reflected fields from the transmon get added and are routed to the next trans-

mon by the circulators. Thus, the reflected fields are also collected and forwarded

to the next transmon, reducing the losses.

The master equation in this case is,

ρ̇
rf = i

�
ρ
rf
, H

rf
eff

�
+

γs

2

�
N�

j=1

D

�
σ
−(j)
01

�
ρ
rf

− 2
N�

j=1

N�

k=j+1

C

�
σ
−(j)
01 , σ

−(k)
01

�
ρ
rf

�

+
γp

2

�
N�

j=1

D

�
σ
−(j)
12

�
ρ
rf

− 2
N�

j=1

N�

k=j+1

C

�
σ
−(j)
12 , σ

−(k)
12

�
ρ
rf

�
, (4.10)

where we have H
rf
eff =

N�
j=1

H
rf(j)
mirror. The equation for H

rf
mirror is different from the

previous cases as the mirror introduces a renormalization in the coupling strengths.
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The Hamiltonian in this case is given by,

H
rf
mirror =





−∆s 0 0

0 0 0

0 0 ∆p




+ Γs

�
N

in
sig





0 1 0

1 0 0

0 0 0




+ Γp

�
N

in
prb





0 0 0

0 0 1

0 1 0




.

(4.11)

Also the fields radiated by the last transmon in this case are modified as,

Ωrad
s = i

√
2Γs < σ

−(N)
01 >= i

√
2Γs tr(ρ

ss
σ
−(N)
01 ), (4.12)

and

Ωrad
p = i

√
2Γp < σ

−(N)
12 >= i

√
2Γp tr(ρ

ss
σ
−(N)
12 ). (4.13)

4.3 Simulation and comparison of the scenarios

We simulate the above master equations using Matlab. In these simulations, sim-

ilar to the previous cases, we solve for the output probe field after N transmons

for some given parameters. From this, we calculate the number of probe pho-

tons transmitted and the phase change in the probe after N transmons. We then

plug-in these values in the formula for signal-to-noise ratio (SNR) as described in

section 3.5.1 to calculate the measurement times (TQ/I) and the minimum number

of signal photons(N tot
sigQ/I) required to measure.

Figs. 4.6, 4.7 and 4.8 show the variation in the minimum number of signal

photons required to detect in phase, in quadrature and the phase change in the

probe for all of the above scenarios. From the graphs, we can see that having

a mirror at each transmon is the most promising scenario for maximising phase

change and hence for photon detection in quadrature. We can attribute this to the

minimization of losses as the mirrors collect the fields reflected from the transmon

and forward them to the next transmon.
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Figure 4.6: Number of signal photons required to make a detection in phase as

a function of the number of transmons. The values of the parameters are N in
sig =

1, N in
prb = 1, ∆s = 0, ∆p = 0, Γp = 2Γs. Minimum value of 0.7284 is reached after 6

transmons for the scenario where reflections are allowed only in signal.

In the case of in-phase measurement, we see that the scenario of allowing reflec-

tions only in the signal is better than the other scenarios. Since we have simulated

with the parameter ∆p=0, phase change doesn’t play a role in this case and only

losses contribute to the reduction of amplitude of the transmitted probe. Thus we

see that it is better to throw away the reflected probe fields. As the signal fields

contain information that we are trying to detect, keeping the reflected part from

the signal alone helps.

Strangely, when we allow for reflections in both the signal and probe fields,

we see a degradation in performance with addition of more transmons. Further

investigation is required to understand the causes for this behaviour.
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Figure 4.7: Number of signal photons required to make a detection in the quadra-

ture as a function of the number of transmons. The values of the parameters are

N in
sig = 1, N in

prb = 1, ∆s = 0, ∆p = Γp = 2Γs. The minimum value of 0.9245 is

reached after 6 transmons when we have a mirror at each transmon.
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Figure 4.8: Phase change in the probe as a function of the number of transmons.

The values of the parameters are N in
sig = 1, N in

prb = 1, ∆s = 0, ∆p = Γp = 2Γs.

Maximum value of 33.5722
◦
is reached after 6 transmons for the scenario where we

have a mirror at each transmon.
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4.4 Optimization of the parameters

As explained before, the results in the previous section are with the initial set

of parameters and are not the optimum values. To find the optimum values for

the parameters, we consider the two most promising scenarios; i.e. that of having

multiple transmons with reflections allowed only for the signal and the one with

mirror at each transmon.

4.4.1 With reflections only in signal

First we consider the scenario where we allow reflections only in the signal field to

interact with the previous transmons and block the reflected probe field. As seen

in the previous section, this seemed to be the most promising when measuring

in phase. Hence, in this section we verify how the value of N tot
sig I , the minimum

number of signal photons required to make a detection in phase, varies with the

change of parameters.

Fig.4.9 shows the variation of N tot
sig I after 6 transmons as a function of the input

signal and probe field strengths. The minimum value achieved was N tot
sig I=0.6816,

which corresponds to a signal-to-noise ratio(SNR) of 1.46 for single photon detec-

tion.

Fig.4.10 shows the variation of N tot
sig I after 6 transmons as the function of probe

detuning ∆p and probe relaxation rate Γp. From the figure we see that the opti-

mum values are obtained when ∆p=0 as expected. We also see that it is better to

be in the regime with higher value of the ratio Γp/Γs with the optimum value of

this ratio being 4. The minimum value in this case was found to be N tot
sig I=0.6111,

which corresponds to SNR=1.64 for single photon detection.
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Figure 4.9: Number of signal photons required to make a detection in phase after 6

transmons for the scenario with reflections only in signal with ∆s = 0, ∆p = 0, Γp =

2Γs. Minimum value = 0.6816 at N in
sig = 0.8, N in
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Figure 4.10: Number of signal photons required to make a detection in phase after

6 transmons for the scenario with reflections only in signal with N in
sig = 1, N in

prb = 1,

∆s = 0. Minimum value = 0.6111 at ∆p = 0, Γp/Γs = 4.
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4.4.2 With a mirror at each transmon

Next we consider the case of having a mirror at each transmon. From the previous

section, we see that this scenario is most promising in order to maximise the

phase change in the probe and to measure in quadrature. Thus, in this section

we see how the phase change in the probe θp and the minimum number of signal

photons required to measure in quadrature (N tot
sigQ) vary with the parameters for

this scenario.

In Fig.4.11, we plot the change of N tot
sigQ after 6 transmons as a function of input

signal and probe powers. From the figure, we see that in this situation it is better

to be in the lower powers of the input fields. A minimum value of N tot
sigQ=0.2555 is

achieved when N
in
sig = 0.1, N in

prb = 0.3. This would correspond to a signal-to-noise

ratio (SNR) of 3.9 for a single photon detection.

We plot the variation of phase change in the probe (θp) after 6 transmons as

a function of the input field powers in Fig.4.12. As expected, we see that the

maximum phase change occurs when the probe power is the lowest. But we also

see that the maximum phase shift occurs when N
in
sig = 1 and then goes down. This

has to be further investigated to find the cause for this reduction of phase change

with increasing signal strength. The maximum phase change that is obtained is

around 108 degrees. This is much higher compared to the typical values of 10−6

degrees achieved in nonlinear photonic crystal fibres [37, 38].
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Figure 4.11: Number of signal photons required to make a detection in quadrature

after 6 transmons for the scenario with mirrors with ∆s = 0, ∆p = Γp = 2Γs.

Minimum value=0.2555 at N in
sig = 0.1, N in
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5

Conclusions and Outlook

In this thesis, we looked at the possibilities of doing a non-destructive detection of

a propagating microwave photon using the cross-Kerr effect by having an artificial

atom (transmon) in a transmission line. To this extent, we introduced the Hamil-

tonian of the system and the master equation formalism. We also introduced the

relevant parameters to analyse such as the phase change in the probe θp and the

minimum number of signal photons required to make a detection N
tot
sig .

With a single transmon, we first looked at the phase change in probe and how

it behaved under various regimes. We also explored the parameter space to find

the optimum values for the minimum number of signal photons required to make a

detection (N tot
sig) and found it be around 9 in the transmon regime. We also looked

at the significant role that losses seem to play in this regards.

We expanded the physical set-up to include many transmons in the transmission

line. We looked at different scenarios, to analyse if any of those configurations

would help our case of photon detection and the case of maximising the phase

change in probe. Indeed, we found few operating regimes where we could get

down to single photon detection with good signal to noise ratio (Best value as of
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date: N
tot
sig = 0.2555 corresponding to SNR of 3.9 for single photon detection for

the scenario of having a mirror at each transmon). We also found parameters for

getting quite high phase change in the probe by having a mirror at each transmon

(Best value as of date: θp = 108 ◦).

Although we have interesting results that would solve the problem of photon

detection, there is scope for lot of work in the future. With regards to the single

transmon case, we would like to find out the physics at the fundamental level that

sets the limits for photon detection at around 9 photons. This would help us to

gain insight not only on this problem but also to understand the multiple transmon

cases.

In the multiple transmon scenario, as can be seen from the figures, we have

simulated only till the case of having 6 transmons in the transmission line. This

constraint was set by the computational resources. We would like to extend the

simulations to include more transmons. This would help us to find the global

maximum phase change that could be achieved and the global minimum of the

number of signal photons required to make a detection.

This thesis work was done with the assumption of being at the temperature of

0 K. To get experimentally relevant values, we also need to include the effect of

temperature and add pure dephasing to the system.

Finally, it has to be noted that the kind of detection we have verified is not QND

in the strict sense. Although we haven’t destroyed the signal photons by directly

detecting it, there are still losses due to reflection and incoherent scattering. So

the transmitted signal is not the same as the input signal and would have been

reduced in amplitude. Further analysis is required to see how much of the signal

is lost and how it can be reduced by tuning the parameters.
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