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Predicting antibiotic resistance phenotypes using neural networks
HAMPUS LANE
Department of Mathematical Sciences
Chalmers University of Technology

Abstract
Antibiotic resistance is one of the biggest threats to human health. Today it causes
700 000 deaths per year, a number that is estimated to rise to 10 million by 2050.
Measuring antibiotic resistance is time consuming and while waiting patients may
receive ineffective treatment. It is thus interesting to see what previous measure-
ments can tell us about antibiotics that have not been measured. In this thesis
neural network based imputation is investigated as a suitable method for predic-
tion of antibiotic resistant phenotypes. This was done using comprehensive data
collected by the EARS-Net. The data contains bacteria from 330000 patients that
have been tested for resistance against a range of different antibiotics. In this thesis
neural networks were trained to predict missing resistant and susceptible pheno-
types based on available resistance data. In addition the networks had access to
information about the pathogen and the reporting country. After tuning the num-
ber of nodes and training the networks on 85% of the available data we received an
average error rate of 5% when testing on the remaining data. The average very ma-
jor error rate, i.e. the error rate on measurements whose true value were resistant,
was 11.8%. The error rates varied for different antibiotics and some had very major
error rates below 5%. Neural network based imputation shows promise as a method
for predicting antibiotic phenotypes and with further research into what affects the
neural networks performance it could be a useful tool when measuring antibiotic
resistance.

Keywords: Antibiotic Resistance, Neural Network, Imputation, Categorical Vari-
ables.
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1
Introduction

Antibiotic resistance is one of the top ten threats to human health according to
the World Health Organisation [1]. Bacteria become resistant to antibiotics when
they acquire genes that encode for mechanisms that prevents the antibiotic from
functioning, for example enzymes that degrade the antibiotic or prevents it from
binding. Each such gene typically gives resistance to one group of antibiotics without
affecting resistance towards other groups. Several resistance genes can often be
locate on the same plasmid, which is shared between different bacteria. This way
resistance to one type of antibiotic can influence the probability of being resistance
to other antibiotics.
To treat patients infected with antibiotic resistant bacteria and to surveil and re-
search antibiotic resistance it is important to measure antibiotic resistance in bacte-
ria. This measurement is typically done by cultivating the bacteria in the presence
of an antibiotic and seeing how well it grows [2]. If the bacteria grows well it is
classified as resistant, if it exhibits reduced growth it is classified as intermediate
and if there is no or sufficiently reduced growth it is classified as susceptible. The
growing process can be very time consuming especially if a large number of antibi-
otics have to be tested. It is thus of interest to use these dependencies between
antibiotic resistance to try to predict the resistance status against other antibiotics,
in order to make a more informed choice of which antibiotics to test next or, if the
prediction is strong enough, skip some measurements all together.
In this thesis we set out to solve the problem of predicting a bacteria’s resistance
against an antibiotic given previously measured resistance/susceptibilities to other
antibiotics. To tackle this the problem will be treated as an imputation problem.
Imputation is the process of filling in missing data. In this case the available data
will be the results of the performed tests and the missing data is whether the bacteria
is resistant against the antibiotics that have not been tested. This thesis specifically
focuses on a neural network based method of imputation. The goal of this thesis is
to answer the question "How well can we predict resistance against an antibiotic us-
ing previously measured resistance/susceptibilities to other antibiotics using neural
network based imputation?"
To train the neural networks to predicting resistance it is necessary to have data.
This data is provided by the European Centre for Disease Control (ECDC) and
comes from the European Antimicrobial Resistance Surveillance Network (EARS-
Net). The data consists of measurements on bacteria from around 330 000 patients.
Each measurement consists of checking one bacterial strains for resistance against
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1. Introduction

one antibiotic. Each bacteria was tested against on average 7.6 antibiotics giving a
total of 2.5 million measurements. More information about the data can be found
in Section 3.1.
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2
Theory and Method

The goal of this thesis is to predict resistance to some antibiotics given information
about other antibiotics. The available data is going to contain measurement on a
large number of bacteria. Each bacteria have been tested against approximately 8
antibiotics out of 44. If this data is stored in matrix with antibiotics as columns and
bacteria as rows, each row is going to contain a handful of entries and the rest of the
data will be missing. Trying to predict missing data like this is called imputation
and it is one way to tackle the problem at hand. Some imputation methods will be
reviewed in section 2.2, especially an imputation technique using neural networks.
As the main imputation method used in this thesis is based on neural networks,
section 2.1 will discuss the theory behind neural networks as well as the specific
implementation used.

2.1 Neural Networks

An artificial neural networks is a computational model that is based on the neurons
in the brain. A biological neuron basically works as follows [3]: Every neuron is
connected to a number of other neurons via synapses. When the electrical potential
in a neuron gets high enough the neuron sends out a signal in the form of an electrical
current to the neurons its connected to. For some types of synapses this current
increases the potential of the connected neuron and make it more likely to emit a
signal. For other types of synapses the current will decrease the potential of the
connected neuron and suppress a signal.
In an artificial neural network we instead have nodes connected by weights. The
nodes have a value that is updated in discrete time steps. Each node then gets an
input from the nodes that are connected to it. This input is the value of the node
multiplied by a weight. The input is then summed, adjusted by a node specific
threshold and put into an activation function. This activation function has tradi-
tionally been sigmoid making the result similar to on-off nature of the neuron while
remaining smooth, but functions similar to the rectifier, f(x) = x+ = max(0, x),
have also become heavily used. [4]
A neural network can be used as a function with an input and and an output. This
is typically done with a feed forward network. In section 2.1.1 one can read about
what such a network looks like and how it calculates the output from the input. A

3



2. Theory and Method
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Figure 2.1: Example of a feedforward network with one hidden layer.

neural network can also be "trained" by being given sets of inputs and outputs, so
that it will give similar output when given similar input. How this training works
is discussed in section 2.1.2.

2.1.1 Feedforward Neural Network

In a feedforward neural network the nodes are organised in layers. A node is con-
nected to every node in the next layer and no other nodes. So if we put values in
the first layer of nodes, the first update step will fill the second layer with values,
without changing any other values. The second update step will only fill the third
layer and so on. This means we can put our function variables as values in the nodes
in the first layer and get the values in the final layer as a function output. For this
reason the first layer is called the input layer the final layer is called the output
layer and layers in between are called hidden layers a. An example of a feedforward
network with one hidden layer can be seen in Figure 2.1. In the input layer the
value of node i is set to the value of input variable i, this value is called xi. The
value of node i in layer l is denoted o(l)

i . The input layer is denoted as the 0:th layer
thus xi can also be denoted o(0)

i . The weight from node i in layer l− 1 to node j in
layer l is denoted w(l)

ij . The input from the previous layer is thus ∑k o
(l−1)
k w

(l)
ki and is

known as the local field. The threshold, or bias, of node i in layer l is denoted θ(l)
i

and the number of nodes in layer l is denoted n(l). We can now describe the input
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2. Theory and Method

to node i of layer l, s(l)
i as

s
(l)
i = −θ(l)

i +
n(l−1)∑
k=1

o
(l−1)
k w

(l)
ki . (2.1)

The value of that node is then calculated by applying the activation function. For
the output node one often uses a different or no activation based on what kind of
output is desired.

o
(l)
i = f

(
s

(l)
i

)
= f

−θ(l)
i +

n(l−1)∑
k=1

o
(l−1)
k w

(l)
ki

 . (2.2)

Using those one can assign the value of a node based only on the values in the nodes
in the previous layer. As a result the layers can be filled one at a time, getting the
values in the output layer to use as our function values.
This shows how to use neural networks as functions with numerical input and out-
puts, but in this thesis the main focus is categorical inputs and outputs. One
common way to encode a categorical variable for a neural network is to have one
node for each category. If, for example, a variable takes the values red, blue and
green one can use three nodes to encode this. To encode that something is red the
first node will take the value 1 and the other nodes will take the value 0. This works
well for the input nodes where one can decide what one puts in, for the output nodes
the values will still be continuous, but one can force them closer to zero or one by
applying a sigmoid activation function to the nodes. To choose which output the
network actually gives one can see which node has the largest value.

2.1.2 Training a neural network

We now know how a feed forward neural network can be used as a function, but
to get it to be the function we want it has to be trained. To do this we need
training data consisting of several input vectors x, as well as a target output vector
y for every input. Using the network one can get an output ŷ for every input.
This is compared to the target output using an error function E(y, ŷ). If y = ŷ,
this should give the value zero and it should also increase with how different they
are, but exactly what this error function looks like depends on the problem. One
common example error function is the squared euclidean norm ||y− ŷ||22, i.e. entry
wise sum of squares ∑i(yi− ŷi)2. We can then define a loss function that consists of
the sum of the errors for each pair y and ŷ in the training data. When training the
networks one views the training data as fixed and instead sees the loss function, L
as a function of the weights and thresholds in the neural network. One then aims
to minimise the loss function with respect to weights and threshold.
When training neural networks it is common to use variations of steepest descent.
Steepest descent is one of the simplest optimisation methods, where one starts at
some point and always moves in the direction which locally decreases the function
the most. When using steepest descent one starts at a point x0 and then moves to a
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2. Theory and Method

new point according to xt+1 = xt−η∇f(xt), where η is the step length. This is done
until a stopping criterion is met. The stopping criterion can be based on when the
change in function value, the norm of the gradient or the step size gets small enough.
Note that for normal gradient descent step size and gradient norm is equivalent. To
do this we need to calculate the gradient of the loss function. Remember that we
are viewing it as a function of weights and thresholds, so its the partial derivatives

∂L

∂w
(l)
ij

we’re looking for. As L is just a sum of E for different values it is sufficient to

find ∂E

∂w
(l)
ij

. Calculating this derivative is done by whats known as backpropagation
and a thorough review of which can be found in for example [5].
Gradient descent is not a particularly sophisticated optimisation algorithm and thus
carries several problems with it. One problem is that it gets stuck in local minima,
ridges and on plateaus, i.e. wherever some partial derivative gets small. This prob-
lem is known as the vanishing gradient problem. Another problem specific to neural
networks is that the partial derivatives with respect to weights in earlier layers tends
to get small. One such method that solves the second problem and mitigates the
first is resilient backpropagation [6], which still uses the partial derivatives to choose
which direction to change the weights, but not how much. As a result all weights
will update at a similar pace even if the gradient is smaller for the ones in the inner
layers. As the step size is not proportional to the size of the derivative it will also
does not get stuck as easily if the partial derivative is small. If ∆(l)

ij (t) constitutes
the step length for weight (l)

ij at time step t then an update looks like this:

w
(l)
ij (t+ 1) := w

(l)
ij (t)− sgn

 ∂E

∂w
(l)
ij

(t)
∆(l)

ij (t) (2.3)

The step length will instead be modified so that it increases if the change keeps going
in the same direction, i.e. when ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t− 1) > 0, and decreases if it changes

direction, i.e. ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t − 1) < 0 . The increase of step length will be done by
multiplying with a factor η+ > 1 and the decrease will be done by multiplying with
a factor η− < 1. The step length wont increase beyond a maximum of ∆max or below
a minimum of ∆min Thus a update of the steplength looks like this:

∆(l)
ij (t+ 1) :=


min

(
η+∆(l)

ij (t),∆max
)
, if ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t− 1) > 0

max
(
η−∆(l)

ij (t),∆min
)
, if ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t− 1) < 0

∆(l)
ij (t), if ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t− 1) = 0
(2.4)

One addition that is common is weight backtracking. In weight backtracking when
the partial derivative of a weight changes sign one undoes the last step for that
weight instead of taking a new step. After the step has been reverted the derivative
will most likely have the same sign again and thus the step length will increase again.
To avoid this one usually sets ∂E

∂w
(l)
ij

(t) to 0. Thus in the next step ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t− 1)
will be 0 and the step length wont update. The resulting algorithm looks as follows:
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2. Theory and Method

while not converged do
Compute ∂E

∂w
(l)
ij

(t)

if ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t− 1) > 0 then

∆(l)
ij (t+ 1) := min

(
η+∆(l)

ij (t),∆max
)

w
(l)
ij (t+ 1) := w

(l)
ij (t)− sgn

(
∂E

∂w
(l)
ij

(t)
)

∆(l)
ij (t)

else if ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t− 1) < 0 then

∆(l)
ij (t+ 1) := max

(
η−∆(l)

ij (t),∆min
)

w
(l)
ij (t+ 1) := w

(l)
ij (t) + sgn

(
∂E

∂w
(l)
ij

(t− 1)
)

∆(l)
ij (t− 1)

else if ∂E

∂w
(l)
ij

(t) ∂E

∂w
(l)
ij

(t− 1) = 0 then

w
(l)
ij (t+ 1) := w

(l)
ij (t)− sgn

(
∂E

∂w
(l)
ij

(t)
)

∆(l)
ij (t)

end if
t:=t+1

end while

2.2 Imputation

Imputation is the process of replacing missing data with substitute values. Data
often consists of a set of different variables being measured from several different
sources. A source can be for example an individual or geographical area from which
the data is gathered. In this chapter it is assumed that the data is stored in a matrix
where values from the same source are stored in rows, whereas the values of the same
variable are stored in the same column. As a result a different values on the same
column will come from similar distributions but not have very high dependency.
Thus we should look at the columns to see in which realm the value should lie,
i.e. which scale it’s on for numerical variables or which categories are possible
categorical variables. Other values on the same row on the other hand typically are
more dependant on each other but can take completely different values. Thus an
imputation method typically looks to the columns to see which values are possible
but looks to the rows to see which of these possible values are more probable.
The simplest methods of imputation ignore the rows and simply look at the columns.
These methods will be referred to as univariate imputation and will frequently be a
step in more advanced imputation methods. These imputation methods can either
be based on taking the average of the column, that is the mean or median for
numerical values and the mode for categorical variables. Other methods are based
around pulling a random value from a distribution based on the values in the column.
This is typically done by just pulling another random value, but can also be done by
fitting a distribution to the data and taking a random value from this distribution.
Another category of methods are those that fill in entries from similar observations.
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2. Theory and Method

These are called hot-deck imputations [7]. This can be done by just taking the entry
of the observation that is closest in the other variables or one can pick out the k
closest and take either a random one of them or take the mode of them [8] [9].
A bigger category of imputation methods are those that try to make a model that
predicts a variable value using the other variables. These models are typically fitted
to the data where the variable has been measured ad then applied to predict the
missing data. This thesis will mainly focus on one such method which uses artificial
neural networks for the model. It will also use another such method called multiple
imputation by chained equations, or MICE, as a benchmark. MICE uses a simple
imputation method like modal to fill the data, then iteratively uses regression to im-
prove this estimate. It also does this multiple times to try to simulate a distribution
of the missing data [10].

2.2.1 Benchmark imputation: MICE

MICE is an imputation method that uses three steps: initial imputation, iterative
regression and multiple imputation. In this thesis the implementation used is the
mice package in R [11].
During the initial imputation each unobserved variable is imputated using a uni-
variate imputation method. Typical examples are using the mean or mode of that
variable or drawing an observed value at random. The latter is the default of the
mice package in R, although one may do the initial imputation oneself and provide
mice with a full imputed data matrix as well as the matrix with only the observed
values.
When the matrix is filled one can perform the regression. This is done by choosing
one variable at the time to update. To update the variables one uses all the rows with
an observed value in the relevant variable to fit a regression model. The regression
model thus uses both the observed and the imputated data for predictors but only
observed values for the dependent variable while fitting. What regression model
to use depends on what kind of variables you have. In this thesis the data used
is categorical with 2 categories and thus the default regression model of the mice
package is logistic. This model is then used on each row without an observed value
in the update variable, using all the other variables, both observed and imputated,
in those rows to predict a new value imputated value. All variables are updated this
way in a random order. Then this is repeated n times.Finally the entire imputation
process is repeatedm times leaving us withm suggested imputations for each missing
value. Together these values can be viewed as an approximation of a predicted
distribution for the missing value, thus giving us more information than just a
predicted value.
Both m and n have been set to 15 giving MICE a similar run time to the neural
networks.

8



2. Theory and Method

2.2.2 Neural Network Imputation

Neural network based imputation uses neural networks as their model to predict one
variable from the others. As a result one needs to train one network per variable,
where the network uses one variable as output and the other variables as input.
So for a variable a, the rows with an observed value in a will be used to train the
network, where the other variables in the row are used as input and the values of
variable a are used as the target output. The network is then used with the rows
where variable a is missing as input to predict the missing values of a.
One problem is that rows are often missing more than one variable and one has to
have a value for every input node both when training and using a network. One
common solution is to train the networks only on the rows which do not have any
missing variables, then using a univariate imputation method on the missing vari-
ables when they are treated as input variables [12]. This solution does not work in
cases like ours when there are no rows without missing variables. Another possi-
ble solution available for categorical variables is to treat missing value as another
category of the variable when used as input. So if a variable typically takes the
values R and S one will have three input nodes for that variable, one for R one for
S and one for NA if the data is missing. For the output nodes in the network that
predicts this variable there will still only be two nodes, one for R and one for S.
This allows us to train a network on every row where the corresponding variable
has a recorded value, as every row now has an eligible input, but only the rows with
a recorded value have a eligible target output. It also lets us use the network on
any row without having to employ other imputation techniques. In Figure 2.2 one
can see an example network for predicting ceftiofur in data that contains five vari-
ables, chloroamphenicol, daptomycin, teicoplanin, streptomycin and ceftiofur. Each
variable can take the values R and S. There are three input nodes for each variable
other than ceftiofur, one which will be one if the variable has the value R and zero
otherwise, and likewise one for S and one for missing value. This network has been
trained on every row where ceftiofur has been measured, and can then be used to
predict the value of ceftiofur where it hasn’t.

2.3 Implementation

The neural networks used on this project have been implemented using R and the
neuralnet package. The implementation method was chosen somewhat arbitrarily
based on both previous experience and ease of use. Comparison of different imple-
mentation was deamed outside the scope of this thesis.
The main function in the neuralnet package is called neuralnet. This is the function
that performs the training and it takes the following arguments with the following
defaults:

neuralnet(formula, data, hidden = 1, threshold = 0.01,
stepmax = 1e+05, rep = 1, startweights = NULL,
learningrate.limit = NULL, learningrate.factor = list(minus = 0.5,
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2. Theory and Method

plus = 1.2), learningrate = NULL, lifesign = "none",
lifesign.step = 1000, algorithm = "rprop+", err.fct = "sse",
act.fct = "logistic", linear.output = TRUE, exclude = NULL,
constant.weights = NULL, likelihood = FALSE)
The data variable contains the data in a data frame. In this case the data frame will
have one row per bacteria. The named columns will correspond to the antibiotics.
There will be one variable per antibiotic that can take the values R for resitant, S
for susceptible and NA for missing data. So this is a categorical variable with three
different values. As the package will not accept categorical variables they have
to be encoded differently. One common method for encoding categorical variable
is to have one dummy variable per category, which takes the value when the value
belongs to the category and zero otherwise. So instead of having one variable named
AntibioticA with a value of R we will have the variables AntibiotcA_R with a value
of 1 and AntibioticA_S and Antibiotic_NA with a value of 0. So the data frame
has three columns per antibiotic.
The formula argument specifies which columns will be used as input and which
will be used as output. This is specified as an R formula. When training the
network that is meant to predict the resistance towards an antibiotic named an-
tibioticA, the output will be AntibioticA_S and Antibiotic_R, while the input
should be all other columns except for Antibiotic_NA. This is done with the for-
mula · - AntibioticA_NA ~ AntibioticA_S+AntibioticA_R.
The hidden argument gives the number of hidden layers as well as the number of
nodes in the hidden layers. It is given as a vector where each entry corresponds to
the number of nodes in a layer. The first entry specifies the number of nodes in the
hidden layer closest to the input neurons. See section 3.2.1 for which values were
used.
The threshold argument sets the stopping criteria for the training. The neuralnet
algorithm stops when the norm of the gradient goes below this given threshold. Note
that this derivative will scale with the amount of indata and thus has to be tuned.
See section 3.2.2 for analysis of this parameter.
The stepmax argument sets a maximum number of steps for updating the weights
before aborting the training. It was never changed from the default 1e+05 and was
never reached with reasonable values for threshold.
The rep argument sets how many neural networks are to be trained. The default 1
was used throughout.
The startweights argument lets you set the startweights, the default randomises
them and was used throughout the project.
The arguments learningrate.limit and learningrate.factor sets ∆max, ∆min,
η+ and η−. The defaults of ∆max = ∞, ∆min = −∞, η+ = 1.2 and η− = 0.5 were
used throughout.
learningrate is only used for normal backpropagation.
lifesign and lifesign.step specifies what will be printed during training and
how often it will be printed. they are is immaterial to the result.
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2. Theory and Method

Figure 2.2: A simplified network for predicting resistance against ceftiofur. For
ease of view this network only uses four antibiotics as input and two hidden layers
with four and two nodes respectively. The plot was made by the plot function in
the neuralnet-package.

algorithm chooses the algorithm used. Only the default resilient backpropagation
with weight backtracking was used.
err.fct and act.fct sets the error and activation function. Only the default sum
of square errors and logistic activation were used.
The linear.output argument changes whether the activation function is used on
the output neurons. It is not used if set to the default TRUE. As output values of 1
and 0 are desired, this is set to FALSE throughout.
exclude and constant.weights can set weights to 0 or other constant values re-
spectively. For this to be meaningful some things about the underlying structures
must be known, which they aren’t so these are left NULL.
Finally likelihood was kept to its default FALSE. If set to true one can obtain a
confidence interval on the weights.
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3
Result

In this project neural networks are trained to predict antibiotic resistance phenotype
according to the method described in section 2.2.2. To train the networks as well as
test their results it is necessary to have data. In this project the data comes from
The European Surveillance System – TESSy, provided by all EU countries as well as
Norway and Iceland and is released by the European Centre for Disease Control, also
known as ECDC. Note that the views and opinions of the authors expressed herein
do not necessarily state or reflect those of ECDC. The accuracy of the authors’
statistical analysis and the findings they report are not the responsibility of ECDC.
ECDC is not responsible for conclusions or opinions drawn from the data provided.
ECDC is not responsible for the correctness of the data and for data management,
data merging and data collation after provision of the data. ECDC shall not be held
liable for improper or incorrect use of the data.
In this chapter Section 3.1 will go over the data, while section 3.2 contains infor-
mation about some ways to improve the performance of the neural networks, while
section 3.3 compares the result with that of other imputation methods.

3.1 Exploring the data

The data provided by ECDC has been collected by the European Antimicrobial
Resistance Surveillance Network (EARS-Net). EARS-Net is the EUs surveillance
system of antibiotic resistance in bacteria that cause infections. They collect data
from all EU countries as well as Iceland and Norway. The provided data from
2017 consists of data on bacteria from 330 000 different patients. Each strain was
tested for resistance against some antibiotics. On average around seven and half
antibiotics were tested on a strain resulting in 2,5 million measurements. With
every measurement there is also a lot of other information. Some of it is used
solely for identifying which observations came from the same bacterial strand. The
following variables are the only ones that will be used in thesis for something more
than identifying the measurements coming from the same patients:

• Antibiotic: which antibiotic was tested.
• Country: where was the patient tested.
• Pathogen: which species of bacteria it was.
• SIR-value: The result of the test. Takes the values R for resistant, S for
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Figure 3.1: Small excerpt from the data converted to matrix form.

susceptible and I for intermediate. For simplicity S and I will be treated as
one category.

The data is then transformed into matrix form, with one row for each patient and
one column for country, one for species and one column per antibiotic. In Figure 3.1
we can see a small exert from this data table, with some observed values of S and
R and a lot of missing values. This is the matrix for which we will be performing
imputation.
To get the numerical values necessary for the neural networks each column repre-
senting an antibiotic is turned into three columns. For a antibiotic named antibi-
oticA, these would be named the following: antibioticA_R, antibioticA_S and
antibioticA_NA. If a bacterial strain was measured resistant against antibioticA its
row will have a one in column antibioticA_R and zeroes in antibioticA_S and
antibioticA_NA, if it was susceptible or intermediate antibioticA_S will have the
one instead and if antibioticA wasn’t tested on a strain antibioticA_NA will have a
one in that row. The column representing country is also turned into thirty columns,
one of each country in the data, and the columns representing species of bacteria is
similarly turned into 8 columns.
In Figure 3.2 you can see how many observations were made for each antibiotic as
well as how many of the observations showed resistance. For most antibiotics a
vast majority of the observations showed susceptibility, with some exceptions like
amoxicillin, amoxicillin with clavulanic acid and ampicillin. In Figures 3.3 & 3.4
we can see the observations broken down by reporting country and species of bac-
teria respectively. A more detailed break down of the observations can be found in
Appendix A.1. One notable take away from the figures in the appendix are that
most species have different antibiotics tested on them with two exceptions. The
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Figure 3.2: The number of observations for each antibiotic. The red part shows
how many of them were the resistant.

bacterial species Enterococcus faecium and Enterococcus faecalis have the same an-
tibiotics tested on them but with wildly different resistance rates. Escherichia coli
and Klebsiella pneumonia also have similar antibiotics being tested. We can also
note that different countries vary vastly in which and how many different antibiotics
were measured.

3.2 Tuning the network

When setting up the neural networks used in the imputation there are some hyper-
parameters to be selected. In this section we will look at the number of layers and
the number of nodes in them, as well as the stopping criterion and adding additional
indata parameters. To be able to compare the results we use cross validation error.
When one does cross validation one takes some rows of the data and set them apart
as a test set, while the rest is used as training data. Then we see how well they can
predict the data in the test set. This is done by letting the appropriate networks
predict each value from the test set using the other observation in the same row
and comparing it to the value in the test set. This error rate thus shows how well
it would perform on antibiotics typically tested together if one less measurement
was taken. The error rate does not show how well the network would perform on
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Figure 3.3: The number of observations for each country. The red part shows how
many of them were the resistant.

Figure 3.4: The number of observations for each bacterial species. The red part
shows how many of them were the resistant.
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a random antibiotic. This might seem like a weakness of the error rate, but this is
actually similar to the conditions under which there might be an interest of using
this kind of tool, i.e. to see which antibiotic one would test next.

3.2.1 Number of layers and nodes

First we have to decide how many layers our neural net is going to have. There is
no intrinsic correlation between our variables that we know beforehand so we only
need a function estimator. Two hidden layers is sufficient to to get any continuous
function [13]. Despite this one might reduce the number of necessary neurons by
increasing the number of layers. Thus one can increase the number of layers if the
necessary number of neurons seems high.
Then there is the question of choosing the number of nodes in each layer. Typically
one keeps the number of nodes in a hidden layer between the number of input and
output nodes [13]. To test for the optimal number of nodes we tested using every
combination of n nodes in layer one an m nodes in layer two, where m and n take
one of the values 10, 25, 50 and 150 and where m < n. The networks were then
trained on 10000 rows of test data each. The networks performance can be seen
for some configurations of nodes Figure 3.5. As can be seen the performance is
improved greatly by having less than 50 nodes in the hidden layer closest to the
output layer. Another noticeable trend is a slight improvement with larger number
of nodes in the first hidden layer, as well as a similar increase in a first layer with
many nodes. In Figure 3.6 the number of nodes in the first hidden layer has been
fixed to 150. A clear decrease in performance can be seen when the number of nodes
increase above 35, but before that the difference seems to be random. 20 was thus
arbitrarily chosen as the number of nodes in the second hidden layer. When number
of nodes in the second hidden layer was fixed to 20 and the number of nodes in the
first hidden layer we see no discernible nonrandom effect from the change in node
number and it was thus arbitrarily left at 150. This can be seen in Figure A.2 in
Appendix A.

3.2.2 Stopping criterion

When using the default stopping criterion the run time increases more than poly-
nomially with the size of the training data, see Figure 3.7.
This has to do with the stopping criterion used in neuralnet. It stops when the norm
of the gradient of the loss function gets low enough. Recall that the loss function was
the sum of the errors over the entire training set. As a result both the loss function
and its gradient will scale with the amount of training data. To find an appropriate
value we let the threshold vary for a fixed sample of 1000 rows in the training data.
The result can be seen in Figure 3.8. There is a notable improvement in performance
when going down to 0.1, but then the improvement stops. When taking this value
and scaling it linearly with the sample size we get the result in Figure 3.9. The run
time still increases more than linearly, but in a more manageable fashion, while still
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Figure 3.5: This figure shows performance of the neural network when the number
of nodes were varied. Both the training and the test set consisted of 10000 patients
selected at random from the data. The x-axis shows the number of nodes in the
hidden layer closest to the output, with 0 nodes denoting we only have one layer.
The colours show the number of nodes int the hidden layers closest to the input
layer.
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Figure 3.6: Error rate for varying number of nodes in the second hidden layer
while the number of nodes in the first hidden layer was fixed to 150.
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Figure 3.7: This figure contains a loglog plot of run time versus sample size with
constant threshold. As it’s nonlinear in the loglog plot, the proper relationship is
most likely more than polynomial.
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Figure 3.8: Error rate (left) and run time (right) with different thresholds in the
stopping criterion and a sample size fixed to 1000. Note that the performance only
improves until 0.1
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Figure 3.9: Error rate and run time with different sample sizes when scaling the
threshold linearly. Note the log scale on both sample size and run time. As the
slope is close to one complexity is close to linear.

retaining major performance improvements with increasing amounts of data.

3.2.3 Additional input variables

The data also includes a considerate amount of metadata. Some of this data might
improve the performance of the network. The two most suitable contenders are
country and species of bacteria. These variables are also categorical and will thus
require an additional node in the input layer per category. In Figure 3.10 one can see
the performance of four different networks trained on all the 281236 observations of
the training data. One network has the reporting country as indata in addition to the
resistance values, one has species of the bacteria, one has both and one has neither.
Each addition of indata shows a small but noticeable increase in performance. It is
also worth noting that the addition of country has a smaller improvement and the
improvement of country is not found when training on a smaller data set.
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Figure 3.10: The result of neural networks trained with various amounts of extra
indata applied to data from different bacteria. The bars label ed "All" shows the
result on the entire test data. There is a small but notable increase to the addi-
tion of either, with most of the increase from adding Pathogen as indata coming
from ENCFAI (Enterococcus faecium) whereas most of the improvement from using
country came from ACISPP (Acinetobacter spp.).
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Figure 3.11: The error rates of neural networks trained with various amounts of
extra indata applied to data from different countries.
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3.3 Reviewing the network

After tuning the network and adding country and species as indata we get the
performance seen in Figure 3.12. Here we can also see a comparison to a modal
imputator and MICE with 15 regression steps and repetitions. There is also a
comparison of their major and very major errors. A major error is when a susceptible
bacteria is diagnosed as resistant, whereas a very major error is when a resistant
bacteria is diagnosed as susceptible. As Figure 3.12 shows the very major errors
are more common than the major errors. This can be ascribed to the fact that
most bacteria are not resistant to most things. In Figure 3.13 we can see that for
amoxicillin and ampicillin where the rates were approximately even the major and
very major errors were also approximately equal.

Figure 3.13: This figure shows the major and very major error rate of the final
network for different antibiotics. The red shows the rate of very major errors, while
the blue shows the error rate of major errors.
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Figure 3.12: This figure shows the error rate on the set for three different methods:
modal imputation (green), MICE (red) and neural network imputation (red). The
neural network has been trained on the entire training data and uses both country
and species as indata. The left bars shows the errors on the full test set. The middle
part shows the very major error rate, i.e. how often the prediction was correct when
the true value was R. The right most bars show the major error rate i.e. the error
rate on the measurements where the true value was S. The NN performed notably
better. We can also see that the neural net has a more even distribution of major
and very major errors than MICE, which experience similar problems with very
major errors being more common.
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Discussion

The goal of this project was to predict antibiotic resistance in bacteria using previous
measurements of other antibiotic resistance. As we can see in figure 3.12 we reached
an average error rate of 5% and a very major error rate of 10%. For reference a
clinical method of diagnosing resistance needs a major error rate below 4% and a
very major error rate below 1% [14], thus more work is needed before clinicla tests
can be replaced by predictions from this neural network, but it is still a very good
supplement. There is still a threefold improvement compared to using the modal
imputation, which is the best guess that does not take previous measurements into
account. One problem with the network right now is it’s tendency to make very
major errors. There are numerous ways thhis can be improved. One way is to
tune the loss function to punish very major errors more than major errors. In the
current structure this would require different error functions on the two out nodes,
which the neuralnet package does not allow. But it is possible to do in many
other implementation. It is also possible to change the loss function by switching
the output to a single node, where 1 represents resistance and 0 susceptibility and
using an asymmetric loss function. Another possible solution is to actually include
the intermediate category. This could potentially move some of the errors to minor,
i.e. where the network incorrectly predicts intermediate resistance or predicts R or
S when it is actually intermediate. One could also both add intermediacy as an
outdata option and change the error function to make a network that is leaning
towards intermediacy. The goal of this would be to have the networks make fewer
actual predictions but make the predictions usable. This way one might be able to
approach clinically low levels of major and very major at the expense of a large num-
ber of minor errors. This seems more useful as it might actually give us conditions
under which one would be able to skip some time consuming clinical measurements.
Another method one could use is inspired by MICE where one makes multiple im-
putations. In this case this would mean training multiple networks per antibiotic
and have each of them make a prediction and then only give predictions if they are
largely in agreement. The exact number of networks and the portion of required
predictions of course have to be tuned to achieve a desirable result.
It is also interesting to look at where network performs well and where it performs
poorly. One thing that can help is to look at the country wise error rates in figure
3.11. Instead of looking at the error rate of the network one can look at how much
better it performs than the modal imputator. In figure 4.1 we see how lower the error
rate of the networks is in terms of modal error rate, i.e. how well we are actually
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predicting the resistance rather than it being easy to guess. We can also see in the
same figure that this is low for the countries that have few tested antibiotics per
patient. This is no surprise as the neural network is gonna have less data to work
with for the prediction. One of thing that would be interesting to investigate further
is how the number of measurements affects the prediction rate.
It is also nice to note that the neural network method performed better than MICE,
a method of similar sophistication and computation time. One advantage of neural
networks is that they naturally include interactions between multiple different vari-
ables, whereas regression models will need very many terms to include interactions
between more than two variables. It is also advantageous to be able to be able to
do regression without having any idea what kind of dependencies there might be.
The disadvantage is that it is harder to look at the neural network to obtain infor-
mation about why it’s predicting as it does, where as the coefficients in a typical
regression model gives more information. Another advantage of the neural network
based method is that it, once trained, is easier to use on a new set of variables.
It is possible to adapt MICE to save all regression models and run them only on a
new measurement, but it is not supported in the package originally unlike the neural
network based method. In the actual result MICE gave a very high very major error
rate, as discussed above one can remedy this by not having it predict according to
a majority of the imputations, but require a higher portion to predict susceptibility
before predictting susceptibility. This change would decrease the very major error
rate, but is likely to increase both the major error rate and the overall error rate.
The test deciding the number of nodes in each layer was quite rudimentary, and just
insured that we weren’t missing out on big performance improvements by choos-
ing different values rather than actually choosing optimal values. One often used
principle is to keep the node numbers as low as possible without hurting the cross
validation error. This is done for two reasons, the first is to avoid overfitting. Over-
fitting is when you train the network too much and rather than learn the underlying
correlations it just remembers the data from the training set exactly. When the
data is noisy this can lead to poor performance [15]. Because of the discrete nature
of our data coupled with our abundant an rather unnoisy data our problem is not
at that big a risk from overfitting as can be seen in figure 3.8 the performance does
not become worse with excessive training, but rather stays constant. The second
reason to keep the node numbers down is to simply reduce the run time, which is
linearly increasing with the number of redundant nodes. With too few nodes it will
also take longer as the network finds it harder to converge. A more sophisticated
method of choosing the number of nodes is to start with an abundance of nodes
than sequentially remove nodes that don’t contribute to lowering the error rate.
This process is known as pruning.
The neuralnet package was certainly adequate for this problem, but it also had
some limitations. First the activation and error function has to be the same on all
nodes, a package such as tensorflow/keras lets you set these separately per node.
Secondly the stopping criterion used is unconventional and requires tuning. A more
typical stopping criterion looks at the cross validation error and trains until it ceases
to go down to decrease the risk of overfitting. Thirdly the algorithm used, while
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Figure 4.1: In the left graph we see how much the neural network improved on the
modal imputators performance on data separated by country. In the right graph we
see the average number of measurements per patient. Note how both graphs share
the nordic countries and UK as low points.
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adequate, is not up to industry standard. For these reason the choice of imple-
mentation would likely had it been done later in the process. With that said the
package worked pretty well and its ease of use and not having to learn about multiple
packages makes the decision very reasonable.
In conclusion neural network based imputation can predict resistance significantly
better than the guesswork of modal imputation, but is not yet in a state where it
can reduce the number of necessary measurements and maintain a low very major
error rate. But with further research into when the network performs well, and
with improvements such as non-binary output we might reach a point where we can
reduce the number of necessary measurements.
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A
Appendix A: Additional Figures

In this appendix one can find some additional figures that did not make it into the
main report.

A.1 Additional figures about the data

In figure A.1 one can see the usage of different antibiotics broken down by species
of the bacteria.
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(a) Acinetobacter (b) Enterococcus faecalis

(c) Enterococcus faecium (d) Escherichia coli

Figure A.1: Number of observations with different antibiotics for different species
of bacteria. Note how Enterococcus faecium Enterococcus faecalis have the same
antibiotics tested on them with radically different commonality of resistance.
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(e) Klebsiella pneumoniae (f) Pseudomonas aeruginosa

(g) Staphylococcus aureus (h) Streptococcus pneumoniae

Figure A.1: Continuation of figure A.1

A.2 Additional figures about the result

This section contains some additional figures concerning the performance of the
neural networks. In Figure A.2 one can see the performance over varying number of
nodes in the first layer.
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Figure A.2: Error rate for varying number of nodes in the first hidden layer while
the number of nodes in the second hidden layer was fixed to 20.
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Appendix B: Code

1 l i b r a r y ( readr )
2 l i b r a r y ( t i d y v e r s e )
3 l i b r a r y ( reshape2 )
4 l i b r a r y ( dplyr )
5 l i b r a r y ( magr i t t r )
6 l i b r a r y ( neura lne t )
7 l i b r a r y ( mice )
8 l i b r a r y ( xtab l e )
9

10

11 # Read the data
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

12 #Reads the data from the f i l e provided by ECDC
13 #I t w i l l come in a dataframe with one row per obse rvat i on .
14 #The f o l l o w i n g v a r i a b l e s w i l l be o f i n t e r e s t :
15 # Ant ib i o t i c , s p e c i f y i n g which a n t i b i o t i c was t e s t e d
16 # ReportingCountry , showing which country the measurement was made
17 # Pathogen , showing the s p e c i e s o f the b a c t e r i a
18 # SIR , Showing the r e s u l t o f the t e s t as "R" f o r r e s i s t a n t , " I " f o r

in t e rmed ia t e or "S " f o r s u s c e p t i b l e
19 data <− read_csv ( " ex t rac t ed_data_2017 . csv " )
20 nObs<−dim( data ) [ 1 ]
21

22

23

24 # Make key f o r t r a n s l a t i n g three l e t t e r shor t hand to f u l l name
−−−−−−−−−−−

25 #This key was i n i t i a l l y made to compare r e s u l t s from two d i f f e r e n t data
s e t s .

26 #I t i s s t i l l used to show the f u l l name in graphs and such .
27

28 ant ib i o t i cKey<−t i b b l e ( f u l l_name=" amikacin " , threeLetterAbv="AMK" )
29 i=2
30 ant ib i o t i cKey [ i , ]<−c ( " a m o x i c i l l i n " , "AMX" )
31 i=i+1
32 ant ib i o t i cKey [ i , ]<−c ( " a m o x i c i l l i n_c l a v u l a n i c_ac id " , "AMC" )
33 i=i+1
34 ant ib i o t i cKey [ i , ]<−c ( " a m p i c i l l i n " , "AMP" )
35 i=i+1
36 ant ib i o t i cKey [ i , ]<−c ( " az i thromycin " , "AZM" )
37 i=i+1
38 ant ib i o t i cKey [ i , ]<−c ( " b e n z y l p e n i c i l l i n " , "PEN" )
39 i=i+1
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40 ant ib i o t i cKey [ i , ]<−c ( " ce fep ime " , "FEP" )
41 i=i+1
42 ant ib i o t i cKey [ i , ]<−c ( " ce fotax ime " , "CTX" )
43 i=i+1
44 ant ib i o t i cKey [ i , ]<−c ( " c e f o x i t i n " , "FOX" )
45 i=i+1
46 ant ib i o t i cKey [ i , ]<−c ( " c e f t a z i d i me " , "CAZ" )
47 i=i+1
48 ant ib i o t i cKey [ i , ]<−c ( " c e f t r i a x o n e " , "CRO" )
49 i=i+1
50 ant ib i o t i cKey [ i , ]<−c ( " c i p r o f l o x a c i n " , "CIP" )
51 i=i+1
52 ant ib i o t i cKey [ i , ]<−c ( " c l a r i t omyc in " , "CLR" )
53 i=i+1
54 ant ib i o t i cKey [ i , ]<−c ( " c o l i s t i n " , "COL" )
55 i=i+1
56 ant ib i o t i cKey [ i , ]<−c ( " daptomycin " , "DAP" )
57 i=i+1
58 ant ib i o t i cKey [ i , ]<−c ( " doripenem " , "DOR" )
59 i=i+1
60 ant ib i o t i cKey [ i , ]<−c ( " e r i tomyc in " , "ERY" )
61 i=i+1
62 ant ib i o t i cKey [ i , ]<−c ( " ertapenem " , "ETP" )
63 i=i+1
64 ant ib i o t i cKey [ i , ]<−c ( " gentamic in " , "GEN" )
65 i=i+1
66 ant ib i o t i cKey [ i , ]<−c ( " imipenem " , "IPM" )
67 i=i+1
68 ant ib i o t i cKey [ i , ]<−c ( " l e v o f l o x a c i n " , "LVX" )
69 i=i+1
70 ant ib i o t i cKey [ i , ]<−c ( " l i n e z o l i d " , "LNZ" )
71 i=i+1
72 ant ib i o t i cKey [ i , ]<−c ( " meropenem " , "MEM" )
73 i=i+1
74 ant ib i o t i cKey [ i , ]<−c ( " mox i f l oxac in " , "MFX" )
75 i=i+1
76 ant ib i o t i cKey [ i , ]<−c ( " n a l i d i x i c_ac id " , "NAL" )
77 i=i+1
78 ant ib i o t i cKey [ i , ]<−c ( " n e t i l m i c i n " , "NET" )
79 i=i+1
80 ant ib i o t i cKey [ i , ]<−c ( " n o r f l o x a c i n " , "NOR" )
81 i=i+1
82 ant ib i o t i cKey [ i , ]<−c ( " o f l o x a c i n " , "OFX" )
83 i=i+1
84 ant ib i o t i cKey [ i , ]<−c ( " p i p e r a c i l l i n_tazobactam " , "TZP" )
85 i=i+1
86 ant ib i o t i cKey [ i , ]<−c ( " p i p e r a c i l l i n " , "PIP" )
87 i=i+1
88 ant ib i o t i cKey [ i , ]<−c ( " polymyxin_B" , "POL" )
89 i=i+1
90 ant ib i o t i cKey [ i , ]<−c ( " r i fampin " , "RIF" )
91 i=i+1
92 ant ib i o t i cKey [ i , ]<−c ( " t e i c o p l a n i n " , "TEC" )
93 i=i+1
94 ant ib i o t i cKey [ i , ]<−c ( " t i g e c y c l i n e " , "TGC" )
95 i=i+1
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96 ant ib i o t i cKey [ i , ]<−c ( " tobramycin " , "TOB" )
97 i=i+1
98 ant ib i o t i cKey [ i , ]<−c ( " vancomycin " , "VAN" )
99 i=i+1

100 ant ib i o t i cKey [ i , ]<−c ( " c l o f a z i m i n e " , "CLO" )
101 i=i+1
102 ant ib i o t i cKey [ i , ]<−c ( " f l u c o n a z o l e " , "FLU" )
103 i=i+1
104 ant ib i o t i cKey [ i , ]<−c ( " d i c l o x a c i l l i n " , "DIC" )
105 i=i+1
106 ant ib i o t i cKey [ i , ]<−c ( " f l u c l o x a c i l l i n " , "FLC" )
107 i=i+1
108 ant ib i o t i cKey [ i , ]<−c ( " m e t h i c i l l i n " , "MET" )
109 i=i+1
110 ant ib i o t i cKey [ i , ]<−c ( " o x a c i l l i n " , "OXA" )
111 i=i+1
112 ant ib i o t i cKey [ i , ]<−c ( " gentamicinH " , "GEH" )
113 n A n t i b i o t i c s<−dim( ant ib i o t i cKey ) [ 1 ]
114

115

116 # Tranform the data
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

117

118 # A l o t o f e n t r i e s have miss ing data in some o f the i d e n t i f y i n g f i e l d s ,
so to i d e n t i f y which row be longs to which pa t i en t a l l the

i d e n t i f y i n g v a r i a b l e s are combined .
119 data $UniqueID<−paste ( data $Pathogen , data $ReportingCountry ,
120 data $Age ,
121 data $ Hosp i ta l Id ,
122 data $Gender ,
123 data $ I s o l a t e I d ,
124 data $ PatientCounter ,
125 sep=" . " )
126 nPat ients<−l ength ( unique ( data $UniqueID ) )
127

128 #I n i t i a l i z e the new data_frame and s e t the names o f the v a r i a b b l e s .
Three v a r i a b l e s f o r every a n t i b i o t i c as we l l as ID , Country
Pathogen as Age

129 NNdata2017<−as . t i b b l e ( matrix (NA, nPatients , 3 ∗ n A n t i b i o t i c s +4) )
130 colnames ( NNdata2017 )<−c ( " ID" , " Country " , "Age " , " Pathogen " , paste0 (

ant ib i o t i cKey $ f u l l_name , "_R" ) , paste0 ( an t ib i o t i cKey $ f u l l_name , "_S" ) ,
paste0 ( an t ib i o t i cKey $ f u l l_name , "_NA" ) )

131 NNdata2017$ID=unique ( data $UniqueID )
132

133 #I n i t i a l i z e the matrix as no data on a l l a n t i b i o t i c s f o r every sample
134 f o r ( s in ant ib i o t i cKey $ f u l l_name) {
135 NNdata2017 [ , paste0 ( s , "_NA" ) ]<−rep (1 , nPat ients )
136 NNdata2017 [ , paste0 ( s , "_R" ) ]<−rep (0 , nPat ients )
137 NNdata2017 [ , paste0 ( s , "_S" ) ]<−rep (0 , nPat ients )
138 }
139

140 #Go over the obs e rva t i on s
141 f o r ( i in 1 : nObs2017 ) {
142 i f (mod( i , 100000)==0){
143 pr in t ( i )
144 }
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145 #Check which sample the obse rvat i on be longs to .
146 ind<−NNdata2017$ID==data $UniqueID [ i ]
147 #I f t h i s i s the f i r s t obse rvat i on o f the sample update Age , Country

and Spec i e s
148 i f ( i s . na ( NNdata2017$Country [ ind ] ) ) {
149 NNdata2017$Country [ ind ]<−data $ ReportingCountry [ i ]
150 NNdata2017$Age [ ind ]<−data $Age [ i ]
151 NNdata2017$Pathogen [ ind ]<−data $Pathogen [ i ]
152 }
153 #Set the value o f the corre spond ing v a r i a b l e accord ing to SIR value

o f the measurement
154 a n t i b i o t i c<− f i l t e r ( ant ib io t i cKey , threeLetterAbv==data $ A n t i b i o t i c [ i ] ) $

f u l l_name
155 NNdata2017 [ ind , paste ( a n t i b i o t i c , "NA" , sep="_" ) ]=0
156 i f ( data [ i , " SIR "]=="R" ) {
157 NNdata2017 [ ind , paste ( a n t i b i o t i c , "R" , sep="_" ) ]=1
158 } e l s e {
159 NNdata2017 [ ind , paste ( a n t i b i o t i c , "S " , sep="_" ) ]=1
160 }
161 }
162

163 NNdata2017$Country<−as . f a c t o r ( NNdata2017$Country )
164 NNdata2017$Age<−as . f a c t o r ( NNdata2017$Age)
165 NNdata2017$Pathogen<−as . f a c t o r ( NNdata2017$Pathogen )
166

167

168

169 # Explor ing data
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

170

171 #In t h i s s e c t i o n the p l o t s used in 3 .1 are generated .
172

173 #F i r s t we look at the number o f r e s i t a n t and s u s c e p t i b l e ob s e rva t i on s
per

174 #a n t i b i o t i c .
175

176 #I n i t i a l i s e the t i b b l e
177 nObsAnti<−t i b b l e ( a n t i b i o t i c=" " , ndat=rep (0 , 0 ) , nr=rep (0 , 0 ) )
178 f o r ( a n t i b i o t i c in ant ib i o t i cKey $ f u l l_name) {
179 #Add the number o f ob s e rva t i on s and how many o f them are r e s i s t a n t .
180 ndat=NNdata2017%>%s e l e c t ( s t a r t s_with ( a n t i b i o t i c ) ,−ends_with ( "NA" ) )%>%

sum
181 nr=NNdata2017%>%s e l e c t ( s t a r t s_with ( a n t i b i o t i c ) )%>%s e l e c t ( ends_with ( "R

" ) )%>%sum
182 nObsAnti<−add_row ( nObsAnti , a n t i b i o t i c=a n t i b i o t i c , ndat=ndat , nr=nr )
183 }
184

185 #And p lo t the r e s u l t .
186 #The r e s i s t a n t columns w i l l be in f r o n t o f the t o t a l column making i t

easy
187 #to see how l a r g e a por t i on are s u s c e p t i b l e
188 ggp lot ( data=nObsAnti , aes ( x=a n t i b i o t i c ) ) +
189 geom_c o l ( aes ( y=ndat , co l ou r=" S u s c e p t i b l e " ) ) +
190 geom_c o l ( aes ( y=nr , co l ou r=" Res i s tant " ) ) +
191 ylab ( " Data po in t s " ) +
192 theme ( ax i s . t ex t . x = element_text ( ang le =90, v ju s t = 0 . 5 , h ju s t = 1) )

VIII



B. Appendix B: Code

193

194

195 #Then we separa te the data by pathogen and make one p l o t l i k e the
prev ious one

196 #f o r every s p e c i e s o f b a c t e r i a in the data
197 f o r (p in l e v e l s ( NNdata2017$Pathogen ) ) {
198 nObsAnti<−t i b b l e ( a n t i b i o t i c=" " , ndat=rep (0 , 0 ) , nr=rep (0 , 0 ) )
199

200 f o r ( a n t i b i o t i c in ant ib i o t i cKey $ f u l l_name) {
201 ndat=NNdata2017%>%f i l t e r ( Pathogen==p)%>%s e l e c t ( s t a r t s_with (

a n t i b i o t i c ) ,−ends_with ( "NA" ) )%>%sum
202 nr=NNdata2017%>%f i l t e r ( Pathogen==p)%>%s e l e c t ( s t a r t s_with ( a n t i b i o t i c

) )%>%s e l e c t ( ends_with ( "R" ) )%>%sum
203 nObsAnti<−add_row ( nObsAnti , a n t i b i o t i c=a n t i b i o t i c , ndat=ndat , nr=nr )
204 }
205 pr in t ( ggp lot ( data=nObsAnti , aes ( x=a n t i b i o t i c ) ) +
206 geom_c o l ( aes ( y=ndat , co l ou r=" S u s c e p t i b l e " ) ) +
207 geom_c o l ( aes ( y=nr , co l ou r=" Res i s tant " ) ) +
208 ylab ( " Data po in t s " ) +
209 theme ( ax i s . t ex t . x = element_text ( ang le =90, v ju s t = 0 . 5 , h ju s t

= 1) )+
210 g g t i t l e (p) )
211 }
212

213

214 #Then the data i s separated by country and the same th ing i s done
215 f o r ( c in l e v e l s ( NNdata2017$Country ) ) {
216 nObsAnti<−t i b b l e ( a n t i b i o t i c=" " , ndat=rep (0 , 0 ) , nr=rep (0 , 0 ) )
217

218 f o r ( a n t i b i o t i c in ant ib i o t i cKey $ f u l l_name) {
219 ndat=NNdata2017%>%f i l t e r ( Country==c )%>%s e l e c t ( s t a r t s_with (

a n t i b i o t i c ) ,−ends_with ( "NA" ) )%>%sum
220 nr=NNdata2017%>%f i l t e r ( Country==c )%>%s e l e c t ( paste0 ( a n t i b i o t i c , "_R" )

)%>%sum
221 nObsAnti<−add_row ( nObsAnti , a n t i b i o t i c=a n t i b i o t i c , ndat=ndat , nr=nr )
222 }
223 pr in t ( ggp lot ( data=nObsAnti , aes ( x=a n t i b i o t i c ) ) +
224 geom_c o l ( aes ( y=ndat , co l ou r=" S u s c e p t i b l e " ) ) +
225 geom_c o l ( aes ( y=nr , co l ou r=" Res i s tant " ) ) +
226 ylab ( " Data po in t s " ) +
227 theme ( ax i s . t ex t . x = element_text ( ang le =90, v ju s t = 0 . 5 , h ju s t

= 1) )+
228 g g t i t l e ( c ) )
229 }
230

231 #Now we p lo t the number o f ob s e rva t i on s by country
232 nObsAnti<−t i b b l e ( Country=rep ( " " , 0 ) , ndat=rep (0 , 0 ) , nr=rep (0 , 0 ) )
233 f o r ( c in l e v e l s ( NNdata2017$Country ) ) {
234

235 ndat=NNdata2017%>%f i l t e r ( Country==c )%>%s e l e c t (−ends_with ( "NA" ) ,−
Country ,−Pathogen ,−ID,−Age)%>%sum

236 nr=NNdata2017%>%f i l t e r ( Country==c )%>%s e l e c t ( ends_with ( "_R" ) )%>%sum
237 nObsAnti<−add_row ( nObsAnti , Country=c , ndat=ndat , nr=nr )
238

239

240 }
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241 pr in t ( ggp lo t ( data=nObsAnti , aes ( x=Country ) ) +
242 geom_c o l ( aes ( y=ndat , co l ou r=" S u s c e p t i b l e " ) ) +
243 geom_c o l ( aes ( y=nr , co l ou r=" Res i s tant " ) ) +
244 ylab ( " Data po in t s " ) +
245 theme ( ax i s . t ex t . x = element_text ( ang le =90, v ju s t = 0 . 5 , h ju s t =

1) )+
246 g g t i t l e ( c ) )
247

248

249

250 #F i n a l l y we p l o t the average number o f ob s e rva t i on s on each pa t i en t f o r
every country .

251 #This p l o t i s used in the d i s c u s s i o n
252 nObsAnti<−t i b b l e ( Country=rep ( " " , 0 ) , meantests=rep (0 , 0 ) )
253 f o r ( c in l e v e l s ( NNdata2017$Country ) ) {
254

255 ndat=NNdata2017%>%f i l t e r ( Country==c )%>%s e l e c t (−ends_with ( "NA" ) ,−
Country ,−Pathogen ,−ID,−Age)%>%apply (1 , sum)%>%mean

256 nObsAnti<−add_row ( nObsAnti , Country=c , meantests=ndat )
257

258

259 }
260 pr in t ( ggp lo t ( data=nObsAnti , aes ( x=Country ) ) +
261 geom_c o l ( aes ( y=meantests ) ) +
262 ylab ( " Avarage number o f a n t i b i o t i c a per pa t i en t " ) +
263 theme ( ax i s . t ex t . x = element_text ( ang le =90, v ju s t = 0 . 5 , h ju s t =

1) ) )
264

265 # Set a t e s t s e t apart
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

266 nTrain<− f l o o r ( nPat ients ∗ 0 . 85 )
267 t r a in Ind<−sample ( 1 : nPatients , nTrain )
268 tra inData<−NNdata2017 [ t ra inInd , ]
269 testData<−NNdata2017 [ ! ( 1 : nPat ients%in%tra in Ind ) , ]
270 #save ( trainData , testData , ant ib io t i cKey , f i l e ="TrainAndTestData . Rdata " )
271

272

273

274

275

276

277 # Functions f o r t r a i n i n g the data , and e x t r a c t i n g the e r r o r ra t e
−−−−−−−−−−

278

279 #Trains one network f o r each a n t i b i o t i c in a n t i b i o t i c s .
280 #Uses a l l the other columns in data as indata .
281 #The vec to r l a y e r conta in s the number o f nodes in each hidden l a y e r .
282 #Returns a l i s t with the neura l networks
283 t r a i n<−f unc t i on ( data , a n t i b i o t i c s , l a y e r s ) {
284 n A n t i b i o t i c s<−l ength ( a n t i b i o t i c s )
285 nns<−rep ( l i s t ( ) , n A n t i b i o t i c s )
286 f o r ( i in 1 : n A n t i b i o t i c s ) {
287 s<−a n t i b i o t i c s [ i ]
288 pr in t ( paste ( i , s ) )
289 t r a i n i n d<−data [ , paste0 ( s , "_NA" ) ]==0
290 #pr in t (sum( t r a i n i n d ) )
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291 formula<−as . formula ( paste0 ( s , "_R + " , s , "_S ~ . −" , s , "_NA" ) )
292 t r a i nda t<−data [ t ra in ind , ]
293 done=0
294 whi le ( ! done ) {
295 nn<−neura lne t ( formula , t ra indat , hidden = laye r s , l i n e a r . output =

FALSE, th r e sho ld = sum( t r a i n i n d ) ∗5e−5, l i f e s i g n = " f u l l " ,
l i f e s i g n . s tep = 100)

296 nns [ [ i ] ]<−nn
297

298 i f ( ! i s_n u l l (nn$ weights ) ) {
299 done=1
300 }
301 }
302 }
303 re turn ( nns )
304 }
305

306 #Takes a l i s t o f neura lnetworks from the t r a i n i n g f u n c t i o n s
307 #as we l l as the testData and the l i s t o f a n t i b i o t i c s .
308 #Returns the average e r r o r o f the se netowrks on the t e s tda ta
309 ge tEr ro r s<−f unc t i on ( nns , testData , a n t i b i o t i c s ) {
310 n A n t i b i o t i c s<−l ength ( a n t i b i o t i c s )
311 nError<−0
312 modeError<−0
313 nTest<−0
314 f o r ( i in 1 : n A n t i b i o t i c s ) {
315 a n t i b i o t i c<−a n t i b i o t i c s [ i ]
316 t e s t Ind<−s e l e c t ( testData , paste0 ( a n t i b i o t i c , "_NA" ) )==0
317 tD<−testData [ te s t Ind , ]
318 i f ( dim(tD) [ 1 ] ) {
319 r e s u l t<−p r e d i c t ( nns [ [ i ] ] , tD)
320 nTest<−nTest+sum( t e s t Ind )
321 nR<−sum(tD [ , paste0 ( a n t i b i o t i c , "_R" ) ] )
322 nS<−sum(tD [ , paste0 ( a n t i b i o t i c , "_S" ) ] )
323 i f (nR>nS) {
324 mode<−"R"
325 } e l s e {
326 mode<−"S "
327 }
328 modeError<−modeError+sum(tD [ , paste ( a n t i b i o t i c , mode , sep="_" ) ]==0)
329 nError<−nError+sum(tD [ , paste0 ( a n t i b i o t i c , "_R" ) ] !=( r e s u l t [ ,1 ] >

r e s u l t [ , 2 ] ) )
330 }
331 }
332 re turn ( t i b b l e ( nTest=nTest , nError=nError , modeError=modeError ) )
333 }
334

335 #Takes one neuralnetwork as we l l as the t e s tda ta f o r i t and re tu rn s
more d e t a i l e d e r r o r s

336 GetERates<−f unc t i on (nn , testData , a n t i b i o t i c ) {
337 i f ( dim( testData ) [ 1 ] ) {
338 r e s u l t<−p r e d i c t (nn , testData )
339 nTest<−dim( testData ) [ 1 ]
340 nR<−sum( testData [ , paste0 ( a n t i b i o t i c , "_R" ) ] )
341 nS<−sum( testData [ , paste0 ( a n t i b i o t i c , "_S" ) ] )
342 i f (nR>nS) {
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343 mode<−"R"
344 } e l s e {
345 mode<−"S "
346 }
347 modeError<−sum( testData [ , paste ( a n t i b i o t i c , mode , sep="_" ) ]==0)
348 modeErate<−modeError/nTest
349 nError<−sum( testData [ , paste0 ( a n t i b i o t i c , "_R" ) ] !=( r e s u l t [ ,1 ] > r e s u l t

[ , 2 ] ) )
350 Rind<−testData [ , paste0 ( a n t i b i o t i c , "_R" ) ]==1
351 Sind<− ! Rind
352 nRErr<−sum( r e s u l t [ Rind ,1]<= r e s u l t [ Rind , 2 ] )
353 RErate<−nRErr/nR
354 nSErr<−sum( r e s u l t [ Sind ,1]>= r e s u l t [ Sind , 2 ] )
355 SErate<−nSErr/nS
356 } e l s e {
357 nTest<−0
358 nR<−0
359 nS<−0
360 modeError<−0
361 modeErate<−0
362 nError<−0
363 nRErr<−0
364 RErate<−1
365 nSErr<−0
366 SErate<−1
367 }
368 ERates<−t i b b l e ( a n t i b i o t i c=a n t i b i o t i c , nTest=nTest , nR=nR, nS=nS ,

modeErrors=modeError , Errors=nError , RErrors=nRErr , SErrors=nSErr
, modeErate=modeErate , Erate=nError /nTest , RErate=RErate , SErate=
SErate )

369

370 }
371

372

373

374

375

376

377 # Check f o r optimal parameters
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

378

379 #Here we check f o r a s u i t a b l e number o f nodes in the network .
380 #F i r s t one hidden l a y e r i s used and the number o f node t e s t ed are in

nodesPerLayer
381 #Subsequently we t e s t a l l combinat ions o f number o f nodes in two hidden

l a y e r s
382 #from nodesPerLayer , where the l a t e r l a y e r has fewer or the same number

o f nodes .
383

384 nodesPerLayer<−c ( n A n t i b i o t i c s / 5 , n A n t i b i o t i c s / 2 , nAnt ib i o t i c s ,
n A n t i b i o t i c s ∗ 3)

385 nodeNs<−l ength ( nodesPerLayer )
386

387

388 #One Layer
389
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390 nTest<−rep (0 , nodeNs )
391 eTest<−rep (0 , nodeNs )
392

393 f o r ( i in 1 : nodeNs ) {
394 wr i t eL ine s ( paste ( " \nNumber o f nodes : " , nodesPerLayer [ i ] , " \n " ) )
395 nns<−t r a i n ( data , an t ib i o t i cKey $ f u l l_name , c ( nodesPerLayer [ i ] ) )
396

397 f o r ( j in 1 : n A n t i b i o t i c s ) {
398 a n t i b i o t i c<−ant ib i o t i cKey $ f u l l_name [ j ]
399 ind<−testData [ , paste0 ( a n t i b i o t i c , "_NA" ) ]==0
400 e<−GetERates ( nns [ [ j ] ] , testData [ ind , ] , a n t i b i o t i c )
401 nTest [ i ]<−nTest [ i ]+e$nTest
402 eTest [ i ]<−eTest [ i ]+e$ Errors
403 }
404 }
405

406 #2 l a y e r s
407

408 nTest2<−matrix (0 , nodeNs , nodeNs )
409 eTest2<−matrix (0 , nodeNs , nodeNs )
410

411 f o r ( i in nodeNs : 1 ) {
412 f o r ( j in i : 1 ) {
413 wr i t eL ine s ( paste ( " \nNumber o f nodes : " , nodesPerLayer [ i ] , " and " ,

nodesPerLayer [ j ] , " \n " ) )
414 nns<−t r a i n ( data , an t ib i o t i cKey $ f u l l_name , c ( nodesPerLayer [ i ] ,

nodesPerLayer [ j ] ) )
415

416 f o r ( k in 1 : n A n t i b i o t i c s ) {
417 a n t i b i o t i c<−ant ib i o t i cKey $ f u l l_name [ k ]
418 ind<−testData [ , paste0 ( a n t i b i o t i c , "_NA" ) ]==0
419 e<−GetERates ( nns [ [ k ] ] , testData [ ind , ] , a n t i b i o t i c )
420 nTest2 [ j , i ]<−nTest2 [ j , i ]+e$nTest
421 eTest2 [ j , i ]<−eTest2 [ j , i ]+e$ Errors
422 }
423 }
424 }
425

426

427

428

429

430

431 #The e r r o r r a t e s are c a l c u l a t e d and saved in nodeData
432 nodeData<−t i b b l e ( e r a t e s=c ( eTest /nTest , eTest2 [ 1 , 1 ] /nTest2 [ 1 , 1 ] , eTest2

[ 1 : 2 , 2 ] /nTest2 [ 1 : 2 , 2 ] , eTest2 [ 1 : 3 , 3 ] /nTest2 [ 1 : 3 , 3 ] , eTest2 [ 1 : 4 , 4 ] /
nTest2 [ 1 : 4 , 4 ] ) ,

433 nodesLayer1=as . f a c t o r ( c ( nodesPerLayer , nodesPerLayer
[ 1 ] , rep ( nodesPerLayer [ 2 ] , 2 ) , rep ( nodesPerLayer
[ 3 ] , 3 ) , rep ( nodesPerLayer [ 4 ] , 4 ) ) ) ,

434 nodesLayer2=as . f a c t o r ( c ( rep (0 , nodeNs ) , nodesPerLayer
[ 1 ] , nodesPerLayer [ 1 : 2 ] , nodesPerLayer [ 1 : 3 ] ,
nodesPerLayer [ 1 : 4 ] ) ) )

435

436 nodeData$ nodesLayer3=rep (0 , dim( nodeData ) [ 1 ] )
437
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438 #The e r r o r ra t e i s p l o t t ed
439 ggp lot ( nodeData , aes ( x=nodesLayer2 , f i l l =nodesLayer1 ) ) +
440 geom_c o l ( aes ( y=e r a t e s ) , p o s i t i o n = " dodge " )
441

442 # Manually t ry some node c o n f i g s
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

443

444 #Below one can manually t ry some other combinat ions o f node numbers .
445 #Ln r e p r e s e n t s the number o f nodes in l a y e r n
446 f o r (L2 in seq (5 , 50 , 3 ) ) {
447 L1<−150
448 #L2<−20
449 L3<−0
450

451 i f (L3 !=0) {
452 l a y e r s<−c (L1 , L2 , L3)
453 } e l s e i f (L2 !=0) {
454 l a y e r s<−c (L1 , L2)
455 } e l s e {
456 l a y e r s<−L1
457 }
458

459 nns<−t r a i n ( data , an t ib i o t i cKey $ f u l l_name , l a y e r s )
460

461 n<−0
462 ne<−0
463

464 f o r ( k in 1 : n A n t i b i o t i c s ) {
465 a n t i b i o t i c<−ant ib i o t i cKey $ f u l l_name [ k ]
466 ind<−testData [ , paste0 ( a n t i b i o t i c , "_NA" ) ]==0
467 e<−GetERates ( nns [ [ k ] ] , testData [ ind , ] , a n t i b i o t i c )
468 n<−n+e$nTest
469 ne<−ne+e$ Errors
470 }
471

472

473 i f ( ! (L1%in%l e v e l s ( nodeData$ nodesLayer1 ) ) ) {
474 l e v e l s ( nodeData$ nodesLayer1 )<−c ( l e v e l s ( nodeData$ nodesLayer1 ) ,L1)
475 }
476 i f ( ! (L2%in%l e v e l s ( nodeData$ nodesLayer2 ) ) ) {
477 l e v e l s ( nodeData$ nodesLayer2 )<−c ( l e v e l s ( nodeData$ nodesLayer2 ) ,L2)
478 }
479 i f ( ! (L3%in%l e v e l s ( nodeData$ nodesLayer3 ) ) ) {
480 l e v e l s ( nodeData$ nodesLayer3 )<−c ( l e v e l s ( nodeData$ nodesLayer3 ) ,L3)
481 }
482

483 nodeData<−add_case ( nodeData , e r a t e s=ne/n , nodesLayer1=L1 , nodesLayer2=
L2 , nodesLayer3=L3)

484

485 }
486

487 #The e r r o r ra t e by number o f nodes in each l a y e r i s r e p l o t t e d
488 ggp lot ( nodeData , aes ( x=nodesLayer2 , f i l l =nodesLayer1 ) ) +
489 geom_c o l ( aes ( y=e r a t e s ) , p o s i t i o n = " dodge " )
490

491 #Somewhat a r b i t r a r i l y chosen . . .
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492 optimalLayer=c (150 ,20)
493

494

495 # Explore The Stopping C r i t e r i o n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

496

497 # To exp lo r e the stopping c r i t e r i o n thresho ld , we t r a i n the network on
a

498 # f i x number o f ob s e rva t i on s with vary ing thr e sho ld
499 # To accomodate f o r vary ing thresho ld , t ra inThresh i s used .
500 t ra inThresh<−f unc t i on ( data , a n t i b i o t i c s , l aye r s , th r e sho ld ) {
501 n A n t i b i o t i c s<−l ength ( a n t i b i o t i c s )
502 nns<−rep ( l i s t ( ) , n A n t i b i o t i c s )
503 f o r ( i in 1 : n A n t i b i o t i c s ) {
504 s<−a n t i b i o t i c s [ i ]
505 pr in t ( paste ( i , s ) )
506 t r a i n i n d<−data [ , paste0 ( s , "_NA" ) ]==0
507 formula<−as . formula ( paste0 ( s , "_R + " , s , "_S ~ . −" , s , "_NA" ) )
508 t r a i nda t<−data [ t ra in ind , ]
509 nn<−neura lne t ( formula , t ra indat , hidden = laye r s , l i n e a r . output =

FALSE, #stepmax=stepmax ,
510 th r e sho ld = thresho ld ,
511 l i f e s i g n = " f u l l " , l i f e s i g n . s tep = 100
512 #, e r r . f c t = e f
513 )
514 nns [ [ i ] ]<−nn
515 }
516 re turn ( nns )
517 }
518

519 #Make a subsample to reduce runtime
520 nonDataVariables<−c ( "Age " , " ID" , " Country " , " Pathogen " )
521 NNsample<−tra inData [ sample . i n t (dim( tra inData ) [ 1 ] , 1 0 0 0 ) , ! ( names (

tra inData ) %in% nonDataVariables ) ]
522

523 #Try d i f f e r e n t th r e sho ld s and t r a i n and t e s t nns on them
524 f o r ( th r e sho ld in c (10^((−1:−7) ) ) ) {
525 nns<−trainN ( data = NNsample , a n t i b i o t i c s = ant ib i o t i cKey $ f u l l_name ,

l a y e r s=optimalLayer , th r e sho ld = nSample∗5∗10^(−5) )
526 Testsample<−testData#[ sample . i n t (dim( testData ) [ 1 ] , nSample ) , ]
527

528 e<−ge tEr ro r s ( nns , Testsample , an t ib i o t i cKey $ f u l l_name)
529 e$ testData<−nSample
530 e$ Erates<−e$ nError /e$nTest
531 Errors<−rbind ( Errors , e )
532 }
533

534 Errors $ testData<−as . f a c t o r ( Errors $ testData )
535 ggp lot ( Errors , aes ( x=testData ) ) +
536 geom_c o l ( aes ( y=Erates ) )
537

538

539 #To check the r e s u l t o f the chosen thr e sho ld ( inc luded in t r a i n ) we try
some d i f f e r e n t samp l e s i z e s

540

541 f o r ( nSample in c (100 ,1000 ,10000 ,100000) ) {
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542 nonDataVariables<−c ( "Age " , " ID" , " Country " , " Pathogen " )
543 NNsample<−tra inData [ sample . i n t (dim( tra inData ) [ 1 ] , nSample ) , ! ( names (

tra inData ) %in% nonDataVariables ) ]
544 nns<−t r a i n ( data = NNsample , a n t i b i o t i c s = ant ib i o t i cKey $ f u l l_name ,

l a y e r s=optimalLayer )
545 Testsample<−testData#[ sample . i n t (dim( testData ) [ 1 ] , nSample ) , ]
546

547 e<−ge tEr ro r s ( nns , Testsample , an t ib i o t i cKey $ f u l l_name)
548 e$ testData<−nSample
549 e$ Erates<−e$ nError /e$nTest
550 Errors<−rbind ( Errors , e )
551

552

553 }
554 Errors $ testData<−as . f a c t o r ( Errors $ testData )
555 ggp lot ( Errors , aes ( x=testData ) ) +
556 geom_c o l ( aes ( y=Erates ) )
557

558

559

560 # Add Pathogen and Country as indata
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

561

562 nonDataVariables<−c ( "Age " , " ID" , " Country " , " Pathogen " )
563

564 #F i r s t we re format the Pathogen and Country t e s t data to s u i t the
neura lne t func t i on

565 # i . e . one binary column per p o s s i b l e va lue
566 # We make one datase t where the pathogen data i s transformed ,
567 # one where the coutry data i s and one where both are
568 PathNNdata<−tra inData
569 PathTestData<−testData
570 f o r (p in l e v e l s ( tra inData $Pathogen ) ) {
571 PathNNdata$tmp<−( tra inData $Pathogen==p)+0
572 PathTestData$tmp<−( testData $Pathogen==p)+0
573 colnames ( PathNNdata ) [ dim( PathNNdata ) [ 2 ] ]<−p
574 colnames ( PathTestData ) [ dim( PathTestData ) [ 2 ] ]<−p
575 }
576 PathNNdata<−s e l e c t ( PathNNdata,−nonDataVariables )
577 PathTestData<−s e l e c t ( PathTestData ,−nonDataVariables )
578

579 CountNNdata<−tra inData
580 CountTestData<−testData
581 f o r ( c in l e v e l s ( tra inData $Country ) ) {
582 CountNNdata$tmp<−( tra inData $Country==c )+0
583 colnames ( CountNNdata ) [ dim( CountNNdata ) [ 2 ] ]<−c
584 CountTestData$tmp<−( testData $Country==c )+0
585 colnames ( CountTestData ) [ dim( CountTestData ) [ 2 ] ]<−c
586 }
587 CountNNdata<−s e l e c t (CountNNdata,−nonDataVariables )
588 CountTestData<−s e l e c t ( CountTestData ,−nonDataVariables )
589

590

591 PathCountNNdata<−CountNNdata
592 PathCountTestData<−CountTestData
593 f o r (p in l e v e l s ( tra inData $Pathogen ) ) {
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594 PathCountNNdata$tmp<−( tra inData $Pathogen==p)+0
595 colnames ( PathCountNNdata ) [ dim( PathCountNNdata ) [ 2 ] ]<−p
596 PathCountTestData$tmp<−( testData $Pathogen==p)+0
597 colnames ( PathCountTestData ) [ dim( PathCountTestData ) [ 2 ] ]<−p
598 }
599

600 #Then we t r a i n the cor re spond ing networks
601 NNs<−t r a i n ( data = s e l e c t ( trainData ,−nonDataVariables ) , a n t i b i o t i c s =

ant ib i o t i cKey $ f u l l_name , l a y e r s = c (150 ,20) )
602 Error<−ge tEr ro r s ( nns = NNs, testData = testData , a n t i b i o t i c s =

ant ib i o t i cKey $ f u l l_name)
603 pr in t ( Error )
604

605 PathNNs<−t r a i n ( data = PathNNdata , a n t i b i o t i c s = ant ib i o t i cKey $ f u l l_name ,
l a y e r s = c (150 ,20) )

606 Error<−rbind ( Error , g e tEr ro r s ( nns = PathNNs , testData = PathTestData ,
a n t i b i o t i c s = ant ib i o t i cKey $ f u l l_name) )

607 pr in t ( Error )
608

609 CountNNs<−t r a i n ( data = CountNNdata , a n t i b i o t i c s = ant ib i o t i cKey $ f u l l_
name , l a y e r s = c (150 ,20) )

610 Error<−rbind ( Error , g e tEr ro r s ( nns = CountNNs , testData = CountTestData ,
a n t i b i o t i c s = ant ib i o t i cKey $ f u l l_name) )

611 pr in t ( Error )
612

613 PathCountNNs<−t r a i n ( data = PathCountNNdata , a n t i b i o t i c s = ant ib i o t i cKey $
f u l l_name , l a y e r s = c (150 ,20) )

614 Error<−rbind ( Error , g e tEr ro r s ( nns = PathCountNNs , testData =
PathCountTestData , a n t i b i o t i c s = ant ib i o t i cKey $ f u l l_name) )

615 pr in t ( Error )
616

617

618 # Check the performance
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

619

620 # Now we check the performance o f the se networks .
621 # The performance i s checked both pathogen wise and country wise .
622

623 Errors<−t i b b l e ( nError=rep (0 , 0 ) , nTest=rep (0 , 0 ) , Country=rep ( " " , 0 ) ,
Pathogen=rep ( " " , 0 ) , method=rep ( " " , 0 ) )

624

625 Countr ies<− l e v e l s ( testData $Country )
626 Pathogens<− l e v e l s ( testData $Pathogen )
627

628 #F i r s t get country wise e r r o r
629 Errors $method<−as . f a c t o r ( Errors $method )
630 f o r ( c in Countr ies ) {
631 f o r (m in l e v e l s ( Errors $method ) ) {
632 e<−Errors%>%f i l t e r ( Country==c , method==m)%>%s e l e c t ( nError , nTest )%>%

apply (2 , sum)
633 e$Country=c
634 e$Pathogen=" Al l "
635 e$method=m
636 Errors<−rbind ( Errors , e )
637 }
638 }
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639

640 #Then pathogen wise
641 Errors $method<−as . f a c t o r ( Errors $method )
642 f o r (p in Pathogens ) {
643 f o r (m in l e v e l s ( Errors $method ) ) {
644 e<−Errors%>%f i l t e r ( Pathogen==p , method==m)%>%s e l e c t ( nError , nTest )%>%

apply (2 , sum)
645 e$Country=" Al l "
646 e$Pathogen=p
647 e$method=m
648 Errors<−rbind ( Errors , e )
649 }
650 }
651 Errors $ Erate<−Errors $ nError / Errors $nTest
652

653 #Then get t o t a l
654 f o r (m in l e v e l s ( Errors $method ) ) {
655 e<−Errors%>%f i l t e r ( method==m)%>%s e l e c t ( nError , nTest )%>%apply (2 , sum)
656 e$Country=" Al l "
657 e$Pathogen=" Al l "
658 e$method=m
659 e$ Erate<−e$ nError /e$nTest
660 Errors<−rbind ( Errors , e )
661 }
662

663 #And p lo t the r e s u l t
664 png ( f i l e = " PathogenErates . png " )
665 ggp lot ( f i l t e r ( Errors , Country==" Al l " ) , aes ( x=Pathogen , f i l l =method ) )+geom_

c o l ( aes ( y=Erate ) , p o s i t i o n = " dodge " )
666 dev . o f f ( )
667 png ( f i l e = " CountryErates . png " )
668 ggp lot ( f i l t e r ( Errors , Pathogen==" Al l " ) , aes ( x=Country , f i l l =method ) )+geom_

c o l ( aes ( y=Erate ) , p o s i t i o n = " dodge " )
669 dev . o f f ( )
670

671

672 #F i n a l l y we want the to look at major and very major e r r o r ra t e
673

674 Errors2<−GetERates (0 , t i b b l e ( x=rep (0 , 0 ) ) , 0 )
675 Errors2<−Errors2 [ c ( ) , ]
676 Errors2 $method<−rep ( " " , 0 )
677

678 f o r ( i in 1 : n A n t i b i o t i c s ) {
679 a n t i b i o t i c<−ant ib i o t i cKey $ f u l l_name [ i ]
680 pr in t ( a n t i b i o t i c )
681 t e s t i n d<−PathCountTestData [ , paste0 ( a n t i b i o t i c , "_NA" ) ]==0
682 e<−GetERates (NNs [ [ i ] ] , PathCountTestData [ t e s t ind , ] , a n t i b i o t i c )
683 e$method<−" Ne i ther "
684 Errors2<−rbind ( Errors2 , e )
685 e<−GetERates (PathNNs [ [ i ] ] , PathCountTestData [ t e s t ind , ] , a n t i b i o t i c )
686 e$method<−" Pathogen "
687 Errors2<−rbind ( Errors2 , e )
688 e<−GetERates ( PathCountNNs [ [ i ] ] , PathCountTestData [ t e s t ind , ] , a n t i b i o t i c

)
689 e$method<−" Both "
690 Errors2<−rbind ( Errors2 , e )
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691 e<−GetERates (CountNNs [ [ i ] ] , PathCountTestData [ t e s t ind , ] , a n t i b i o t i c )
692 em<−e
693 e$method<−" Country "
694 Errors2<−rbind ( Errors2 , e )
695 em$ Errors<−em$modeErrors
696 em$ Erate<−em$modeErate
697 em$method<−"Mode"
698 i f (em$nR>em$nS) {
699 em$RErrors<−em$modeErrors
700 em$ SErrors<−0
701 em$RErate<−0
702 em$ SErate<−1
703 } e l s e {
704 em$ SErrors<−em$modeErrors
705 em$RErrors<−0
706 em$ SErate<−0
707 em$RErate<−1
708 }
709 Errors2<−rbind ( Errors2 , em)
710 }
711

712 #Plot the very major and major e r r o r ra t e with d i f f e r e n t c o l o r s
713 E2Melt<−melt ( f i l t e r ( Errors2 , method==" Both " ) , measure . vars = c ( " RErate " , "

SErate " ) )
714 ggp lot ( E2Melt , aes ( x=a n t i b i o t i c , f i l l =v a r i a b l e ) )+geom_c o l ( aes ( y=value ) ,

p o s i t i o n=" dodge " )+
715 theme ( ax i s . t ex t . x = element_text ( ang le =90, v ju s t = 0 . 5 , h ju s t = 1) )
716

717

718

719 # Perform MICE
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

720

721 #Transform the data to a s u i t a b l e form f o r mice
722 miceDat=t i b b l e ( ID=NNdata2017$ID , Country=NNdata2017$Country , Age=

NNdata2017$Age , Pathogen=NNdata2017$Pathogen )
723 f o r ( a n t i b i o t i c in ant ib i o t i cKey $ f u l l_name) {
724 newCol=t i b b l e ( rep (NA, nPat ients ) )
725 colnames ( newCol )<−a n t i b i o t i c
726 r ind=NNdata2017 [ , paste0 ( a n t i b i o t i c , "_R" ) ]
727 newCol [ r ind==1]="R"
728 s ind=NNdata2017 [ , paste0 ( a n t i b i o t i c , "_S" ) ]
729 newCol [ r ind==1]="S "
730 miceDat<−cbind ( miceDat , as . f a c t o r ( newCol ) )
731 }
732

733 #Remove a t e s t s e t from t h i s data . Because o f how mice works one cant
remove e n t i r e rows .

734 pt e s t<−0 .15
735 t e s t i n d i c e s<−rep ( l i s t ( ) , n A n t i b i o t i c s )
736 f o r ( i in 1 : n A n t i b i o t i c s ) {
737 a<−ant ib i o t i cKey $ f u l l_name
738 nNA<−sum( i s . na ( miceDat [ , a ] ) )
739 nTest<− f l o o r ( ( nPatients−nNA) ∗ pt e s t )
740 t e s t Ind<−sample ( ( 1 : n ) [ ! i s . na ( miceDat [ , a ] ) ] , nTest , r e p l a c e = FALSE)
741 t e s t i n d i c e s [ [ i ] ]<−t e s t Ind
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742 miceDat [ te s t Ind , a]=NA
743 }
744

745 miceImp<−mice ( miceDat , m=15,maxit=15)
746

747 Mode <− f unc t i on ( v ) {
748 uniqv <− unique ( na . omit ( v ) )
749 uniqv [ which . max( tabu la t e ( match (v , uniqv ) ) ) ]
750 }
751

752 MiceErrors<−t i b b l e ( a n t i b i o t i c=rep ( " " , 0 ) , nTest=rep (0 , 0 ) ,nR=rep (0 , 0 ) , nS=
rep (0 , 0 ) , nErrors=rep (0 , 0 ) , PredRCorrS=rep (0 , 0 ) , PredSCorrR=rep (0 , 0 ) )

753 f o r ( i in 1 : n A n t i b i o t i c s ) {
754 a<−ant ib i o t i cKey $ f u l l_name [ i ]
755 pr in t ( a )
756 i f ( ! i s_empty ( t e s t i n d i c e s [ [ i ] ] ) ) {
757 pred<−apply ( MiceResult $imp [ [ a ] ] [ sapply ( t e s t i n d i c e s [ [ i ] ] , t oS t r i ng )

, ] , 1 , Mode)#func t i on ( v ) {WeigtedMode (v , sum( MiceResult $ data [ [ a
]]=="R" , na . rm=TRUE) /sum( MiceResult $ data [ [ a ] ]% in%c ( "R" , " S " ) , na .
rm = TRUE) ) })

758 e<−t i b b l e ( a n t i b i o t i c=a )
759 e$nTest<−l ength ( t e s t i n d i c e s [ [ i ] ] )
760 e$nR<−sum( MiceTest [ t e s t i n d i c e s [ [ i ] ] , a]=="R" )
761 e$nS<−sum( MiceTest [ t e s t i n d i c e s [ [ i ] ] , a]=="S" )
762 e$ nErrors<−sum( MiceTest [ t e s t i n d i c e s [ [ i ] ] , a ] !=pred )
763 e$PredRCorrS<−sum ( ( ( MiceTest [ t e s t i n d i c e s [ [ i ] ] , a]=="S" )+(pred=="R" ) )

==2)
764 e$PredSCorrR<−sum ( ( ( MiceTest [ t e s t i n d i c e s [ [ i ] ] , a]=="R" )+(pred=="S" ) )

==2)
765 MiceErrors<−rbind ( MiceErrors , e )
766 }
767 }
768

769

770

771

772

773

774

775

776 # Set apart e r r o r r a t e s on f u l l s e t to compare the methods
−−−−−−−−−−−−−−−−

777 MiceErrors $ Erate<−MiceErrors $ nErrors / MiceErrors $nTest
778 MiceErrors $ SErate<−MiceErrors $PredRCorrS/ MiceErrors $nS
779 MiceErrors $RErate<−MiceErrors $PredSCorrR/ MiceErrors $nR
780

781 e r s<−c (sum( MiceErrors $ nErrors ) /sum( MiceErrors $nTest ) ,
782 sum( MiceErrors $predSCorrR ) /sum( MiceErrors $nR) ,
783 sum( MiceErrors $predRCorrS ) /sum( MiceErrors $nS)
784 )
785 dataSets=c ( " Fu l l " , "R" , "S " )
786 Erates<−t i b b l e (Method=rep ( "MICE" ,3 ) , testData=dataSets , Erate=e r s )
787 modeError<−MiceErrors%>%s e l e c t ( "nR" , " nS " )%<%apply (1 ,max)%>%sum
788 modeError<−modeError/sum( MiceErrors $nTest )
789 Erates<−add_case ( Erates , Method="Mode" , testData=" Fu l l " , Erate=modeError )
790

XX



B. Appendix B: Code

791 e<− f i l t e r ( Errors2 , method==" Both " )
792 e r s<−c (sum( e$ nErrors ) /sum( e$nTest ) ,
793 sum( e$predSCorrR ) /sum( e$nR) ,
794 sum( e$predRCorrS ) /sum( e$nS)
795 )
796 er<−t i b b l e (Method=rep ( "NN" ,3 ) , testData=dataSets , Erate=e r s )
797

798 Erates<−rbind ( Erates , e r )
799

800 ggp lot ( Erates , aes ( x=testData , f i l l =method ) )+geom_c o l ( aes ( y=Erate ) ,
p o s i t i o n=" dodge " )

Appendix/CleanedReading.R
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