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## Abstract

## A Computational Grammar and Lexicon for Maltese

John J. Camilleri

Department of Computer Science and Engineering
Chalmers University of Technology and University of Gothenburg

Maltese is the national language of Malta and an official language of the European Union. While classified as Semitic, Maltese has been heavily influenced by the Romance languages and English, and features both root-and-pattern and concatenative morphologies. Despite its active use, the language is highly under-resourced in digital terms. This thesis contributes two computational resources for Maltese: a grammar and an online full-form lexicon.

The first part of this thesis deals with a computational grammar for Maltese, which is implemented using the Grammatical Framework (GF). GF is a multilingual grammar formalism based on using abstract syntax trees as language-independent semantic representations. Its Resource Grammar Library (RGL) already covers the morphology and basic syntax of some 27 languages from around the world. Maltese is the $28^{\text {th }}$ addition to the RGL, and the first Semitic language in the library to be completed. The smart paradigms implemented in the morphological part of grammar allow full inflection tables to be produced for any lexical unit, often requiring only a lemmatised form. This report looks at some of the more interesting implementational details of the grammar, discussing the compromises that had to be made along the way.

The second part covers the collection of various Maltese lexical resources into a single searchable collection, using a schema-less database to accommodate partial data from heterogeneous sources. We then use the smart paradigms from the morphological part of the grammar to automatically produce some 4 million inflection forms and extend the collection into a full-form computational lexicon, which can be used in for morphological lookup and spell checking.

All the software and resources described in this thesis are open-source and free to use for any purpose.
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## Conventions

The following conventions are used in this thesis:

- Maltese words, affixes, and phrases are always shown in italics: $\dot{g} e m e l$, -ijiet, kliem ix-xit.
- English glosses for Maltese words or phrases are shown within single quotes after the entity which they explain: ssogra ('he risked').
- The Maltese verb is represented by the third person singular masculine in the perfective ("mamma"), since it is morphologically unmarked. There is no infinitive in Maltese.
- Tri-consonantal and quadri-consonantal Semitic roots are shown preceded by the root symbol: $\sqrt{ }$ FTH, $\sqrt{ }$ GRBB.
- Inline code snippets or identifiers from source code are written in monospace.

A glossary of abbreviations and acronyms can be found on page 101.

## Chapter 1

## Introduction and background


#### Abstract

We begin by looking at the Maltese language, and the computational linguistics research that exists for the language. We then continue to give a background of the Grammatical Framework and its Resource Grammar Library. Finally we look at the motivations for this work and its contributions to the field.


### 1.1 The Maltese language

This section contains a brief history of Maltese and its general characteristics, along with general account of its use today. More in-depth linguistic details of the language are covered in chapter 2.

### 1.1.1 History

Due to their central location in the Mediterranean sea, the Maltese islands have had a long history of colonisation. Starting from the eighth century BCE, the islands have passed through the hands of the Phoenicians, Romans, Byzantines, Normans and the Aragonese. Yet it was the Arabs, who conquered the archipelago in 870 AD , who left the first lasting linguistic mark on the islanders. Probably imposing their language on the locals, their influence became even more marked in 1048 when the rulers brought to the islands a new community which spoke Siculo-Arabic. This period marks the beginning of what we today call Maltese.

When the Normans took the islands in 1090 and annexed them to the Kingdom of Sicily, most contact with Arab world was lost and a process of Latinisation was begun. Contact with Romance languages only increased when in the $16^{\text {th }}$ century the archipelago was passed to the Knights Hospitaller of St. John - most of whom were French and Spanish, but used Italian as the written language of culture and administration.

The $19^{\text {th }}$ century brought new rulers to the islands - the British, whose attempts to Anglicise the country led to the 'Language Question', a linguistic and cultural conflict which eventually replaced Italian (the primary written language of the islands) with English. This conflict did however enhance the role of Maltese, which together with English was made an official language of Malta in 1934. Malta became independent from British in 1964 and become a republic ten years later, though English is still retained as an official language alongside Maltese.

Maltese today is still Semitic in origin, but differs considerably from other neo-Arabic languages as it has been heavily influenced by Romance languages and English. It is the national language of the Republic of Malta, and its official language together with English. Since 2004, Maltese has also been an official language of the European Union. Maltese is spoken by $90 \%$ of the roughly 400,000 inhabitants of the Maltese islands, as well as by some smaller expatriate groups around the world.

### 1.1.2 Overview

This section provides a very brief overview of the Maltese language. For complete, in-depth descriptions of the language refer to Azzopardi (2007), Brother Henry F.S.C. (1980) and to Spagnol (2011) for an in-depth look at morphology.

## Alphabet

Maltese is the only Semitic language to use a Latin alphabet, with some minor additions. The complete alphabet consists of 30 letters (including two digraphs), split into 6 vowels and 24 consonants:


The vowels in Maltese are: $a$ e i ie o $u$. Vowels at the ends of words sometimes take the grave accent, for example università ('university') and Gंesù ('Jesus'). The circumflex can used to indicate vowel length as in sâb ('he found'), but is in general omitted in standard orthography.

All consonants are considered strong/sound (stat), with the exception of $j$ and $w$ which are weak (dghajfin). The coronal consonants (konsonanti xemxin; opposite: qamrin) are the subset which assimilate with the article: $\dot{c} d n r s t x \dot{z} z$. The liquid consonants (or sonorants (Fabri, 2009)) are those which assimilate with a prefixed ' $n$ ': $l m n r$. Together with $g \hbar$, the liquids require the addition of epenthetic vowels during conjugation.

## Morphology

Nouns inflect for number, which can be singular, dual, collective, or plural (though all forms tend not to exist together). Animate nouns also inflect for gender (e.g. spiżjar/spiżjara, 'male/female pharmacist'), while others have an intrinsic gender. Plurals may be either sound (external) or broken (internal); some nouns have both, e.g. tapit ('carpet') $\rightarrow$ tapiti, twapet ('carpets').

Adjectives behave similarly to nouns, but have only a singular and plural (which is often broken as in the case of nouns). They have positive form, a comparative which may be formed either morphologically or syntactically, and a superlative obtained by prefixing the definite article: kbir ('big'), ikbar ('bigger'), l-ikbar ('the largest').

Verbs inflect for tense (mood/aspect), person (P1 sg/pl, P2 sg/pl, P3 sg m/f, P3 pl) and polarity. They often take enclitic pronouns as direct and indirect objects. Many verbs have a
past / passive participle, while fewer also have a present/active participle. Up to 9 derivational processes exist for root-and-pattern verbs which, typically producing passive or reflexive versions of the original verb.

Maltese morphology is based on two distinct yet often combined systems: root-and-pattern morphology, which is a decidedly Semitic feature, and concatenative morphology, which in general comes from the Romance and English influences on the language.

Root-and-pattern morphology This type of morphological centres around the idea of a root, a sequence of three or four consonants known as radicals which form some kind of morphological unit. Roots are generally classified according whether they are tri- or quadri-consonantal, and whether any of the radicals is a weak consonant (see section 2.2.2). A pattern is a template which describes how the radicals in a root can be combined with a vowel sequence to produce a word form of a specific lexical category and with specific inflectional features.

Thus the pattern C 1 vC 2 vC 3 dictates that when applied to a tri-consonantal root and suitable vowel sequence, we can produce a verb of binyan 1 in the perfective aspect, inflected for P 3 m . sg. For example, under this pattern the root $\sqrt{ }$ ктв and vowel sequence $i$-e form the inflected verb kiteb ('he wrote').

The radicals of a root may never appear in any other order, yet they may or may not have vowels or constant consonants (consonants which are part of the pattern) between them. Note how this kind of morphology is discontinuous; there is no concept of a word stem which is extended with affixes. Root-and-pattern morphology is capable of describing both inflection and derivational processes together.

Concatenative morphology The root-and-pattern system is not responsible for all morphological processes however; Maltese morphology is also rife with concatenation. The imperfective verb paradigm for example is formed by prefixation of consonants $n, t$ and $j$ to a stem form: nikteb ('I write'), tikteb ('you (sg.) write'), jikteb ('he writes').

Concatenation is all the more pronounced in the inflection of loan words - words of nonSemitic origin. While there exist a number of non-Semitic words which have been integrated into the root-and-pattern system (types A and B in Mifsud (1995)), this list is now closed and no longer productive (Spagnol, 2011, p. 44.). Instead, all new loans brought into Maltese have a purely concatenative morphology (Mifsud's types C and D). Examples include the verb sfida ('he defied') from the Italian 'sfidare': sfidajt ('I defied'), sfidat ('she defied'), sfidajna ('we defied'); and the noun kejk from the English 'cake', which is suffixed in the plural: kejkijiet ('cakes').

## Syntax

Maltese displays the typical properties of an SVO language, yet its word order is highly flexible. Constituent orders SVO, VOS, and OVS are all possible and have an emphasising affect, and accompanied by a distinct intonation when spoken. Similarly, questions are typically VOS but can be re-ordered in various ways for effect.

The definite article is the proclitic $i l-$, which becomes $l$ - in front of vowels and where the $l$ changes to match succeeding coronal consonants: il- + dar $\rightarrow i d-d a r$ ('the house'). The article also joins with prepositions, ma +il- + fornar $\rightarrow$ mal-fornar ('with the baker'). It is invariant for gender, number and used for both both nouns/adjectives. Absence of the article gives the indefinite form.

Except for the numeral wiehed ('one'), all cardinal numerals precede the noun they quantify. This is true for all other quantifiers and demonstratives, which are located to the left of the noun which has to host the definite article if the demonstrative is used: dan $+i l-+$ ajruplan $\rightarrow$ dal-ajruplan ('this aeroplane'). Proper nouns are exempt from this rule.

The pronouns available in Maltese are similar to those as in English. Pronouns are often enclitic, indicating possession when joined with nouns (e.g. missier + tieg九i $\rightarrow$ missieri, 'my father'), and as direct and / or indirect objects when attached to verbs (e.g. ћareg + aћna $\rightarrow$ ћarignna, ('he took us out')). Pronouns are only used as topic or for emphasis; otherwise Maltese is generally a pro-drop language. Maltese has only a single relative pronoun $l i$ which is common for all persons, genders and number.

Verbs have two moods: indicative and imperative (there is no infinitive in Maltese). The indicative consists of two aspects: perfective for actions that have been completed, and imperfective for those which are ongoing. Other tenses are formed by combining with the auxiliary verb kien ('he was') and other particles such as ma for the negative.
(Rosner \& Joachimsen, 2012; Stolz, 2011)

## Vocabulary

Given the heterogeneous makeup of Maltese, it is no surprise that its vocabulary is also quite varied. A study of the etymological sources of Aquilina's dictionary surprisingly found that the majority of lexical entries in Maltese are in fact Siculo-Italian ( $52 \%$ ), followed by Semitic ( $32 \%$ ) and English ( $6 \%$ ). The remaining percentage can be accounted for by purely local formations and lexical items with unknown etymologies.

On the other hand, type vs. token frequency counts in journalistic texts have revealed that almost $73 \%$ of items are of Semitic origin. This can be explained by the fact that prepositions, pronouns, and other grammatical words are mostly derived from Arabic. (Spagnol, 2011, p. 12)

### 1.1.3 Maltese and the digital age

A recent META-NET report on the language (Rosner \& Joachimsen, 2012) indicates that while a number of linguistic resources do exist for the languages, Maltese is in general under-represented in digital terms when compared to other European languages. As shown in figure 1.1, the study finds that Maltese is best resourced with speech synthesis and text corpora, but very poorly represented in other areas of computational linguistics. Specifically, to date there are no computational grammars, morphological analysers, or text generation systems for Maltese.

A Eurobarometer report (European Commission, 2011) found that in Malta, $89.5 \%$ of the respondents claimed that Maltese was their mother tongue. However when it comes to Internet

|  | $\begin{aligned} & \text { 氙 } \\ & \text { 気 } \\ & \text { 苟 } \end{aligned}$ | $\begin{aligned} & \text { 产 } \\ & \frac{1}{7} \\ & \frac{\pi}{3} \end{aligned}$ | 素 | 号 | 范 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Language Technology：Tools，Technologies and Applications |  |  |  |  |  |  |  |
| Speech Recognition | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 |
| Speech Synthesis | 2.4 | 0.8 | 3.2 | 3.2 | 2.4 | 2.4 | 2.4 |
| Grammatical analysis | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 |
| Semantic analysis | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Text generation | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Machine translation | 1.6 | 1.6 | 1.6 | 1.6 | 1.6 | 1.6 | 1.6 |
| Language Resources：Resources，Data and Knowledge Bases |  |  |  |  |  |  |  |
| Text corpora | 3.2 | 3.2 | 2.4 | 2.4 | 2.4 | 3.2 | 3.2 |
| Speech corpora | 2.4 | 0.8 | 2.4 | 1.6 | 2.4 | 2.4 | 2.4 |
| Parallel corpora | 3.2 | 3.2 | 2.4 | 1.6 | 1.6 | 1.6 | 1.6 |
| Lexical resources | 2.4 | 2.4 | 1.6 | 2.4 | 2.4 | 2.4 | 2.4 |
| Grammars | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Figure 1．1：State of language technology support for Maltese（scale from 0－9）．Taken from Rosner \＆Joachimsen（2012）．
usage，only $6.5 \%$ use exclusively Maltese on the Internet when reading，consuming content or communicating．An overwhelming 90．6\％choose to browse websites in English and $20.1 \%$ in Italian，respectively．

The digital age has also seen a sharp rise in words loaned from English，in particular for Internet and social network concepts for which no desirable Maltese equivalent exists．The traditional principle for loan words is to write them according to Maltese orthographical rules， such as imejl for＇email＇．However，many prefer to write English loan words with their original spelling．The habits of a language community and speed with which new technical words are loaned mean that the official bodies have a hard time deciding on－and introducing－new guidelines successfully（Il－Kunsill Nazzjonali ta＇1－Ilsien Malti，2008）．

## 1．2 Linguistic tools and resources for Maltese

## 1．2．1 Print resources

The major paper dictionaries available are Ġużé Aquilina＇s Maltese－English－Maltese volumes （1987－1990）and Erin Serracino－Inglott＇s 10－volume Il－Miklem Malti（1975）．Mario Serracino－ Inglott＇s more recent Maltese－only dictionary and thesaurus（Serracino－Inglott，2003）is most used in this work．

The most recent grammar we have is Borg \＆Azzopardi－Alexander（1997）＇s Maltese，which is also the most－consulted reference in this work．Other print grammars which were not access－
ible to the author (and thus not listed in the bibliography) are Lawrenz Cachia's Grammatika Ġdida tal-Malti (1994) and Edmund Sutcliffe's A Grammar of the Maltese Language (1936). Older historical grammars include A Short Grammar of the Maltese Language by an unknown author in 1845, Francis Vella's Maltese Grammar for the use of the English (1831), and Michelantonio Vassalli's Grammatica della lingua Maltese (1827).

### 1.2.2 Corpora and terminologies

## MLRS corpus

A monolingual corpus for Maltese has been compiled and is hosted by the Maltese Language Resource Server (MLRS) ${ }^{1}$ (Rosner et al., 2006). The MLRS Corpus (Gatt \& Borg, 2011) can be described as an opportunistic text collection of nearly 130 million tokens, mostly created from publicly available documents, but also including a limited amount of user-contributed material. Texts for the version 2.0 BETA of the corpus were pre-processed to remove duplicate material and long stretches of non-Maltese text. They were also processed with a simple dictionary-based spelling correction, and part-of-speech (POS) tagged using the TnT Tagger trained on circa 26 k of manually annotated text.

## Parallel corpora

There are also some parallel corpora for Maltese, which have come from the translation efforts of the European Commission. The JRC-Acquis corpus (Ralf et al., 2006) is a parallel corpus containing the complete text of the European Union Law (Acquis Communautaire) in 22 languages.

Other parallel texts for Maltese are accessible through the OPUS project (Tiedemann, 2009) - a open-access collection of translated texts from the web, automatically processed and annotated using open-source products. OPUS contains parallel corpora for English-Maltese from:

- EMEA - PDF documents from the European Medicines Agency (11.2M tokens)
- ECB - Website and documentation from the European Central Bank (2.7M tokens)
- EUconst - A parallel corpus collected from the European Constitution (0.1M tokens)


## MAMCO - Maltese Multimodal corpus

Work has also begun on a Multi-modal corpus for Maltese, beginning with video recordings of first-encounter conversations between pairs of Maltese speakers. The setting and organisation replicate those used in the Nordic NOMCO corpus. Corpus annotations include transcription of the spoken data, as well as annotation of head movements and other gestures. This corpus has allowed studies on, amongst others, lengthening as a discourse strategy (Paggio et al. , 2013).

[^0]
## InterActive Terminology for Europe (IATE)

The IATE ${ }^{2}$ is the European Union's multilingual term base used by various institutions for the collection, dissemination and shared management of EU-specific terminology. It was launched in 1999 as a web-based infrastructure for all EU terminology resources. IATE incorporates and standardises all existing terminology databases of the EU's translation services into a single database. It also includes a number of legacy databases, and now contains a total of approximately 1.4 million multilingual entries or 8.4 million terms, covering all 23 languages of the EU (including Maltese).

### 1.2.3 The Maltilex project

There has long been an interest in creating a computational lexicon for Maltese, though to date no concrete system yet exists. The Maltilex project was first announced in 1998, identifying the need for such a lexicon and outlining the scope of the project for creating one (Rosner et al. , 1998). Rosner et al. (1999) go on to highlight the automatic extraction idea, involving tokenising and performing headword identification on a corpus in order to obtain a lexicon.

In his M.Sc. thesis, Dalli (2002a) describes a concrete implementation of this, using a weaklysupervised learning approach. The work details at length the machine learning algorithms enabling extraction this, adapting clustering techniques from bio-informatics. It also introduces the Lexicon Structuring Technique (LST), which attempts to identify lemmas in an unstructured list of words without requiring any prior rules. Sadly, the only Maltese corpus available at the time was very small ( $\sim 2000$ tokens) and the end results were very noisy and not practically usable. Despite the corpus size having today grown to 100 million words, it seems this experiment has not been carried out again with the new larger corpus.

A later student project by Attard (2005) concentrates on the infrastructure required for implementing such a lexicon as a collection of services. Despite going into significant technical detail, the framework suffered from lack of flexibility and was not adopted in any lasting way by the project.

As the Maltilex project evolved into the Maltese Language Resource Server (MLRS), a new description of a lexicon structure was presented in Rosner et al. (2006). This paper describes the use of an Object Description Language (ODL) for the specification of the attributes and values that make up each lexical class, effectively acting as a kind of type system for a set of key-value pairs. However it is not clear that such a model has actually been written in ODL for Maltese. The paper only briefly treats the implementation of the lexicon database itself, noting only how the relational model is not entirely suitable and that no satisfactory storage format had yet been decided upon.

The most recent development in this road towards a computational lexicon is the announcement of a project to create a national online dictionary for Maltese ${ }^{3}$. Rather than focusing on extraction from a corpus, the project will instead be digitising Aquilina's Maltese-English dic-

[^1]tionary and making it available online. At the time of writing, the project is still in the process of updating the original dictionary to include modern entries and had not yet entered the digitisation phase (personal communication, July 2013).

### 1.2.4 MLSS

As part of the Metanet4U initiative, the Maltese Language Software Services (MLSS) ${ }^{4}$ portal has recently made available a number of language-processing tools for Maltese. These tools cover the following tasks:

- paragraph and sentence splitting
- tokenisation (splitting running text into individual tokens)
- part of speech tagging (categorising each token in running text with its part of speech)


### 1.2.5 Other resources

## Maltese root-and-pattern verb database

The online database of root-and-pattern verbs (Camilleri \& Spagnol, 2013) is based on the exhaustive enumeration of 1,923 roots and over 4,142 verbs by Spagnol (2011). The original data was converted from Excel format into a relational database, with a web-based interface then built around it. This interface provides the ability to search for roots and verbs quickly using regular expression syntax. In addition to information on roots, classes and derived forms from the original source, fields for English gloss, transitivity information, and verb frequency were also added. The database is hosted on the Maltese Language Resource Server (MLRS) ${ }^{5}$ and provides both a user interface and a JSON web service.

## Corpus of broken plurals

Mayer et al. (2013) have put together a large corpus of broken plurals in Maltese, containing 654 singular-broken plural pairs mainly based on a list of synchronically used or known broken plurals compiled by Schembri (2012). The study is based on a comprehensive inventory of broken plural forms which an average educated speaker of Maltese would be expected to have. In cases of a broken plural having multiple variants, only the most common or frequent is given. The corpus also includes a small number of collective forms, such as basal ('onions') and gebel ('stones'), which share the same CV structure of broken plurals but which differ morphosyntactically. It is available in CSV format from the MLRS ${ }^{6}$ website.
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## Collection of verbal nouns

In her forthcoming M.A. thesis, Ellul (2013) has collected a list of over 2,500 verbal nouns from the Aquilina dictionary and extended it to include some new ones from other sources.

## Basic English-Maltese dictionary

This bilingual word list was originally written by Grazio Falzon in $1997^{7}$, consisting of alphabetically ordered English lemmas with their Maltese translation and pronunciation. It contains some 5458 English entries and includes gender information for nouns. The original source did not use the correct Maltese characters. The collection has since been updated and released as a TEI-compliant XML dictionary file within the META-SHARE project ${ }^{8}$

### 1.3 The Grammatical Framework

The Grammatical Framework (GF) (Ranta, 2011) is a functional language specialised for multilingual grammar applications. GF differs from unification-based grammar formalisms by having separate abstract / concrete syntax rules, a strong type system, and inherent support for multilingual grammars. GF grammars are declarative in nature, with a primary focus on the linearisation of syntax trees.

When implementing a computer language it is common to make the distinction between abstract and concrete syntax. The abstract syntax defines the language's hierarchical structure using trees, while the concrete syntax dictates what the language looks like as a string. This separation is based on the idea that type checking and semantics are more relevant to the abstract level, while syntax details are more a concrete concern. GF applies this distinction to natural languages too. Abstract syntax in GF is used as a language-independent interlingua for semantic representation, shared between multiple concrete syntaxes which describe the linearisation into different languages. By writing an abstract grammar and defining how it should linearise into one or more natural languages (concrete grammars), GF is able to derive both a generator and a parser for each of those languages. In this way, GF becomes a multi-lingual authoring and translation system which avoids the need to write separate rules for each language pair.

### 1.3.1 Multilingual grammars

Here we look at a small example of a GF grammar which is able to produce phrases about some foods. The grammar with two concrete syntaxes (English and Maltese) to demonstrate the separation between the language-independent concepts and
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## Abstract syntax

At the language-independent level we want to model semantically the kinds of comments we wish to make about food. Note how the names of categories and functions are only given in English for ease of understanding; they are merely identifiers and could be named anything. We start by defining the kinds of food in our grammar (Cheese and Fish) and the qualities they may have (Expensive and Delicious). The Very function exists for intensifying qualities, and This and That are functions which produce a demonstrative from a kind of food. Finally, the Pred (predication) function joins an Item and a Quality to give us a statement. Note that Comment is the top-level category in the grammar.

```
abstract Foods = {
    flags
        startcat = Comment ;
    cat
        Comment ; Item ; Kind ; Quality ;
    fun
        Cheese, Fish : Kind ;
        Expensive, Delicious : Quality ;
        Very : Quality -> Quality ;
        This, These : Kind -> Item ;
        Pred : Item -> Quality -> Comment ;
}
```

Given this abstract grammar, we can construct a some abstract syntax trees which use these functions (illustrated in figure 1.2):

```
Pred (This Fish) Delicious
Pred (These Cheese) (Very Expensive)
```



Figure 1.2: Abstract syntax trees for the Foods grammar

## English concrete syntax

Now we want to describe how such trees can be linearised into our first language, English. We do this by writing a concrete grammar which contains lincat definitions for each of our
categories and lin rules for each function.
After defining a parameter Number which can either be singular or plural, we go on to say that a kind can inflect for number. So it's linearisation type is a record with a single field s , which has the type of a table from Number to string ${ }^{9}$. In this was both singular and plural forms are carried around by the kind instance until one of them is projected from the record. In the case of Fish, we specify that the surface form should always be 'fish' regardless of the number.

In English, adjective do not inflect for number, so we only need to store one string when it comes to the Quality category. The very function works by pre-pending the token "very" to the token list projected from the function argument (quality.s). In the case of the determiner Item, we need to select the correct number form from the function argument kind, which is done using the bang operator !. We also add a new field $n$ to the record which specifies the number of the demonstrative. Note this is different from inflecting for number, as we saw in the case of kind above.

Finally, the Pred puts it all together by joining the tokens from its two arguments with a copula in between. copula is defined as an operator, which is a function of convenience that has no counterpart in the abstract syntax. In fact, all oper definitions are inlined during the compilation phase. In the case of English, the copula inflects only for number, and the Pred function takes care of selecting the copula form which agrees with the number of the Item argument.

```
concrete FoodsEng of Foods = {
    param Number = Sg | Pl ;
    lincat Kind = { s : Number => Str } ;
    lin
        Cheese = { s = table { Sg => "cheese" ; Pl => "cheeses" }};
        Fish = { s = table { _ => "fish" }} ;
    lincat Quality = { s : Str } ;
    lin
        Expensive = { s = "expensive" } ;
        Delicious = { s = "delicious" } ;
        Very quality = { s = "very" ++ quality.s } ;
    lincat Item = { s : Str ; n : Number } ;
    lin
        This kind = { s = "this" ++ kind.s ! Sg ; n = Sg } ;
        These kind = { s = "these" ++ kind.s ! Pl ; n = Pl } ;
    lincat Comment = { s : Str } ;
    lin Pred item quality = {s = item.s ++ copula ! item.n ++ quality.s} ;
    oper copula : Number => Str = table { Sg => "is" ; Pl => "are" } ;
}
```
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## Maltese concrete syntax

For the Maltese concrete syntax of this grammar, we follow the same approach as in the English but have a few more agreement features to handle. We start by adding the Gender parameter, and then defining a few convenience operations for constructing tables from numbers and genders to strings. Note that we completely omit type declarations for these operators; the GF compiler will be able to infer their types.

The linearisation definition for Kind is similar in that it inflects for number, however we also add a static $g$ field to hold the gender. Adjectives in Maltese inflect for both number and gender, so the Quality linearisation type contains a table from both of these to a string. The numGentbl operation takes care of building this table for us. Very works in a similar way as in English, except that we place the modifier after the adjective and have the number and gender arguments to pass along. The rest of the grammar should also be quite understandable by now; once the parameters and linearisation types have been decided, the rules themselves tend to fall into place.

```
concrete FoodsMlt of Foods = {
    flags coding = utf8 ;
    param Number = Sg | Pl ;
    param Gender = Masc | Fem ;
    oper
        numTbl : Str -> Str -> (Number => Str) =
            \s,p -> table { Sg => s ; Pl => p } ;
        genTbl : Str -> Str -> (Gender => Str) =
            \m,f -> table { Masc => m ; Fem => f } ;
        numGenTbl : Str -> Str -> Str -> (Number => Gender => Str) =
            \m,f,p -> table {
                Sg => genTbl m f ;
                Pl => \\_ => p
            } ;
    lincat Kind = { s : Number => Str ; g : Gender } ;
    lin
        Cheese = { s = numTbl "ġobna" "ġobniet" ; g = Fem };
        Fish = { s = numTbl "\hbaruta" "\hbarut" ; g = Fem };
    lincat Quality = { s : Number => Gender => Str } ;
    lin
        Expensive = { s = numGenTbl "g\hbarali" "g\hbaralja" "g\hbaraljin" } ;
        Delicious = { s = numGenTbl "tajjeb" "tajba" "tajbin" } ;
        Very quality = { s = \\n,g => quality.s ! n ! g ++ \hbar"afna"} ;
    lincat Item = { s : Str ; n : Number ; g : Gender } ;
    lin
```

```
        This kind = {
        s = (genTbl "dan il-" "din il-") ! kind.g ++ kind.s ! Sg ;
        n = Sg ; g = kind.g ;
        } ;
    These kind = {
        s = "dawn il-" ++ kind.s ! Pl ;
        n = Pl ; g = kind.g ;
        } ;
    lincat Comment = { s : Str } ;
    lin Pred item quality = {
        s = item.s ++ copula ! item.n ! item.g ++ quality.s ! item.n ! item.g
        } ;
    oper copula = numGenTbl "huwa" "hija" "huma" ;
}
```


### 1.3.2 The GF runtime

GF includes a runtime system for working with grammars. It is available in various platforms: a shell application, libraries in Haskell, C and Java ${ }^{10}$, and as a web service ${ }^{11}$. The runtime supports incremental parsing (Angelov, 2009), which allows it to parse incomplete input from the user and suggest the possible completions at the current point.

## Example usage

Using the grammars developed in the previous section, we can show some examples of the use of GF by experimenting with parsing and linearisation in the GF shell. We first start the GF runtime and load the grammar files:

```
$ gf FoodsEng.gf FoodsMlt.gf
- compiling Foods.gf... write file Foods.gfo
- compiling FoodsEng.gf... write file FoodsEng.gfo
- compiling FoodsMlt.gf... write file FoodsMlt.gfo
linking ... OK
Languages: FoodsEng FoodsMlt
Foods>
```

First, we can parse a comment from English into an abstract syntax tree (AST):

```
Foods> parse -lang=Eng "this fish is delicious"
Pred (This Fish) Delicious
```

We can also go in the opposite direction and linearise from an AST into some or all concrete languages:

[^5]```
Foods> linearize Pred (These Cheese) (Very Expensive)
these cheeses are very expensive
dawn il- gobniet huma g\hbaraljin \hbarafna
```

Finally we can perform a translation from Maltese to English by piping the output of a parse into a linearise command:

```
Foods> parse -lang=Mlt "din il- gobna hija tajba \hbarafna" | linearize -lang=Eng
this cheese is very delicious
```


### 1.3.3 Resource Grammar Library

The example grammar in the previous section is small, but as grammars grow in size having a module system becomes vital. Both abstract and concrete syntaxes can be split into separate modules, which promotes not only manageability but more importantly code re-use. Because the morphological and syntactic details of natural languages can be quite complex, it doesn't make sense for every new grammar written in GF to have to re-implement these features. Instead, the low-level details of a language can be put into a resource grammar whose abstract syntax models phenomena on the syntactic level. A separate application grammar can then be written which focuses on the high-level modelling tasks, using functions defined in the resource grammar as needed. This additional level of abstraction in grammar design means that code for semantic modelling does not need to be mixed with code that handles syntax and morphology.

Apart from the compiler and runtime system, the GF distribution also includes a standard library known as the Resource Grammar Library (RGL) (Ranta, 2009). The RGL provides general linguistic descriptions for natural languages which can be reused by using a common language independent API. This library covers the morphology and basic syntax of some 28 languages from around the world (where Maltese is the $28^{\text {th }}$ language to be added). This means programmers who wish to use GF to write some application grammar do not need to worry about the tedious low-level details like word order and agreement in each language; they simply use the standard functions provided by the API and the linearisation into each language is handled automatically by GF.

## Using the RGL in an application grammar

Continuing with the Foods example, we now show an example of the English concrete syntax which uses the Resource Grammar Library. We name this module FoodsEngRgL. Note how this module opens SyntaxEng and ParadigmsEng, which together make up the API to the library. In comparison to the previous version of FoodsEng above, FoodsEngRGL does not encode any linguistic information itself. No parameters are defined and no agreement handling takes place; Instead, the categories are given linearisation types directly from the RGL; for example, kind is given the type of a common noun CN. The function linearisations also look simpler - instead
of manually constructing records, API constructors are used. So the linearisation of cheese is defined as mkCN (mkN "cheese"), where the mkN smart paradigm will automatically generate plural forms of the supplied lemma "cheese".

```
concrete FoodsEngRGL of Foods = open SyntaxEng, ParadigmsEng in {
    lincat
        Comment = Utt ;
        Item = NP ;
        Kind = CN ;
        Quality = AP ;
    lin
        Cheese = mkCN (mkN "cheese") ;
        Fish = mkCN (mkN "fish" "fish") ;
        Expensive = mkAP (mkA "expensive") ;
        Delicious = mkAP (mkA "delicious") ;
        Very quality = mkAP very_AdA quality ;
        This kind = mkNP this_Det kind ;
        These kind = mkNP these_Det kind ;
        Pred item quality = mkUtt (mkCl item quality) ;
}
```


### 1.3.4 Lexical resources

The RGL contains a small 300 -word lexicon which is common to all languages in the library. This is mainly intended for testing purposes, and is far too limited for most real-world applications. Application grammars typically bear the task of defining the lexicons they require, but there has also recently been a focus on large-scale GF lexicons to complement the standard API.

Because of the work involved in lexicon compilation, large-scale GF lexicons are also created via extraction from existing sources, and can be either monolingual or multilingual. Monolingual lexicons in GF tend to be idiomatic, in that they are tailored for each language, and are intended as a resource or for a monolingual application. In other words, they do not provide any links between senses in different languages and thus cannot be used for translation tasks.

Multilingual lexicons on the other hand, share a common abstract syntax and can be used for multilingual applications. Experiments in extracting such resources have been carried out using the English WordNet and its translations into Bulgarian, German, Finnish and Hindi (Angelov et al. , 2013; Virk, 2013). A typical problem with this approach is the difficulty with exact word-sense matching. Uni-sense lexicons get around this problem by giving one-toone correspondences between lemmas in the source and target. They are lightweight, simple, and can yield good results in many cases, but the word choice is often arbitrary. Multi-sense lexicons can be built from WordNet synsets, where every distinct word sense gets an entry in the lexicon. These can either include all combinations of lemma and word sense in abstract syntax, or use only one synonym per word sense. The former option is useful for parsing, but increases the size of the lexicon dramatically; the latter option is adequate for just linearisation
purposes.

### 1.4 Goals

This section summarises the motivations for this work and outlines its planned contributes.

### 1.4.1 Motivation

As neatly summarised in figure 1.1, Maltese is very poorly represented in digital terms. Despite there being an known academic interest in this area for at least 15 years, both the breadth and depth of linguistic tools and resources available for Maltese is still quite limited. The recently created Maltese corpus is by far the biggest milestone in the field to date, but there are many other areas of Maltese language technology which are lacking. As a native speaker of the Maltese, the motivation to contribute to this field is therefore clear.

### 1.4.2 Contributions

The goals main body of this work can be divided into two major contributions.

## A computational grammar

The Resource Grammar Library has seen a steady growth in terms of language support, and to date covers 27 languages from all over the world. Complete RGL implementations exist for Bulgarian, Catalan, Chinese, Danish, Dutch, English, Finnish, French, German, Greek, Hindi, Interlingua, Japanese, Italian, Latvian, Nepali, Norwegian bokmål, Persian, Polish, Punjabi, Romanian, Russian, Sindhi, Spanish, Swedish, Thai, and Urdu. Partial implementations also exist for a number of other languages, and all resources are completely open-source under the LGPL license. Maltese will be the $28^{\text {th }}$ addition to the library, and the first Semitic language to have a complete implementation. A resource grammar implementation for Maltese will:

1. Contribute directly to the Grammatical Framework by extending the coverage of its standard library.
2. Provide a system for producing morphological inflection tables and performing morphological analysis in Maltese.
3. Act as a limited-domain parser and translator to and from all other languages available in the RGL, without requiring individual rules per language pair.
4. Enable software developers using to GF to provide interface localisations into Maltese without requiring manual translations.

## A computational lexicon

As an initial step to the creation of a lexicon, a platform for the collection of lexical resources in Maltese will be created. This collection will be hosted online and searchable in a single way, and all data should be extractable and easily convertible into other formats. It will initially be populated with data from the resources listed in section 1.2.5.

Choosing a highly flexible storage representation will allow new resources to be easily added to the collection as they become available. In this way we hope to enable to organic growth of a computational lexicon for Maltese, and thus avoid some of the startup problems encountered in previous attempts at building one (see section 1.2.3).

By then combining this collection of lexical resources with the morphological generation from the resource grammar, we will extend this collection of resources into a full-form lexicon. Such lexicons are useful for spell checking and lemmatisation, particularly in morphologicallyrich languages such as Maltese where the concept of automatically-derivable word stem is not so prominent. Including all inflectional forms in a lexicon will increase the number of word forms by a few orders of magnitude (in the case of Maltese). This work is very repetitive but also not viably done manually, making it an ideal candidate for rule-based production by a computational grammar. This full-form lexicon will take two forms:

1. A searchable online database which stores all word forms (both generated and manually imported from other sources).
2. A monolingual GF dictionary module (DictMlt.gf), which uses smart paradigms to keep the lexicon as compact as possible.

### 1.4.3 Organisation

The remainder of this monograph is organised as follows. Chapter 2 covers the implementation of the Maltese resource grammar, including the testing carried out during development. Chapter 3 then covers the design of the platform for the collection of lexical resources, using the resource grammar to generate full inflection forms and the creation of a monolingual dictionary module. Finally in chapter 4 we make some conclusions about the value of this thesis in the context of other related works and discuss some directions for future work.

The appendices contain a description of the RGL API and the lexical paradigms available in the Maltese implementation, analyses of certain linguistic phenomena relevant to the design of the resource grammar, and information about licensing and obtaining the source code for all the work described in this thesis.

## Chapter 2

## Resource grammar


#### Abstract

This chapter details the implementation of a computational grammar for Maltese, using the Grammatical Framework. Various phenomena in Maltese morphology and syntax are highlighted and their implementation in the resource grammar explained. We then look at the techniques used for testing the resource grammar and discuss its coverage. The chapter finishes by looking at some of the implementational problems encountered during development.


### 2.1 Module structure

The Maltese resource grammar consists of 28 GF modules and follows the same module structure as most of the other language implementations in the library. A module dependency graph and descriptions of the contents of each module can be found in Appendix A. In line with convention, all Maltese modules in the library are suffixed with the ISO 639-3 letter code Mlt. All modules are located in GF's source code repository in the directory lib/src/maltese. More information about accessing the source code can be found in Appendix D.

A number of related languages in the RGL use a functor implementation, which allows them to share syntactic constructs which are common and only override what differs in each language. Examples include the Romance functor, which used in Catalan, French, Italian and Spanish; the Scandinavian functor for Danish, Norwegian (bokmål) and Swedish; and a Hindustani functor which powers the Hindi and Urdu resource grammars. The primary advantage of having a functor implementation is code re-use, however the process of designing a common functor can be quite involved.

The Maltese grammar does not use such an implementation. Despite containing elements of both Semitic and Romance morphology, there is simply not enough in common with other languages in the library to warrant the extra work involved in setting up a functor. Additionally, the two languages arguably most closely related to Maltese - Arabic and Hebrew - do not have complete RGL implementations.

### 2.2 Morphology

### 2.2.1 Smart paradigms

A morphological paradigm describes the complete set of word forms which are associated with a lexeme, such as the conjugations of a verb and the declensions on a noun. In GF, a paradigm translates to a function which takes one or more representative word forms of a lexeme and constructs a complete inflection table for it. For example calling the strong verb paradigm function with the lemma waqaf ('he stopped') like so:

```
strongV "waqaf"
```

gives the full inflection table below:

```
s (VPerf (AgP1 Sg)) : waqaft
s (VPerf (AgP1 Pl)) : waqafna
s (VPerf (AgP2 Sg)) : waqaft
s (VPerf (AgP2 Pl)) : waqaftu
s (VPerf (AgP3Sg Masc)) : waqaf
s (VPerf (AgP3Sg Fem)) : waqfet
(VPerf AgP3Pl) : waqfu
(VImpf (AgP1 Sg)) : nieqaf
s (VImpf (AgP1 Pl)) : nieqfu
(VImpf (AgP2 Sg)) : tieqaf
s (VImpf (AgP2 Pl)) : tieqfu
(VImpf (AgP3Sg Masc)) : jieqaf
s (VImpf (AgP3Sg Fem)) : tieqaf
s (VImpf AgP3Pl) : jieqfu
(VImp Sg) : ieqaf
s (VImp Pl) : ieqfu
(VPresPart (GSg Masc)) : wieqaf
s (VPresPart (GSg Fem)) : wieqfa
s (VPresPart GPl) : wieqfin
(VPastPart (GSg Masc)) : mwaqqaf
s (VPastPart (GSg Fem)) : mwaqqfa
s (VPastPart GPl) : mwaqqfin
```

Natural languages typically have many paradigms which a lexeme may follow - often hundreds - and having to manually select the correct paradigm for each entry in a lexicon can be laborious. A smart paradigm (Détrez \& Ranta, 2012) is a meta-paradigm which inspects the given base form of a lexeme and tries to infer which lower-level paradigm applies. In cases where the correct paradigm simply cannot be determined, more word forms are given for discrimination. In general, the average number of forms needed is a measure of the predictability of the morphology in a language. The paradigms made available as part of the Maltese resource grammar are listed in appendix A.

### 2.2.2 Verb

The verb is arguably the most interesting aspect of Maltese morphology. As described in section 1.1.2, Maltese verbs can be divided more or less cleanly in two groups: those which follow a Semitic root-and-pattern morphology, and those which display a concatenative morphology. (Spagnol, 2011) Most of the work on morphology concerns the former group as their conjugations are much more involved.

Etymologically, verbs in Maltese can roughly be divided into Semitic, Romance and English origin. While all the Semitic verbs follow a root-and-pattern morphology, there is a division in the Romance class of verbs. Some have become strongly-integrated into the root and pattern system and behave as quadriliteral verbs. Examples include kanta ('he sang'), vinċa ('he won') and serva ('he served'), from the Italian cantare, vincere and servire respectively. These are treated as Semitic verbs as quadriliteral verbs with the weak $j$ as final radical.

The remainder of Maltese verbs from Romance origin are only loosely-integrated and follow a concatenative morphology of stems and affixes. Examples include żviluppa ('he developed'), ipperfezzjona ('he perfected'), antagonizza ('he antagonised'). The third group of verbs have an English origin, and follow the same morphology as the loosely-integrated Romance verbs, Examples include ibbukja ('he booked'), ipparkja ('he parked'), iffittja ('he fitted'). Despite their different etymology, these two latter groups behave identically from a morphological perspective and thus are not distinguished between in the grammar; they are both treated generically as loan verbs.

## Classification

The classification of Maltese verbs is covered significantly elsewhere (Borg \& Azzopardi-Alexander, 1997; Brother Henry F.S.C., 1980; Spagnol, 2011; Fabri, 2009). While broadly following this linguistic tradition, we are also interested in keeping representations and compact efficient. Table 2.1 shows the verb classification as used in the resource grammar. The liquid-medial class corresponds to Fabri's ITb paradigm (Fabri, 2009) (where regular is ITa), which require an epenthetic vowel to be inserted in the imperfective paradigm (Spagnol, 2011, p. 38). As noted but Fabri (2009), $g \hbar$ is not weak, thus defective verbs are technically strong. However, they behave inflectionally as weak verbs and are thus classified as such in our case.

Table 2.1: Verb classes and their characteristics

| Class | Description | Example |
| :--- | :--- | :--- |
| Strong |  |  |
| Regular | All radicals strong \& distinct | qatel ('he killed') $(\sqrt{ } \mathrm{QTL})$ |
| Liquid-medial | C2 is liquid | żelaq ('he slipped') $(\sqrt{ }$ żLQ $)$ |
| Geminated | C2 \& C3 are identical | $\hbar a b b$ ('he loved') $(\sqrt{ } \mathrm{HBB})$ |
| Weak |  |  |


| Assimilative | C 1 is weak | waqaf ('he stopped') ( $\sqrt{ } \mathrm{WQF}$ ) |
| :---: | :---: | :---: |
| Hollow | C2 is weak; long vowel between C1 \& C3 | dam ('he delayed') ( $\sqrt{ }$ Dwm $)$ |
| Lacking | C3 is weak | beka ('he cried') ( $\sqrt{ }$ вкј) |
| Defective | C3 is silent gh | qata' ('he cut') ( $\sqrt{ }$ ¢тян) |
| Quadriliteral |  |  |
| Strong | All radicals strong | ћarbat ('he disrupted') ( $\sqrt{ }$ HRBT) |
| Weak-final | C4 is weak | ping̀a ('he drew') ( $\sqrt{ }$ PNĠJ $)$ |
| Irregular | Missing radicals or other irregularities | па ('he took') ( $\sqrt{\prime}$ 'HD) |
| Loan | Concatenative morphology | pparkja ('he parked') |

## Root-and-pattern verbs

Table 2.2 shows the inflection table for the Semitic verb Faregं ('he went out'). Note how there is no stem invariant throughout the table; instead the radicals $\sqrt{ }$ HRG always occur in the same order, though the vowels move around and even change altogether.

Table 2.2: Inflection table for Semitic verb ћareg ('he went out')

| Subject | Perfective | Imperfective | Imperative |
| :---: | :---: | :---: | :---: |
| P1 Sg | ћrig̀t | nołrog | - |
| P2 Sg | trig̀t | tohrog | ohrog |
| P3 Sg Masc | ћareg | johrog | - |
| P3 Sg Fem | ћargiet | toћrog | - |
| P1 Pl | trigna | noћorġu | - |
| P2 Pl | ћrig̀tu | toћorg่u | oћorg'u |
| P3 Pl | ћarġu | јоћorg̀u | - |

## Derived verbs

Root-and-pattern verbs in Maltese also exhibits derivational morphology. Derived verbs generally indicate transitivity and/or passiveness with respect to a first-form verb. The different derivational processes are well understood but they occur sporadically; that is to say, no verb root has instances of all derived forms. The list of such verbs is closed in Maltese and is no longer productive. These have been exhaustively enumerated by Spagnol (2011).

In the resource grammar, derived verbs are treated simply as separate lexemes in the lexicon. A single parameter in the verb type indicates what derived form a verb is in, which determines its morphological paradigm. Tables 2.3 and 2.4 give examples of each of the derived forms for both tri- and quadriliteral verbs.

Table 2.3: Derivational forms for triliteral verb roots

| Form | Process | Example | Description |
| :---: | :---: | :---: | :---: |
| I | - | kiteb ('he wrote') | Base form |
| II | Reduplicate C2 | daћial ('he brought in') | Intransitive I verbs are made transitive/causative. |
| III | Lengthen v1 | bierek ('he blessed') | As in II, when reduplication is not possible. |
| IV | - | wera ('he showed') | (Empty class) |
| V | Prefix $t$-to II | tfarrak ('it was shattered') | Intransitive. Passive or reflexive. |
| VI | Prefix of $t$ - to III | tbierek ('he was blessed') | Same as V. |
| VII | Prefix of $n$ - to I | nkiteb ('it was written') | Transitive I verbs are made intransitive. |
| VIII | Infix -t- after C1 of I | ftiehem ('he understood') | Intransitive (like V, VI, VII). |
| " | Prefix $n t$ - to I | ntlataq ('it was reached') | " |
| " | Infix $n$-t- to I | nxtehet ('he sprawled out') | " |
| IX | Structure CCv:C | ckien ('it reduced in size') | Change of state. |
| X | Prefix st- | stagtġeb ('he was astonished') | - |

Table 2.4: Derivational forms for quadriliteral verb roots

| Form | Process | Example | Description |
| :---: | :--- | :--- | :--- |
| I | - | ћarbat ('he disrupted') | Base form |
| II | Prefix t- | tharbat ('he was disrupted') | Intransitive. Passive or reflexive. |

## Concatenative verbs

Loosely-integrated Romance verbs and English loan verbs in Maltese follow an alternative, concatenative morphology. Table 2.5 shows the inflection table for the English-loan verb pparkja ('he parked'). Note how in contrast to the root-and-pattern verb inflection (table 2.2), the stem pparkja remains intact throughout the entire table.

Table 2.5: Inflection table for an English-loan verb pparkja ('he parked')

| Subject | Perfective | Imperfective | Imperative |
| :--- | :--- | :--- | :--- |
| P1 Sg | pparkjajt | nipparkja | - |
| P2 Sg | pparkjajt | tipparkja | pparkja |
| P3 Sg Masc | pparkja | jipparkja | - |
| Continued on next page |  |  |  |


| P3 Sg Fem | pparkjat | tipparkja | - |
| :--- | :--- | :--- | :--- |
| P1 Pl | pparkjajna | nipparkjaw | - |
| P2 Pl | pparkjajtu | tipparkjaw | pparkjaw |
| P3 Pl | pparkjaw | jipparkjaw | - |

Mifsud (1995) identifies four classes of loan verbs (types A to D), of which types C and D are not integrated into the Semitic root-and-pattern system. These represent the non-integrated verbs of Romance origin (e.g. ppretenda 'he expected') and English loan verbs (e.g. iffitja 'he fitted'). Despite Mifsud's distinction, we treat these two classes of loan verbs with the same paradigm in the resource grammar.

## Participles

Maltese verbs may also have participle forms. Most verbs have a past/passive participle which is often indistinguishable from the adjective. Examples include miktub ('written') from kiteb ('he wrote') and misruq ('stolen') from seraq ('he stole'). Very few verbs also have a present/active participle; they are generally intransitive and describe actions, for example $\ddagger i e r e g$ ('going out') from ћareg ('he went out') and rieqed ('sleeping') from the verb raqad ('he slept').

A part participle may be shared by verbs of different derived formed, such as mwaqqaf ('stopped') for both waqaf ('he stopped') (form I) and waqqaf ('he stopped [s.t.]') (form II). An analysis of participles of all the verbs in the LexiconMlt module can be found in appendix B.2.

## Enclitic pronouns

Maltese verbs can take suffixed enclitic pronouns to indicate direct objects, indirect objects, and both combined together. Table 2.6 displays how this works. Refer to appendix C for an exhaustive example of these combinations. The implementation of enclitic pronouns in the grammar is explained further in section 2.3.3.

Table 2.6: Different combinations of suffixed enclitic pronouns to the verb xtara ('he bought')

| D.O. | I.O. | Construction | Final form | English gloss |
| :--- | :--- | :--- | :--- | :--- |
| - | - | xtara $+\varnothing$ | xtara | 'he bought' |
| P3 Sg Fem | - | xtara + hija | xtaraha | 'he bought it/her' |
| - | P3 Pl | xtara + lilhom | xtaralhom | 'he bought for them' |
| P3 Sg Fem | P3 Pl | xtara + hija + lilhom | xtarahielhom | 'he bought it/her for them' |

## Implementation

Record type The record type for the verb in the resource grammar is defined as follows:

```
Verb : Type = {
    s : VForm => VerbStems ;
    i : VerbInfo ;
    hasPresPart : Bool ;
    hasPastPart : Bool ;
    } ;
    VerbStems : Type = {s1, s2, s3 : Str} ;
param
    VForm = VPerf VAgr | VImpf VAgr | VImp Number | VActivePart GenNum | VPassivePart GenNum ;
    VAgr = AgP1 Number | AgP2 Number | AgP3Sg Gender | AgP3Pl ;
```

where verbInfo is a record type containing information about verb class, radicals and derived form number.

The vForm parameter defines the different inflection forms that a verb may have, covering the perfective and imperfective aspects and the imperative mood with corresponding subject agreement features. In addition to these, we also include in the verb table the present and past participle forms of the verb, which is common practice in the RGL. Since not all verbs have these participles, we also include the two boolean fields hasPresPart and hasPastPart to indicate their presence.

Rather than having a table from vForm into a string, we instead use the record of strings verbStems to contain the different stems that may be needed when the base verb form has enclitic pronouns attached to it. For more information about this, refer to section 2.3.3.

Paradigms mkv is the smart paradigm for all non-derived verbs. This operator minimally takes the mamma form of a verb and a root constructed with mkRoot in the case of root-andpattern verbs. The root class is determined and the correct paradigm is applied. If no root is specified as an argument, the verb is treated as a loan verb (with concatenative morphology). Vowel changes are often hard to determine, thus the singular imperative form of a verb is often required as a third argument. For irregular verbs, we can take all 16 forms ( 7 perfective, 7 imperfective, 2 imperative) together with class, derived form, root and vowel sequence. Verb participles are specified not in the $m k V$ operator but by using the supplementary operators presPartv and pastPartv which add participles to already-constructed verbs. Derived verbs have their own set of paradigms, as they are treated as separate entries in the lexicon. Examples are given below:

| Explanation | Constructor |
| :--- | :--- |
| Geminate root-and-pattern verb | mkV "ћabb" (mkRoot " $\dagger-\mathrm{b}-\mathrm{b} ")$ |
| Requiring an extra form | mkV "talab" "itlob" (mkRoot "t-l-b") |
| Loan verb | mkV "pparkja" |
| Form II (derived) verb | mkv_II "daћћal" (mkRoot "d-ћ-l") |

### 2.2.3 Noun

The noun in Maltese has an inherent gender and inflects for number. The number is not simply singular/plural though, as Maltese nouns may have collective and dual forms. The collective is syntactically singular but semantically plural, e.g. dan it-tuffieћ ћelu ('these apples are sweet') (as opposed to dawn it-tuffiet ћelwin. Some Maltese nouns also have a dual, typically parts of the body and measures of time. Nouns can have two types of plural: determinate and indeterminate. Table 2.7 summarises these different forms.

Table 2.7: Noun numbers

| Form | Count | Example |
| :--- | :--- | :--- |
| Singular | 1, more than 10 |  |
| Colla |  |  |
| Collective | Not numerically quantifiable | ћut |
| Dual (ghadd imtenni) | 2 | $\dot{\text { gimghatejn }}$ |
| Determinate plural | $2-10$ | triqat |
| Indeterminate plural | Not numerically quantifiable | toroq |

Nouns typically have some subset of these forms, though never all of them together. The linguistic literature does not identify and paradigms for nouns in this sense, thus some further investigation was needed. By surveying the 186 nouns in the RGL mini-lexicon (Lexicon.gf), four different noun paradigms have been identified. There are summarised in table 2.8. Refer to see appendix B. 1 for the full analysis.

Table 2.8: Noun paradigms

| Paradigm | Singular | Collective | Dual | Det. Plural | Ind. Plural |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | qattus | - | - | qtates | - |
| 1x | triq | - | - | trigat | toroq |
| 2 | naghía | nghag | - | naghg̀iet | - |
| 2 x | frotta | frott | - | frottiet | frottijiet |
| 2 b | - | persuna | - | persuni | - |
| 2 bx | - | ћalib | - | ћalibijiet | \#lejjeb |
| 2c | - | cpar | - |  | - |
| 3 | pulizija | - | - | - | - |
| 4 | rkoppa | - | rkopptejn | rkoppiet |  |
| 4 x | ghajn | - | ghajnejn | ghajnejn | gћejun |

The analysis also reveals that very few nouns actually have both a determinate and indeterminate plural form, and when they do one often sounds arcane. While this distinction can have some linguistic importance, this is simplified in the GF implementation by storing only
one plural form. This change will be made internally in the noun representation, so that the paradigm constructors can still take both forms and thus changed at a later point if needed. Another solution would be to have indeterminate plural forms stored as variants of the determinate plural.

## Plural formation

The noun plural can be formed by various morphological processes, as showed in table 2.9.

Table 2.9: Morphological processes for plurals

| Type | Process | Singular | Plural |
| :--- | :--- | :--- | :--- |
| Sound | Suffixation (external) | fergћa | fergћat |
| Broken | Internal change | fergћa | friegłi |
| Plural of plural | Broken plural + suffixation | tarf | trufijiet (from truf) |
| Irregular | Entirely different | mara | nisa |
| Foreign (Romance) | Suffix change $a \rightarrow i$ | karta | karti |
| Foreign (English) | Suffixation $+s$ | televixin | televixins |

## Enclitic pronouns

Some nouns in Maltese can take enclitic pronouns to mark possession. For example, the word id ('hand') takes the suffixed for of the pronoun tieghi ('mine') to form idi ('my hand'). The group of nouns that allow this is relatively small and consists mostly of body parts, but the process is certainly common enough to be handled in the grammar. The implementational details of enclitic pronouns are discussed in section 2.3.3.

## Implementation

Record type The record type for nouns is as follows:

```
oper
    Noun : Type = {
        s : Noun_Number => Str ;
        g : Gender ;
        hasColl : Bool ;
        hasDual : Bool ;
        takesPron : Bool ;
        } ;
param
    Noun_Number = Singulative | Collective | Dual | Plural ;
```

Boolean fields hascoll and hasDual are required since GF does not support checking string values at runtime (see section 2.5.4). takesPron specifies whether a noun takes enclitic pronouns
as described above. This is specified manually in the paradigm as there is no way it can be determined automatically.

Proper nouns are much simpler as they do not inflect for any feature:

```
oper
    ProperNoun : Type = {
        s : Str ;
        a : Agr ;
        } ;
```

Paradigms Noun construction operators exist for each of the paradigms listed in table 2.8. Examples of each are given in table 2.8.

Table 2.10: Noun paradigms

| No. | Explanation | Constructor |
| :--- | :--- | :--- |
| 1 | Smart paradigm | mkN "rota" |
| 1 | Specifying broken plural | mkN "gћasfur" "gћasafar" |
| 1 x | Both plural forms and explicit gender | mkN "triq" "triqat" "toroq" feminine |
| 2 | Singular, collective and plural forms | mkNColl "nagћğa" "ngћaǵ" "nagћǵiet" |
| $2 b$ | Collective and plural form | mkNColl "persuna" "persuni" |
| $2 c$ | Only collective form | mkNColl "ċpar" |
| 3 | Only singular form | mkNNoPlural "plastik" |
| 4 | Noun with dual form | $m k N D u a l ~ " s e n a " ~ " s e n t e j n " ~ " s n i n " ~$ |

Similarly to verbs, nouns in Maltese of Semitic origin are associated with a consonantal root. For example, the root $\sqrt{ }$ xrb yields both the verb xorob ('he drank') as well as the noun xorb ('[alcoholic] drink'). However the root-and-pattern system is much less predictable in the case of nouns, and no consistent patterns have been found for constructing broken plurals. Thus any broken plurals must be specified explicitly, and there are no special paradigms for nouns with Semitic roots. The only 'smart' behaviour in the noun paradigms are simple vowel changes when the singular form ends in an 'a', e.g. rota $\rightarrow$ roti.

### 2.2.4 Adjective

By comparison to nouns and verbs, the adjective in Maltese is very straightforward. It inflects for number (singular or plural), and gender in the singular. When an adjective has an inflectional comparative, it does not inflect at all. Otherwise, the comparative is formed syntactically with the structural words iktar or inqas, "more" and "less" respectively. In this case the correctly inflected positive form of the adjective needs to be selected. The superlative is always formed syntactically by adding the definite article to the comparative. Table 2.11 gives examples of these forms.

Table 2.11: Inflection table for two adjectives sabiћ ('beautiful') and kiesaћ ('cold'), respectively with and without inflectional comparative forms

| Agreement | Positive | Comparative | Superlative |
| :--- | :--- | :--- | :--- |
| Sg Masc | sabiћ | isbaћ | l-isbaћ |
| Sg Fem | sabiћa | $"$ | $"$ |
| Pl | sbieћ | $"$ | $"$ |
| Sg Masc | kiesaћ | iktar kiesaћ | l-iktar kiesaћ |
| Sg Fem | kiesha | iktar kiesћa | l-iktar kiesћa |
| Pl | kesћin | iktar kesћin | l-iktar kestin |

## Implementation

Record type The record type looks like this:

```
oper
    Adjective : Type = {
        s : AForm => Str ;
        hasComp : Bool ;
        } ;
param
    AForm = APosit GenNum | ACompar | ASuperl ;
```

Paradigms The smart paradigm for constructing adjectives can take between 1 and 4 strings, depending on the predictability of the inflected forms and whether it has a comparative form or not. A second paradigm sameA exists for adjectives which are invariant (and have no comparative form). Examples of all are given in table 2.12.

Table 2.12: Adjective paradigms

| Explanation | Constructor |
| :--- | :--- |
| Predictable feminine and plural forms | mkA "bravu" |
| Predictable feminine, explicit plural form | mkA "nadif" "nodfa" |
| Explicit feminine and plural forms | mkA "aћmar" "ћamra" "ћomor" |
| All forms, including comparative | mkA "dejjaq" "dejqa" "dojoq" "idjaq" |
| Invariant inflection | sameA "blu" |

### 2.2.5 Other lexical categories

In addition to the simple lexical categories given above, the Resource Grammar Library also defines higher-valency versions of these categories. The explanation of the $v$ category for ex-
ample is a simple one-place verb. Entries from the lexicon with this type include come, fly and sleep. Two-place verbs V2 are ones which require an object, such as hate, love, and read. They can also be thought of as transitive verbs. The v3 category similarly encodes three-place or ditransitive verbs. Higher-valency categories also exist for nouns (N2, N3) and adjectives (A2).

The linearisation types for these categories typically resemble their basic versions, with some extra field. Thus V2 is defined as a verb with an additional complement field which contains a preposition:

```
lincat
    V2 = Verb ** {c2 : Compl} ;
oper
    Compl : Type = Preposition ** {isPresent : Bool} ;
```

The linearisation of such a two-place verb combines the standard mkv paradigm with an additional preposition:

```
lin
    love_V2 = prepV2 (mkV \hbar"abb" (mkRoot ћ"-b-b")) (mkPrep "lil") ;
oper
    prepV2 v p = lin V2 ( v ** { c2 = hasCompl p } ) ;
```


### 2.2.6 Euphonic vowels

There are many cases when euphonic vowels (vokali tal-leћten) are inserted in Maltese orthography to match the phonetic pronunciation. This typically takes the form of the letter $i$ which is prefixed to a word beginning with a double consonant. It would however seem that there is some variation as to whether this vowel is considered part of the base form or not. Using the Serracino-Inglott (2003) dictionary, we see that sometimes the $i$ is part of the lemma form, and sometimes it isn't. Table 2.13 gives some examples of this variation.

In the case of root-and-pattern verbs, it seems to be a matter of convention which is applied throughout. While (Borg \& Azzopardi-Alexander, 1997) gives verb conjugations with initial vowels: insum, isum, inbierek, ibierek etc., others (Serracino-Inglott, 2003; Azzopardi, 2007; Brother Henry F.S.C., 1980) prefer to leave them out and give the standard form without the euphonic vowels: nsum, jsum, nbierek, jbierek etc.

Table 2.13: Variation in inclusion of euphonic $i$ in lemma forms, as based on the Maltese dictionary by Serracino-Inglott (2003)

| Class | Examples without | Examples with |
| :--- | :--- | :--- |
| Noun | mbuljuta, mnieћer, nbid, spettur | imbatt, impenn, injam, istitut |
| Loan verb | mmatura, kkopja, pparkja, nnervja | immagina, ikkoppja, ipponta, innamra |
| Adjective | mћassar, mxarrab, raiq | importanti, inciert, isfar |

Table 2.14 shows a few words from different lexical categories which differ in terms of whether their base form includes a vowel or not. What is clear from this small comparison is that when the euphonic $i$ vowel is part of the base form, then it is never removed. The rules for euphonic vowels are covered extensively in (Azzopardi, 2007, ch. 10).

Table 2.14: Behaviour of words with/without initial euphonic vowels when combined with other words and particles

| Noun | Preceding vowe | Preceding consonant | Article | Preposition |
| :---: | :---: | :---: | :---: | :---: |
| nbid | ちafna nbid | ftit nbid | l-inbid | b'inbid |
| mqarrun | ћafna mqarrun | ftit mqarrun | l-imqarrun | b'imqarrun |
| mtabba | $\hbar a f n a ~ m \hbar a b b a ~$ | ftit imtabba | l-imtabba | b'imћabba |
| skola | ћafna skejjel | ftit skejjel | l-iskola | bi skola |
| injam | ћafna injam | ftit injam | l-injam | b'injam |
| ilma | ћafna ilma | ftit ilma | l-ilma | b'ilma |
| nemla | tafna nemel | ftit nemel | in-nemla | b'nemla |
| serp | ћafna sriep | ftit sriep | is-serp | b'serp |
| Verb |  |  |  |  |
| nћobb | jiena nћobb | jien intobb | - | - |
| mmur | jiena mmur | jien immur | - | - |
| mxejt | jiena mxejt | jien imxejt | - | - |
| jmur | huwa jmur | kien imur | - | - |
| bkejt | jiena bkejt | jien bkejt | - | - |
| Adjective |  |  |  |  |
| isfar | ilma isfar | injam isfar | l-isfar | - |
| rqiq | mara rqiga | ragel i irqiq | l-irgiq | - |

Another point of interest is the conversion which sometimes occurs between $j$ and $i$. This is not fully handled in the resource grammar as the rule is not really strictly adhered to, and thus considered low in terms of importance.

### 2.3 Syntax

### 2.3.1 Particles

## Article

Absence of an article in Maltese indicates the indefinite, e.g. rajt baqra ('I saw a cow'). The standard definite article is il- which is glued to the succeeding word, e.g. rajt il-baqra ('I saw the cow'). When that word begins with one of the coronal consonants, it is assimilated: il- + dar becomes id-dar ('the house'). If the word begins with a vowel, the $i$ from the article is dropped:
l-ajruplan ('the airplane'). Similarly if a word begins with a consonant pair including a liquid, a euphonic $i$ is inserted and the vowel form of the article is used, e.g. l-iskola ('the school'). Articles also join into some preceding prepositions, as described below.

Implementation The implementation of articles in the resource grammar uses the pre construct, which is specifically designed for modelling variations of a word based on the succeeding letter. The definition of the articles is shown below (the actual implementation uses an intermediary operator, which is equivalent to the following code):

```
oper
    artIndef : Str = [] ;
    artDef : Str = pre {
        -- Regular consonant
        "il-" ++ BIND ;
        -- Vowel
        "l-" ++ BIND / strs { "a" ; "e" ; "i" ; "o" ; "u" ; "h" ; "g\hbar" } ;
        -- Coronal consonants
        "iċ-" ++ BIND / strs { "ċ" } ;
        "id-" ++ BIND / strs { "d" } ;
        "in-" ++ BIND / strs { "n" } ;
        "ir-" ++ BIND / strs { "r" } ;
        "is-" ++ BIND / strs { "s" } ;
        "it-" ++ BIND / strs { "t" } ;
        "ix-" ++ BIND / strs { "x" } ;
        "iż-" ++ BIND / strs { "ż" } ;
        "iz-" ++ BIND / strs { "z" }
    } ;
```


## Preposition

Prepositions are very similar to those in the English language. When using a preposition with a noun phrase in the definite case, the article will always assimilate with the article, as shown in table 2.15.

Table 2.15: Assimilation of particles

| Preposition | Article | Succeeding word | Result |
| :--- | :--- | :--- | :--- |
| - | $i l-$ ('the') | bieb | il-bieb ('the door') |
| - | il- | dar | id-dar ('the house') |
| - | il- | skola | l-iskola ('the school') |
| $b i('$ with') | - | bieb | b'bieb ('with a door') |
| $b i$ | - | $d a r$ | b'dar ('with a house') |
| $b i$ | - | skola | bi skola ('with a school') |


| fi ('in') | il- | bieb | fil-bieb ('in the door') |
| :--- | :--- | :--- | :--- |
| fi | il- | dar | fid-dar ('in the house') |
| fi | il- | skola | fl-iskola ('in the school') |

### 2.3.2 Numerals

While there did exist a GF implementation of numerals in Maltese ${ }^{1}$, this was hugely simplified and quite incorrect. The Numeralsmlt module described here has been completely rewritten.

## Cardinals

These have one of two forms depending on whether they appear in isolation or in a construct state. Azzopardi (2007, p. 133) calls these "type A" and "type B" numerals, which in (Brother Henry F.S.C., 1980, p. 202) are described as użu aġġettiv ('adjectival use') and użu nominali ('nominal use') respectively.

For singular nouns, the numeral for 'one' comes after the noun or omitted completely, e.g. ragel [wiehed] ('one man'). In expressions of quantity from two to ten, the numeral precedes the noun which appears in its plural form: erbgha ћwienet ('four shops'). When expressing exactly two of a noun which has a dual form, the numeral is omitted and this form is used: sentejn ('two years'). Beyond the number 10, the noun always appears in the singular, e.g. tlieta u ghoxrin tifla ('twenty-one girls'). Between eleven and nineteen, the particle -il (not to be confused with the definite article $i l$-) is suffixed added to the numeral, e.g. tnax-il tifel ('twelve boys').

Hundreds and thousands are constructed in a similar way to English using mija and elf respectively, e.g. tlett mija u erba' ('three hundred and four'), elf, erba' mija u gћoxrin ('one thousand, four hundred and twenty').

## Ordinals

The ordinal numerals from one to ten have their own specific forms, which all include the definite article, e.g. it-tielet premju ('the third prize'). Ordinals above the tenth are expressed by means of definite article with the respective cardinal form: il-ћamsa u ghoxrin ta' Dicembru ('the twenty-fifth of December'). (Borg, 1974)

## Implementation

The RGL supports numerals both in words and as digits, with the Numeral and Digits categories respectively. Their linearisation types are given below:

```
lincat
    Numeral = {
        s : CardOrd => NumCase => Str ;
        n : NumForm
```

[^6]```
    } ;
    Digits = {
        s : NumCase => Str ;
        n : NumForm ;
        tail : DTail ;
    } ;
param
    CardOrd = NCard | NOrd ;
    NumForm = NumX Number | Num0 | Num1 | Num2 | Num3_10 | Num11_19 | Num20_99 ;
    NumCase = NumNom | NumAdj ;
```

Besides storing cardinal and ordinal forms for both adjectival and nominal use, these types also contain a NumType field. This is used when constructing noun phrases to determine the number form which should be chosen. This is done by the numform2nounnum operator:

```
oper
    numform2nounnum : NumForm -> Noun_Number = \n ->
        case n of {
            NumX Sg => Singulative ;
        NumX Pl => Plural ;
        Num0 => Singulative ;
        Num1 => Singulative ;
        Num2 => Dual ;
        Num3_10 => Collective ;
        Num11_19 => Singulative ;
        Num20_99 => Plural
    } ;
```

The implementation for Digits is not specific to Maltese, since these work as in English. There are no ordinal forms for digits in Maltese.

Binding The design of GF requires that all possible tokens are known at runtime. This makes it impossible to perform true suffixation to tokens in syntax-level rules. The recommended solution to this is using the special bind token \& between two tokens which should appear as a single token in linearisation.

For example, the noun missier ('father') may be suffixed with the P1 Sg enclitic pronoun $-i$ (indicating possession) by producing a list of three tokens: ["missier", "\&+", "i"]. When passed trough a suitable unlexer, this is displayed as a single string "missieri".

This solution is time and space efficient and works reasonably well for generation. However it introduces a new problem when it comes to parsing. Now the grammar cannot parse the complete form "missieri" as a single token; instead this must be lexed in a pre-process to GF to re-introduce the binding token. The problems with this are discussed further in section 2.5.2.

Implementation The linearisation type for pronouns is quite simple:

```
oper
    Pronoun = {
        s : PronForm => Str ;
        a : Agr ;
        } ;
param
    PronForm = Personal | Possessive | Suffixed ;
```

The Suffixed form of the pronoun is used when attaching to nouns and prepositions. The pronoun suffixes for verbs however are not stored as part of the Pronoun record. Rather, the agreement feature a in the pronoun is consulted directly and the correct suffixed form is chosen within the linearisation function of a verb phrase, using the dirobjSuffix and indObjSuffix operators in ResMlt.gf. For more on this see section 2.3.5.

### 2.3.3 Pronouns

The pronouns available in Maltese are very similar to those in English. Pronouns in Maltese are often enclitic, joining with verbs to indicate direct/indirect objects, with nouns to indicate possession and with pronouns as contractions. The suffix forms which the personal pronouns can take are listed in table 2.16. While these can be seen of as a morphological process ${ }^{2}$, the implementation in the resource grammar treat this is a syntactic processes via the bind token ${ }^{3}$.

Table 2.16: Different suffixed forms for enclitic pronouns. Square brackets indicate forms which precede another enclitic pronoun in the dative.

| Subject | Nominative | Noun/ <br> Preposition | Verb accusative <br> (direct) | Verb dative <br> (indirect) |
| :--- | :--- | :--- | :--- | :--- |
| P1 Sg | jien | $-i,-j a$ | $-n i$ | $-l i$ |
| P2 Sg | int | $-e k$ | $-e k,-k$ | $-l e k$ |
| P3 Sg Masc | $h u$ | $-u,-h$ | $-u,-h[-h u]$ | $-l u$ |
| P3 Sg Fem | $h i$ | $h a$ | $-h a[-h i e]$ | $-l h a$ |
| P1 Pl | atna | $n a$ | $-n a$ | $-l n a$ |
| P2 Pl | intom | $k o m$ | $-k o m$ | $-l k o m$ |
| P3 Pl | huma | hom | $-h o m$ | $-l h o m$ |

[^7]
## Pro-drop

Maltese is a pro-drop language, meaning that personal pronouns in the subject position are often dropped since the verb inflection is enough to indicate the subject. However it is also valid to include subject pronouns, thus the dropping of pronouns must be specified explicitly using the ProDrop function defined in the Extra module:

```
lin
    ProDrop p = {
        s = table {
            R.Personal => [] ;
            c => p.s ! c
            } ;
        a = p.a;
        } ;
```


### 2.3.4 Tense-anteriority system

Maltese verbs inflect for mood (indicative and imperative), and in case of the former for aspect (perfective and imperfective). Tenses are formed by combining these with auxiliary verbs kien ('he was'), ikun ('he would be'), future marker se/ser/sa ('he will') and progressive marker ged ('he is'). Table 2.17 lists the tenses traditionally identified in Maltese linguistics. (Ebert, 2000; Fabri, 1995; Brother Henry F.S.C., 1980).

Table 2.17: Maltese tenses as described by Brother Henry F.S.C. (1980)

| Aux 1 | Aux 2 | Main verb | Meaning | Gloss |
| :--- | :--- | :--- | :--- | :--- |
| - | - | sraqt | Simple past | 'I stole' |
| kont | - | sraqt | Past perfect | 'I had stolen' |
| $n k u n$ | - | sraqt | Future perfect | 'I will have stolen' |
| - | - | $n i s r a q$ | Habitual present | 'I steal' |
| kont | - | nisraq | Habitual past | 'I used to steal' |
| - | qed | nisraq | Present progressive | 'I am stealing' |
| kont | qed | nisraq | Past progressive | 'I was stealing' |
| nkun | $[q e d]$ | nisraq | Future progressive | 'I will be stealing' |
| - | se | nisraq | Prospective | 'I am going to steal' |
| kont | se | nisraq | Past prospective | 'I was going to steal' |
| $n k u n$ | se | nisraq | Future prospective | 'I will be going to steal' |

The tense system in the GF Resource Grammar Library uses a combination of anteriority (simultaneous, anterior), temporal order (present, past, future, conditional) and polarity (positive, negative). This yields a total of 16 distinct temporal forms. Table 2.18 list these tenses and
shows how each of them is expressed in Maltese ${ }^{4}$.

Table 2.18: RGL tense-anteriority system and correspondences to Maltese tenses

| Anteriority | Tense | Polarity | Description | Example |
| :--- | :--- | :--- | :--- | :--- |
| Simult. | Present | Pos. | Imperfective | jorqod |
| Simult. | Present | Neg. | $"$ | ma jorqodx |
| Simult. | Past | Pos. | Perfective | raqad |
| Simult. | Past | Neg. | $"$ | ma raqadx |
| Simult. | Future | Pos. | Prospective | se jorqod |
| Simult. | Future | Neg. | $"$ | m'hux se jorqod |
| Simult. | Conditional | Pos. | Past imperfective | kien jorgod |
| Simult. | Conditional | Neg. | $"$ | ma kienx jorqod |
| Anterior | Present | Pos. | (as Sim Past Pos) |  |
| Anterior | Present | Neg. | (as Sim Past Neg) |  |
| Anterior | Past | Pos. | Past perfect | kien raqad |
| Anterior | Past | Neg. | $"$ | ma kienx raqad |
| Anterior | Future | Pos. | Future perfect | se jkun raqad |
| Anterior | Future | Neg. | $"$ | m'hux se jkun raqad |
| Anterior | Conditional | Pos. | Past prospective | kien jorgod |
| Anterior | Conditional | Neg. |  | ma kienx jorqod |

### 2.3.5 Phrases

## Noun phrase

As shown in figure A.1, a noun phrase combines all kinds of determiners, pronouns, proper and common nouns, and relative clauses. Most of these elements are linearised into strings in the formation of the noun phrase, such that the main s field is a record from case to string:

```
oper
    NounPhrase : Type = {
        s : NPCase => Str ;
        a : Agr ;
        isPron : Bool ;
        isDefn : Bool ;
        } ;
param
    NPCase = NPNom | NPAcc | NPCPrep ;
```

[^8]The noun phrase also carries information about its agreement features which is needed when combining with verb phrases, as well as whether it is a pronoun and/or in the definite form. The CPrep constructor of the NPCase parameter is used to handle cases where the noun phrase is preceded by a preposition. In such cases the preposition may join with the definite article in the NP, or completely assimilate with the phrase if it is a pronoun. This implementation builds on that developed in (Zammit, 2012).

## Verb phrase

The verb phrase is arguably the most complex aspect of the Maltese resource grammar. A lot of information needs to be propagated up to the VP level and potentially affixed to the main verb. The verb phrase is composed of the following parts:

```
oper
    VerbPhrase : Type = {
        v : {
            s : VForm => VerbStems ;
            hasPresPart : Bool ;
            hasPastPart : Bool ;
            } ;
        s2 : Agr => Str ;
    dir : Maybe Agr ;
    ind : Maybe Agr ;
    } ;
```

The v field essentially holds an entire verb record (without the VerbInfo which is no longer needed at this point). See section 2.2.2 above for a description of the verb record type. s2 is the complement to the verb phrase with is typically a non-pronominal object. The dir and ind fields are used to indicate whether there are direct and / or indirect objects which need to be joined to the main verb. These fields can encode potentially non-existent information by using the Maybe type, which is modelled on the Haskell equivalent.

## Adjectival phrase

The adjectival phrases are quite simple, containing a simple string which inflects for gender/ number and a boolean field isPre to indicate if the AP should go before or after a noun phrase.

```
lincat
    AP = {
        s : GenNum => Str ;
        isPre : Bool
    } ;
```


### 2.3.6 Clauses

The RGL covers three kinds of clauses: declarative, question and relative clauses, encoded with the categories $\mathrm{Cl}, \mathrm{QCl}$ and RCl respectively. They are all implemented in similar ways:

```
oper
    Clause : Type = {
        s : Tense => Anteriority => Polarity => Order => Str
        } ;
    QClause : Type = {
        s : Tense => Anteriority => Polarity => QForm => Str
        } ;
    RClause : Type = {
        s : Tense => Anteriority => Polarity => Agr => Str
        } ;
param
    Order = ODir | OQuest ;
    QForm = QDir | QIndir ;
```

In each case, the clause needs to contain versions of the underlying statement for all tense and polarity combinations. Since question clauses and relative clauses can be made from declarative clauses, the clause type needs to contain all possible word orders. This is the purpose of the Order parameter. Question clauses can also be linearised in different orders depending on whether they are direct or indirect.

## Variable word order

Intonation in spoken Maltese can be very important in determining whether a statement is a declaration or a question. As a result of this, word order is relatively free and a phrase is a given order can be interpreted in different ways. Similarly, the same kind of phrase can be linearised in different word orders. Table 2.19 gives some examples of this variation.

Table 2.19: Examples of variable word order

| Form | Order | Maltese | English gloss |
| :--- | :--- | :--- | :--- |
| Declarative | SVO | Mary marret tgћum | 'Mary went swimming' |
| Declarative | VOS | marret tgћum Mary | 'went swimming Mary' |
| Declarative | OVS | tgћum marret Mary | 'swimming went Mary' |
| Question | SVO | Mary marret tgћum? 'Mary went swimming?' |  |
| Question | VOS | marret tgћum Mary? 'went swimming Mary?' |  |
| Question | OVS | tghum marret Mary? 'swimming went Mary?' |  |

Notwithstanding this, in the resource grammar we take a simpler approach and handle only one word order in each case: SVO for declaratives and VOS for questions. These are arguably
the most standard orders which are used most commonly. This of course has the effect that the grammar would be less effective for parsing open Maltese text.

### 2.4 Development and testing

### 2.4.1 Development tools

## RGL source code browser

This web-based tool ${ }^{5}$ allows the user to browse the source code of all modules in the RGL. Its main feature is the ability to search the scope of any module, thus allowing one to quickly reach the definition of a function which is inherited from some other module. This is achieved by using the --tags flag to the GF compiler, which produces so-called .tags files which contain all functions in the scope of each module. These files are processed and loaded by the RGL browser in an asynchronous fashion. The RGL browser was build to speed up resource grammar writing, by making it easy to look at implementations in other languages in order to inform one's own development.


Figure 2.1: Screenshot of the RGL browser tool

## Syntax tree editor

Another web tool developed during the work described in this thesis the syntax tree editor ${ }^{6}$, which allows the user to construct abstract syntax trees graphically according to some grammar.

[^9]While designed primarily for application grammars, it can also be used for constructing API trees and testing them out in some reference language. Figure 2.2 shows a screenshot of this tool.

## Syntax Editor

```
Grammar: ResourceDemo.pg
    UseCl : S
    TTAnt : Temp
        TFut : Tense
        ASimul : Ant
    PNeg : Pol
    PredVP : Cl
        UsePron : NP
            she_Pron : Pron
        UseV : VP
            die_v : v
UseCl (TTAnt (TFut) (ASimul)) (PNeg) (PredVP (UsePron (she_Pron)) (UseV (die_V)))
Clear Wrap... Unwrap
blow_V breathe_V burn_V come_V die_V dig_V fall_V float_V flow_V fly_V freeze_V go_V jump_V
laugh_V lie_V live_V play_V rain_V0 run_V sew_V sing_V sit_V sleep_V smell_V spit_V stand_V stop_V
swell_V swim_V think_V travel_V turn_V vomit_V walk_V
```

she won't die
m'hix se tmut
Figure 2.2: Screenshot of the syntax tree editor

### 2.4.2 Test methodology

The general methodology for testing GF resource grammars is as follows (Ranta, 2011):

1. For each feature / function being handled in the grammar, build up a list of abstract syntax trees (or API trees) which test this feature and write down their intended linearisations (gold standards).
2. This list can partially be built using the examples in the source code comments in each of the RGL's abstract syntax modules.
3. Write each function implementation to satisfy the gold standard, and check the actual linearisation produced by the grammar against the ideal one.
4. Each time a module is changed, re-run the regression test to ensure that no new bugs have been introduced.

In many cases it is helpful to choose one more reference languages, that is languages which have already been implemented in the RGL and which are familiar to the grammarian. Checking the linearisation of certain constructions in such a reference before implementing them in the current language is often useful. However, this comes with the proviso that resource grammars are not intended for general translation 'out of the box'. Rather, they should provide the means for an application grammarian to express what they want in a grammatically correct way. For this reason it can often be hard to judge whether the translation produce by a resource grammar is correct or not, as it would depend on the use of that grammar within the context of an application grammar.

### 2.4.3 Treebanks

A number of treebank files were written during development to test different specific aspects of the grammar. These treebanks are listed in table 2.20. In order to speed up the test-develop cycle, a simple script was written for linearising sets of test trees against the current grammar and indicating those those which are linearised incorrectly. The script is written in Haskell and uses the PGF Haskell library ${ }^{7}$ which is provided as part of the GF distribution. The script, along with the treebank files themselves, can be found under the test/regression/ directory of this work's source code repository (see appendix D).

The treebank files are written in a specific format which uses Org-mode syntax for plain text tables ${ }^{8}$. An example of this format is given below:

```
\begin{tabular}{|c|c|c|}
\hline | AST & | English & Maltese \\
\hline | DetCN (DetQuant IndefArt NumSg) (UseN airplane_N) & | an airplane & ajruplan \\
\hline DetCN (DetQuant Defart NumSg) (UseN airplane_N) & the airplane & l-ajruplan \\
\hline
\end{tabular}
```


## Verb inflection treebank

In addition to the treebanks listed in table 2.20, it would also be relevant to mention a small treebank of Maltese verb inflections also compiled during this work. This treebank ${ }^{9}$ consists of full inflection tables of 74 Maltese verbs of different paradigms, which have been tabulated in CSV format. This amounts to a total of 70,448 unique wordforms which have been manually checked. Unfortunately these could not be converted to the required format in the time available and are thus excluded from the results in the next section.

[^10]
### 2.4.4 Coverage

## Abstract function implementation

The following functions from the Numeraltransfer module were not implemented in the Maltese grammar:

```
active2passive dconcat digits2num digits2numeral dn dn10 dn100 dn1000 dn1000000a dn1000000b
    dn1000000c nd nd10 nd100 nd1000 nd1000000 num2digits
```

A bug in the GF compiler means that no warning is generated when these functions have no linearisation rules. However, these functions are in fact not implemented in any of the language implementations in the RGL and thus were not deemed essential.

## Regression test results

Table 2.20 shows the results of running the treebank regression tests against the version of the Maltese resource grammar at the time of publication. As can be seen, a considerable number of linearisations ( $15 \%$ ) do not match their gold standards. These failures can be generally attributed to one of the following:

- Irregular vowel changes in verbs (require more forms in the lexicon).
- Incorrect selection of stem form and / or suffix form when joining enclitic pronouns.
- Insufficient work on relative clauses.
- Errors in the use of the copula kien in some tense combinations.
- Bugs in the numerals module.

It is worth pointing out that the totals in the table give a measure to how well the grammar covers the treebank set itself; There is no measure however of how completely or evenly the treebanks cover the Maltese language in general. Note also that all the testing carried out is only evaluating linearisation; no testing is performed in the parsing direction.

Table 2.20: Treebank list and testing results

| Name | Description | Trees | Passed | Rate (\%) |
| :--- | :--- | ---: | ---: | ---: |
| ap | Adjectival phrases | 2 | 1 | 50.0 |
| articles | Articles | 5 | 5 | 100.0 |
| exx-resource | Wide-coverage treebank from testsuite/lib- | 186 | 111 | 59.7 |
|  | raries/in the GF repository |  |  |  |
| n-clitics | Enclitic pronouns on nouns | 49 | 35 | 71.4 |
| np | Noun phrases | 1 | 1 | 100.0 |

Continued on next page

| numerals-np | Numerals as determiners | 32 | 32 | 100.0 |
| :--- | :--- | ---: | ---: | ---: |
| numerals-simple | Numerals in isolation | 63 | 52 | 82.5 |
| phrases | Declarative and question clauses | 22 | 19 | 86.4 |
| prep | Prepositions | 24 | 24 | 100.0 |
| rel | Relative clauses | 4 | 0 | 0.0 |
| v-clitics-past | Enclitic pronouns on verbs, past simultan- | 392 | 336 | 85.7 |
|  | eous (perfective) |  |  |  |
| v-clitics-pres | Enclitic pronouns on verbs, present simultan- <br> eous (imperfective) | 392 | 368 | 93.9 |
| v-clitics-variants |  | 5 | 5 | 100.0 |
| vp | Verb phrases | 128 | 120 | 93.8 |
| vpslash | Verb phrases with missing complements | 2 | 2 | 100.0 |
|  |  |  | Total | 85.0 |

## Known shortcomings

Some other known shortcomings of the grammar which are not tested by the treebank tests are:

- Interaction with euphonic vowels and articles.
- i/j changes depending on preceding word (impossible in GF).
- Free word order


### 2.5 Problems encountered

### 2.5.1 Large inflection tables

The initial implementation of verb morphology was to handle enclitic pronouns in the inflection table of the verb. Combining inflections for subject, direct objects, indirect objects and polarity in a single table yielded an inflection table with roughly 1000 unique strings for each verb (see appendix C). This allowed very precise morphological control since compile-time strings can be pattern matched and modified.

However while this was technically possible, it led to problems with compile time for the grammar. The PGF format - to which GF grammars are compiled - stores all possible tokens individually, and having to compile record tables of this size started to become prohibitively slow.

As a result, the grammar had to be significantly refactored such that the verb inflection table was reduced to just stems, and all enclitic pronouns were suffixed via the bind operator at the syntax level. This is the standard approach to this problem in the RGL.

### 2.5.2 Binding of runtime tokens

Binding is a solution to the fact that (i) GF does not allow gluing suffixes to tokens at runtime, and (ii) storing hundreds or thousands of inflection forms in a table becomes very inefficient in terms of the time and space required to compile to PGF. This solution works by introducing a special bind token $\&+$ in between tokens which should be linearised as a single word during unlexing. This process of unlexing is deterministic and simple.

However, the lexing process - which requires the re-insertion of the bind token between stems and suffixes - can be problematic. Since this lexing must occur as a pre-processing step before input to the runtime, the lexer must essentially work without any access to the grammar rules defined in the GF modules. This means that without re-implementing potentially large parts of the morphological rules in an discrete lexer, ambiguities may arise. In Maltese for example, the suffix - $u$ may be an enclitic pronoun indicating possession on a noun, e.g. qalbu ('his heart'), as well as a regular conjugational ending of a verb: e.g. talbu ('they prayed'). The former is composed of the stem qalb and the pronominal suffix - $u$, which should be lexed into tokens ["qalb", "\&+", "u"]. However a naïve external lexer may also try to lex talbu in the same way, which would be incorrect.

Thus is it clear that any lexing process must have at least some knowledge of the grammar itself, although the current GF implementation has no real support for this. As a result, without further developments in the runtime, this resource grammar is of very limited use for parsing. The same is true of other resource grammars which using this binding solution.

### 2.5.3 Pattern matching on runtime strings

The inability to pattern match or perform any query operations on strings at runtime can have a big effect on the design of a grammar. This becomes especially evident when stem changes occur during affixation, often referred to as Sandhi. In Maltese for example, the verb fethet ('she opened') undergoes a vowel change from $e \rightarrow i$ when suffixed by an enclitic pronoun hom to become fettithom ('she opened them'). The joining of verb stems and suffixes occurs at the syntax level, for example in the Complslash function from the verbmlt module. Yet by this point it is too late to analyse the verb stem and perform any required vowel changes. Instead, all possible verb stems must be computed within the morphological paradigm and stored in its inflection table. The selection of the correct stem must then be based on some other criteria, such as parameter values.

### 2.5.4 Non-existent forms

## Partial functions

All functions in GF must be total; for example, if the function Passv2 has type signature v2 -> VP then it must be defined for any term of type v2. It is possible to imagine situations where no passive verb phrase can be constructed out of a certain 2-place verb. Yet it is not possible to implement Passv2 in such a way that it may only defined for some terms of type v 2 . This could
potentially be handled with dependent types on the abstract syntax level. However, since the RGL abstract syntax is language-independent this would be not be possible without losing some of this independence.

## Incomplete inflection tables

It is often the case that certain slots in inflection tables simply do not exist in the language. A prime example in Maltese is the dual form, which only a small number of nouns actually have. When it exists, this form is used to replace both noun and determiner, e.g. xagћarejn ('two months'). For nouns with no dual form, one uses the numeral for 'two' together with the plural form of the noun, e.g. żewg fliexken ('two bottles'). All objects of the same type must have the same linearisation type in GF. So if the linearisation type for a noun contains a slot for the dual form, what should this slot contain in the case of nouns with no dual?

The empty string "" would seem to be the logical choice, however this can create parsing ambiguities if it is ever included in a linearisation. To prevent against this, syntax-level functions need to be able to check whether a noun indeed supports the dual form or not. But because of the limitations on runtime strings (described above), it is impossible to check, at runtime, whether a string is the empty string or not. Attempting to use some garbage string instead of the empty string does not help the situation at all, and adds the risk of appearing in input completion. The solution to this is to store this information in some non-string field, such as a boolean hasDual field, which can be consulted at runtime.

The Maybe type As this turned out to be a fairly common occurrence in the Maltese resource grammar, a special Maybe type was defined as a generalisation of this programmatic idiom. This type is defined as a type which takes another type as a parameter, as follows:

```
oper
    Maybe : (t : Type) -> Type = \t -> {
    inner : t ;
    exists : Bool
    } ;
```

Thus the type Maybe Str becomes a record containing a string and boolean field indicating whether the former exists or not. This type and its supporting operations can be found in the Maybe.gf module in the RGL's prelude folder. An unfortunate downside to using the maybe type is that it causes a size explosion in the compiler when used in tables. This is explained below.

### 2.5.5 Parameters in tables

During the development of this resource grammar, it was discovered that using parameter fields within tables will cause an exponential explosion in the GF compiler. Consider the following example grammar:

```
concrete ParamConc of Param = open Prelude in {
```

```
param P = P1 | P2 | P3 | P4 ;
lincat
    S = Str ;
    A = P => P => {s:Str ; b:Bool} ;
lin
    Start a = (a!P1!P1).s;
    It = \\ _r_ => {s="abc" ; b=True} ;
}
```

When compiling this valid GF module with gf --verbose, the following debug message is produced:

```
+ Start 65536 (1,1)
```

This indicates that the compilation of the Start function produces 65536 productions in the resulting PMCFG. This number fits with the number of possible functions of type $P \rightarrow P \rightarrow$ Bool, which is $2^{4 \times 4}$. Removing the boolean field from the type gives instead $1^{4 \times 4}$ functions, and the size explosion disappears ${ }^{10}$. This behaviour means record types containing non-strings (such the maybe type above) should not be used inside tables. Alternative factorisations need to be found in such cases, in order to avoid exponential explosions during compile time.

[^11]
## Chapter 3

## Computational lexicon

This chapter begins by presenting a web application designed for collecting the heterogeneous lexical resources available for Maltese into a single database. After explaining the setup and implementation of this collection, we then go on to describe how it is combined with the resource grammar from the previous chapter to produce full-form computational lexicon.

### 3.1 Method

### 3.1.1 Sources

The approach adopted in this work for constructing a computational lexicon for Maltese is to first build a platform where all existing lexical resources can be gathered into a single collection. While there are some large, high quality print dictionaries available for Maltese (see section 1.2.1), the number and size of computational resources is only a fraction of this. Nevertheless, the hope is that an open platform for hosting and searching through resources from heterogeneous sources will be useful in its own right, and even attract the addition of new lexical resources that may become available in the future. The sources available at the time of writing were:

- An exhaustive list of all 4,142 root-and-pattern verbs (including hypothetical forms), from the verbal roots database (Camilleri \& Spagnol, 2013).
- A corpus of 654 broken plurals for both nouns and adjectives (Mayer et al. , 2013).
- A list of over 2,500 verbal nouns listed in the Aquilina dictionary and other sources (Ellul, 2013).
- A Basic English-Maltese dictionary containing some 5,454 English entries (Falzon, 2012).


### 3.1.2 Heterogeneous data

Traditional relational databases work with a strict schema system, whereby the structure of all data is fixed at design time and all entries in the database necessarily conform to this schema. In this work however we are dealing with lexical resources from distinctly different sources,
where the data structure does not in any way match between one source and the next. Given a fixed list of sources, it is not difficult to design a relational schema which accommodates the data from each; in the worst case this typically results in a large table with lots of null fields. But this solution will be problematic if one wants to include data from new resources that may become available in the future.

In order to maximise adaptability to future resources, this collection of resources must be flexible enough to support heterogeneous data as it is. This will not only avoid the problem of having to design an inefficient schema which is the union of the structure of all the current resources, but more importantly will ensure that future data can be easily added to the collection without having to conform to any specific schema. More information about how this is achieved can be found below in section 3.2.1.

### 3.1.3 Full-forms

Traditional dictionaries are organised by head word or lemma, where different word forms for that lemma are specified merely as suffixes. Take the following entry from the Serracino-Inglott (2003, p. 218) dictionary as an example:

ћtieġa n.f.s., pl. -t, -ijiet ...
The entry gives the singular form $\hbar t i e g \dot{a}$ ('need') as a head word, together with the suffixes which give the plural forms. These affixes however cannot be blindly appended to the head
 dictionary gives us some information about the other word forms for this lemma, it takes some further knowledge of the language in order to apply the rules correctly.

This is where the importance of having a full-form lexicon becomes apparent; even in cases where inflection is affix-based, other morpho-phonological rules can come into play. In cases where inflection is non-concatenative - which is often the case in Maltese - storing all inflected forms is essential if the lexicon is to be used for any kind of lookup or lemmatisation.

## Storing all forms versus generating them

Two options exist when it comes to building a full-form lexicon:

1. All word forms are stored as individual entries in a database, all linked to the parent head word.
2. Only the headword itself is stored, and inflected word forms are produced in real-time by some automaton.

The former option is generally more demanding in terms of space requirements, yet the latter option depends on the morphological predictability of the language in question. In the case of Maltese, the prevalence of unpredictable broken plurals for nouns and adjectives is a clear indication that some way of storing full forms is needed, even if other plurals may be
more regular. For verb inflections, the morphological processes are in fact more regular and the argument in favour of only generating full forms becomes stronger.

One could imagine a system which combines both a morphological automaton together with a database of full forms as some kind override to the former. In many ways, GF lexicons defined using smart paradigms essentially work in this way. However GF itself is not really suitable as a final storage format for a lexicon because it essentially enforces a fixed schema on its entries, and extending it with new words from different sources may require considerable refactoring.

This work opts for the former of the options presented above, that is storing all forms in a single database, without the use of any real-time morphological generator. Apart from making the system design simpler, this means that the lexicon can more effectively searched (using regular expressions, for example) and that its contents can be more easily converted or exported to some other format.

## Size calculations

Dalli (2002a) estimates that at least 30,000 lemmas must be identified in order to have significant coverage of all the Maltese language. As a comparison, Serracino-Inglott's Maltese dictionary (Serracino-Inglott, 2003) contains roughly 26,000 entries, while the Maltese-English volumes of Aquilina's (Aquilina, 1987, 1990) contain some 80,000. The total number of entries from the sources listed in the previous section amounts to almost 13,000. Note however that this does not take into account the duplicate entries appearing from different sources; the number of unique entries will therefore likely be lower.

Considering the worst-case inflectional forms of each of the major parts of speech, we have:

- Nouns have 5 plural forms, each of which can appear with or without enclitic pronouns, giving an upper bound of 40 word forms.
- Verbs have 952 forms (see appendix C) for the main moods/aspects, and 14 for present and past participles (which take no enclitic pronouns). This gives a total of 966 verb word forms.
- Adjectives have 3 inflection cases and 3 forms, making a total of 9 possible combinations.
- We will ignore inflections of other word classes such as prepositions and pronouns, as such structural words are generally of a fixed, small number.

In order to now estimate the total number of forms required over an entire lexicon, we must establish the distribution of the different parts of speech in a Maltese dictionary. An analysis of the digitised version of the Aquilina dictionary (MLRS, 2013) gives a worst-case total number of forms of 86 million. This calculation is broken down in table 3.1. While this figure is higher than Dalli's estimation of around 64 million unique wordforms (Dalli, 2002a, p. 69), it is certainly in the same order of magnitude. He goes on to estimate an average case of around 5.7 million unique wordforms (based on an "average word form" count of 72 (Mangion, 1999, p. 65)).

Table 3.1: Estimation of the number of word forms required in a full-form lexicon of Maltese. Counts for each part of speech are calculated from (MLRS, 2013).

| Part of speech | Count |  | Word forms | Subtotal |
| :--- | ---: | ---: | ---: | ---: |
| Noun | 198,237 | $(56.1 \%)$ | 40 | $7,929,480$ |
| Verb | 81,063 | $(22.9 \%)$ | 966 | $78,306,858$ |
| Adjective | 49,853 | $(14.1 \%)$ | 9 | 448,677 |
| Other | 24,361 | $(6.9 \%)$ | 1 | 24,361 |
| Total | 353,514 | $(100 \%)$ |  | $86,709,376$ |

### 3.2 Application

This section details the design and implementation of a database for collecting together the available lexical resources for Maltese, along with the web application for interfacing with this database, named G்abra (literally, 'collection'). Details on accessing this application can be found in appendix D .

### 3.2.1 Database

## Design

As discussed previously, a central principle in the database design for this collection is that it maximises flexibility and can accommodate heterogeneous data. To this end, a very general top-level structure is needed which should minimally accommodate the following:

1. A separation between lemma and wordform levels with a one-to-many relation from the former to the latter.
2. Arbitrary feature names and values for each wordform and lexeme.
3. Having a distinct entity for consonantal roots, which are shared by multiple entries of different lexical categories.
4. Links between lexemes which can be given arbitrary relation names and properties.
5. Attribution of any kind of entry to a source with associated licensing information.

The top-level structure adopted for this database is show in figure 3.1. Lexemes are the entries as we think of them in a dictionary. Each is represented minimally by a headword and POS tag, but can often include a gloss in English and other features common to the entire entry. Wordforms represent the inflected forms within a lexeme, and include the lemma as wordform. They only need to consist of a single string, but ideally will list the features that they inflect for. The roots are modelled as separate entities as they are shared by multiple lexemes. It could
be argued that this separation is unnecessary, and all the root information can be stored in the lexemes (de-normalised).

In addition to the above, all entries optionally have a source field which indicates the citation reference of the source of the entry. This exists so that the information stored in the database does not become disconnected from its original authors (the sources entity is not shown in the schema diagram).


Figure 3.1: Basic data schema used in the lexicon. Each box shows (in order) the entity name, the fields that are always present, and optional fields that only occur in some documents. All fields are of type string unless marked. Primary and foreign key fields are omitted.

## Realisation

The database engine chosen for implementing this lexicon is MongoDB ${ }^{1}$, a document-oriented system which stores data as JSON-style documents ${ }^{2}$ with dynamic schemas. The great advantage of this system is that documents in the same collection can have different structures, which is exactly what is needed in this project. This makes it very easy to add new features to any entry without changing the table schema and ending up with lots of null fields.

A side effect of this however is that the database engine does not itself handle joins, as with a traditional RDBMS. Thus when modelling data using MongoDB, data de-normalisation is often recommended ${ }^{3}$. This means that rather than splitting data between multiple tables and depending on foreign keys and joins, the same data may be stored in multiple locations. This introduces some overhead in maintenance and introduces a risk of data inconsistency, but makes data retrieval and searching easier and faster.
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## Importing data

Importing of data into the database was carried out using a number of scripts written in Haskell and using the mongodb Haskell library ${ }^{4}$. The general steps in each case are described below.

Verbal roots project database This data was available as a MySQL database, with one table for roots and another for verb forms. The import script made use of the mysql-simple Haskell library ${ }^{5}$ to query the database directly and insert the data into MongoDB.

Broken plurals This resource is made available in tab-separated format, which was straightforward to process. Each line of the original file contained a new form. In cases of adjectives, two singular entries would have the same plural e.g. abjad (m.sg.) and bajda (f.sg.) are separate entries which both have the plural bojod ('white'). The import script therefore detects these cases and labels them as adjectives. However this can fail with animate nouns which also have two genders, e.g. tabib ('male doctor'), tabiba ('female doctor') and tobba ('doctors'). In these cases the POS needs to be corrected manually since the source gives no other information to help disambiguation.

Verbal nouns In this case, the word list was only available as a Microsoft Word document containing a table spanning many pages. As this format is less amenable to direct extraction, the data was first copied-and-pasted into a text editor. This step eliminated the table structure by placing every cell on a new line, which could then be more easily processed using standard techniques. A disadvantage of this step is that all formatting information was lost in the conversion. In particular, entries formatted in italics indicating hypothetical words could no longer be distinguished.

Basic English-Maltese dictionary This dictionary has been made available in an XML format and therefore highly amenable to automatic processing. The import script for this resource uses the xml Haskell library ${ }^{6}$ for parsing XML. Unlike each of the importation steps described above, which work in isolation and provide non-overlapping sets of data, the importation of an entire dictionary must be able to handle duplicates. That is, if the lemma being imported already exists in the collection then their data should be merged, rather than a duplicate entry being created. The script runs in a batch mode but keeps logs about what entries were merged, which must be checked manually.
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### 3.2.2 Web application

## CakePHP framework

CakePHP ${ }^{7}$ is an open-source web development framework written in PHP. It uses a MVC (model-view-controller) architecture to cleanly separate data, business logic and user interface. The framework is typically used with relational databases, however a data source implementation exists which allows it to be used with MongoDB ${ }^{8}$.

## User interface

Browsing Figures 3.2 and 3.3 show screenshots of the online lexicon application. The former shows how one can browse and search by root and derivational form, which aims to replicate the same interface as in the online database of root and pattern verbs (Camilleri \& Spagnol, 2013). The latter is an example of searching through the lexeme entries, which is the primary way in which a lexicon is usually used. Figure 3.4 shows the detail page for a single entry, where all the wordforms for that lexeme are displayed and can be filtered.


Figure 3.2: Searching for a root by regular expression in the computation lexicon

Searching All search terms in the application are treated as regular expressions. A regex helper interface is provided on roots page to help users unfamiliar with regex syntax (shown being used in figure 3.2). In order to prevent against slow database queries, the beginning of string anchor $\wedge$ is inserted automatically before all queries. This a merely a user-interface
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Figure 3.3: Searching for a wordform by substring in the computation lexicon
restriction; the database engine itself allows any regex query to be run. Any search term given is looked for in all the wordforms in the system, or optionally in the English glosses if one one wishes to use the lexicon for translation.

Feedback As mistakes may be made during the importation or automatic inflection processes, it is useful to include a system for users to report any errata or omissions they may come across. All wordforms displayed in the web application are accompanied with a small icon which can be clicked to instantly report an entry as incorrect. These reports can then be checked manually and corrected as necessary. Wordforms already marked as incorrect and pending review are marked in red, as shown in figure 3.4.

Apart from reporting errors, the application also includes a system for users to suggest new additions to the collection. This option shows up when somebody searches for a term which produces no results. Submissions are also placed in a moderation queue which must be checked manually by the maintainers.

### 3.2.3 Web service

Apart from a user interface, this web application also includes a web service to facilitate accessing the resource from from other scripts / applications. The response format can be either JSON or XML. The API for the web service is still considered as beta and will likely change if / when the web service begins to be used by other developers.

### 3.2.4 Issues

## Loading data

Even with no joins, loading large amounts of data can sometimes be slow, especially over a network. To improve the user experience, the loading of data is often performed asynchronously within the application. This does not decrease the total amount of time required (it may

```
kiteb
\begin{tabular}{ll} 
Pos & V \\
Gloss & 1. write \\
& 2. recruit \\
& 3. register \\
& 4. feed a computer \\
Root & k-t-b \\
Features & Form 1 common trans. \\
Source & \(\underline{\text { Spagnol2011 }}\) \\
\hline
\end{tabular}
```


## Word forms

| Aspect | Subject | Direct object | Indirect object | Polarity | Surface form |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf v | P3 Sg Masc ${ }^{\text {- }}$ |  | - | - |  |
| Perf | P3 Sg Masc |  |  | Pos | kiteb (1) |
| Perf | P3 Sg Masc |  |  | Neg | kitebx |
| Perf | P3 Sg Masc |  | P1 Sg | Pos | kitebli |
| Perf | P3 Sg Masc |  | P1 Sg | Neg | kiteblix © |
| Perf | P3 Sg Masc |  | P2 Sg | Pos | kiteblek |
| Perf | P3 Sg Masc |  | P2 Sg | Neg | kiteblekx |
| Perf | P3 Sg Masc |  | P3 Sg Masc | Pos | kiteblu © |
| Perf | P3 Sg Masc |  | P3 Sg Masc | Neg | kiteblux (1) |
| Perf | P3 Sg Masc |  | P3 Sg Fem | Pos | kitebilha © |

Figure 3.4: Viewing the details of a particular entry, where one can filter through the wordforms
even increase it slightly), but giving the user at least some information quickly feels a lot better than making them wait for a long time and then displaying it all at once.

## Search performance

In our application most searches are carried out on the wordforms.surface_form field. Despite containing over 4 million forms, using a database index on the field makes searching time very good. In most cases the response time is under 100 ms , even when searching using regular expressions. Yet some queries do take much longer to complete (in the order of seconds), generally when the beginning-of-string anchor $\wedge$ is omitted. Table 3.2 gives some example queries and their response times.

Table 3.2: Example database queries and response times

| Type | Query | Response time (ms) |
| :--- | :--- | :--- |
| Basic text search | db.wordforms.find(\{"surface_form":"skrejjen"\}) | $<100$ |
|  |  | Continued on next page |

```
Anchored regex db.wordforms.find({"surface_form":/^skrej/}) < 100
General regex db.wordforms.find({"surface_form":/skrej/}) ~ 4000
```

One could use an alternative engine for searching, e.g. Apache Solr ${ }^{9}$. However the response times in the application are generally acceptable and do not warrant a more heavy-duty solution.

## Native sorting

MongoDB has a sort command which uses an inbuilt sorting algorithm for ordering documents by some field. Specifically, when sorting Unicode strings the database engine will sort in order of binary representation. Apart from not being able to perform case-insensitive searches, this also means that one cannot search according lexicographically according to the Maltese alphabet; the letters $\dot{c}, \dot{g}, \hbar$ and $\dot{z}$ are incorrectly sorted after the letter $z$, and $g \hbar$ and $i e$ are not correctly treated a digraphs.

This means, for example, that gara ('neighbour') would be sorted after zuntier ('churchyard'), though it should come before it. Since the sorting scheme does not support digraphs, a word containing the $g \hbar$ such as gharaf ('he recognised') is erroneously sorted after gara ('he threw'). Sorting by custom collations is not currently supported by the MongoDB engine, however it has been marked a planned feature ${ }^{10}$. Until this is implemented, sorting can instead be performed at the application level. The disadvantage with this is that it excludes the possibility of using the database engine to efficiently provide pagination by combining the sort() and limit() commands.

### 3.3 Monolingual GF dictionary

With all the lexical entries gathered together in a computational lexicon, a monolingual GF grammar module can be easily constructed. In following the RGL convention, this consists of matching abstract and concrete modules named DictMltAbs.gf and DictMlt.gf respectively. These are included with the rest of the Maltese resource grammar described in chapter 2.

### 3.3.1 Method

The method for generating a monolingual GF dictionary from a word list is quite straightforward:

1. For each lemma in the lexicon, a valid GF function identifier is generated which is guaranteed to be unique. This is often an ASCII-ised version of the lemma combined with some unique identifier and suffixed with the POS. In the case of verbs, for example, we

[^15]include the derived form number and root radicals where relevant. Thus rikeb ('he rode') becomes rikeb_RKB_1_9451_V.
2. A function is defined in the abstract syntax module for this identifier, with a category to match its POS.
3. A linearisation for this function is defined in the concrete syntax module, which uses a smart paradigm for the particular POS and supplying (minimally) a lemma form. In the case of Maltese verbs, the root is also supplied since this information is available in the lexicon.

At the end of this process one has a pair of modules which together constitute a monolingual dictionary in GF. As with the rest of a resource grammar, such modules are typically not used directly but imported in other application grammars as required.

## Quality

It is common to require some post-editing of the generated dictionary grammars since invariably in some cases the wrong paradigm will be chosen. As dictionaries are often quite large however, this might turn into a somewhat time-consuming task.

While GF smart paradigms are generally designed to work with minimal information, all relevant data that exists in the source word list can and should be be used in order to improve the accuracy of the smart paradigm. Specifically, valency information would help in order to choose between the correct forms of each lexical category, such as v, v2 etc. Unfortunately only minimal amounts of valency information is available in the given sources and thus can only be made use of to a small extent.

### 3.3.2 Dictionary modules

A monolingual dictionary in GF has function identifiers which are not shared with other languages. For this reason, the dictionary must consist of both an abstract and concrete module. The following is an example from each:

```
abstract DictMltAbs = Cat ** {
    fun rikeb_RKB_1_9451_V : V ;
}
concrete DictMlt of DictMltAbs = CatMlt ** open ParadigmsMlt in {
    lin rikeb_RKB_1_9451_V = mkV "rikeb" (mkRoot "r-k-b") ;
}
```


### 3.4 Generating full forms

After creating a monolingual dictionary module as described in the previous section, this module can be used with the GF runtime in order to produce full forms for each of our lexemes. This task is also carried out using a Haskell script, which accesses a compiled version of the dictionary modules using the PGF library.

### 3.4.1 Nouns

For nouns which do not already have an explicit plural form included in the lexicon, just the use of the smart paradigm alone will provide a plural form. This can be found by using the linearise -table command.

In cases where nouns take a postclitic pronoun to indicate possession, one cannot simply look at its inflection table since clitics are handled at the syntax level. Instead, a template tree is constructed and linearised with the bind lexer in order to produce the correctly inflected form. For nouns, the following template tree was used:

```
DetCN (DetQuant (PossPron <DO>) NumSg) <N>
```

where $\langle\mathrm{DO}\rangle$ is the pronoun indicating the direct object (possessor) and $\langle\mathrm{N}\rangle$ is the noun under analysis.

### 3.4.2 Adjectives

For adjectives, simply using the linearise command on the lexical units is enough to get the inflections for gender and number, and the forms for comparative and superlative.

### 3.4.3 Verbs

For verbs, the situation is a lot more complex, Since a number of morphological features are produced by syntactic constructors in the grammar, we again need to use template trees for producing inflections. At the top level, sentences in the different tenses and polarities are generated using these templates:

```
Perfective: UseCl (TTAnt TPast ASimul) <Pol> (PredVP (UsePron <Subj>) <Cl>)
Imperfective: UseCl (TTAnt TPres ASimul) <Pol> (PredVP (UsePron <Subj>) <Cl>)
Imperative: UttImpSg <Pol> (ImpVP <Cl>)
    UttImpPl <Pol> (ImpVP <Cl>)
```

where <cl> is a clause, which may be defined in many ways depending on what combination of object clitics is being produced:

```
Direct: UseV <V>
DO: ComplSlash (SlashVa <V>) (UsePron <DO>)
IO: AdvVP (ComplSlash (SlashVa <V>) <NP>) (PrepNP for_Prep (UsePron <IO>))
DO + IO: AdVVP (ComplSlash (SlashVa <V>) (UsePron <DO>)) (PrepNP for_Prep (UsePron <IO>))
```

The meta-variables in the above trees are summarised below:

| Placeholder | Meaning | Example |
| :--- | :--- | :--- |
| <CN> | Common noun | UseN foot_N, UseN2 father_N2 |
| <Pol> | Polarity | PPos, PNeg |
| <Subj> | Subject | i_Pron, youPl_Pron |
| <Cl> | Clause | (see above) |
| <V> | Verb | go_V |
| <DO> | Direct object pronoun | i_Pron, youPl_Pron |
| <IO> | Indirect object pronoun | i_Pron, youPl_Pron |
| <NP> | Noun phrase | DetCN (DetQuant DefArt NumSg) (UseN door_N) |

## Speed

While the scripts are relatively straightforward, the one for verbs in particular can take a considerable length of time to finish running. This happens simply because there so many trees need to be linearised by the grammar. Running the full-form script on the four thousand verbs available in the collection yielded the following:

```
time runghc wordforms.hs
real 293m38.611s
user 282m50.424s
sys 2m51.348s
```


## Chapter 4

## Conclusions

This final chapter ends the thesis by highlighting the most major contributions of this work, together with its limitations. After a brief summary of related work in this field, we conclude with some directions for future work.

### 4.1 Contributions

All in all, the goals set out in the beginning of this thesis have all been met successfully. The main contributions of this work can be summarised as follows.

1. The first computational grammar of Maltese covering both syntax and morphology, and which is freely available as open-source software.
2. A new language implementation for the GF Resource Grammar Library. Maltese is the $28^{\text {th }}$ language to be added to the library, and the first complete implementation of a Semitic language. It is also the $11^{\text {th }}$ resource grammar to have a monolingual dictionary module.
3. An online collection of digital lexical resources for Maltese, which is searchable in a unified way and whose contents is freely available. It is hoped that this collection platform can become the first complete full-form computational lexicon for Maltese.

### 4.2 Limitations

### 4.2.1 Grammar limitations

## Coverage

Despite all the work put into the development of the resource grammar, there are a number of known limitations in terms of coverage of the Maltese language.

- Interactions at word boundaries do not work perfectly. Some phenomena, such as the insertion of euphonic vowels with the definite article are incomplete, while others such
as the $i / j$ switching depending on preceding words are not handled at all due to limitations in GF.
- Sandhi rules, which determine stem changes when enclitic pronouns are suffixed to words are encoded but there are known exceptions which have not been handled.
- Maltese' free word order is not captured at all; clauses of a particular type have a fixed word order.
- Relative clauses have not been extensively tested.
- The current version of the grammar does not pass all the treebank tests created during the development (see table 2.20).


## Evaluation

In addition to known issues in coverage above, it also relevant to mention limitations in the evaluation process itself.

- The treebanks are developed manually to test known critical areas of the grammar, but there is no measure of how completely they cover the actual Maltese language. Coverage of the RGL abstract syntax and coverage of the target language are two different things.
- The calculation of treebank scores is very simply defined as the percentage of successful linearisations. This means that these scores are essentially skewed by the number of test trees written to cover each feature of the language. It is likely that in the current treebank set, verb inflections are covered more extensively than any other aspect of Maltese.
- A typical way to qualitatively test a resource grammar is by using it in an application grammar for some particular use case. This was not carried out at all as part of this work for lack of time.


### 4.2.2 Lexicon limitations

## Database

- As mentioned in section 3.2, the chosen database engine does not allow sorting by a custom collation, which in the case of Maltese means that results shown to the user might not be sorted as they would expect.
- Despite using database indexes on searchable fields, open regex searches can become a little slow to execute, depending on the search term used. To alleviate this, all regex searches received from the web application are prefixed with the beginning-of-string anchor $\wedge$. This reduces slightly the search capabilities offered to the user.
- No versioning or auditing of any kind is kept by the database engine, which means that any changes made are irreversible. This introduces a risk of data corruption which is only mitigated against by having regular database backups as data dumps.


## Web application

- The user interface for the web application was designed in an ad hoc manner and no real study or research was performed into user interfaces for online lexica. No tracking of website usage is recorded by the application, so there is thus no way of analysing usage in order to improve the interface.
- The user facilities for reporting mistakes and adding new contributions to the lexicon are completely anonymous and there is no protection against spam. Requiring users to register and login before providing feedback would increase the number of steps required and likely reduce the amount feedback received.
- A single bug in the morphological grammar can produce hundreds or thousands of incorrect word forms. Firstly, this may be distracting to users who may try to flag each of them individually (with no added benefit). Secondly, no method has been put in place for regenerating incorrect word forms after making a change in the grammar.


### 4.3 Related work

### 4.3.1 Computational linguistics resources for Maltese

Much of the background for Maltese computational linguistics - in particular the Maltilex project - is discussed in section 1.2.3. This section mentions some more disparate works which are or less direct relevance or use to this work. A useful background on some of the past work in Maltese computation linguistics can be found in (Dalli, 2002a, section 2.5).

The earliest mentioned morphological analyser for Maltese seems to been written by Galea (1996) in an undergraduate project entitled "Morphological Analysis of Maltese Verbs". Unfortunately neither the source code nor the publication itself were available at the time of writing.

Another verb morphology generator for Maltese was written by Ramon Casha from the Malta Linux User Group. The work is unpublished and was obtained via personal communication with the author. While it is known to have been used to generate a aspell dictionary for Maltese ${ }^{1}$, no metrics for its coverage could be found. A continuation of this work has recently been undertaken by Mike Vella ${ }^{2}$.

A proprietary online English-Maltese dictionary is maintained by Ian Vella ${ }^{3}$, containing some 12,219 English entries. The dictionary contains no other lexical information.

Methods for building a computational lexicon for Maltese based on corpus extraction are covered at length in (Dalli, 2002b). The primary difficulty with this approach is that stemming or lemmatisation in a language with a rich, non-concatenative morphology is especially tough.

Dalli et al. (2004) describes the use of web services for linguistic resources, focusing mainly on system architectures and communication protocols. Web service technologies have matured

[^16]considerably since this paper was written, and recommendations therein are no longer terribly relevant.

A standard tag-set for the tagging of textual documents in Maltese has been developed by Gatt et al. (2003). This tag list, which is used in the annotation of the second version of the MLRS corpus can also be found on the MLRS website ${ }^{4}$.

### 4.3.2 GF resource grammars

An undergraduate project at the University of Malta by Zammit (2012) also looked at the implementation of a GF resource grammar for Maltese. For lack of time, that project focused mainly on clause-level syntax. Some contributions from that piece of work have helped the design process of the current version of the grammar. However the source code from this work was not made available and thus no substantial effort at combining code bases was possible. The source code presented in this work is all original, and has only been contributed to conceptually by Zammit.

GF resource grammars exist for numerous languages of all language families and can be found in various stages of completion. A complete list of publications associated with the other languages in the GF resource grammar library can be found at the Grammatical Framework website ${ }^{5}$.

### 4.3.3 Grammar formalisms

Numerous grammar formalisms have developed in the past few decades which are based on the natural language theory that the grammatical constituents are distinguished a lexical arguments or functions from one set of arguments to another. This class of "lexicalised" theories of grammar are called categorial grammars.

Tree-Adjoining Grammar (TAG) (Joshi \& Schabes, 1997) is a formalism similar to contextfree grammars, which describes the rewriting of trees rather than symbols. The XTAG project ${ }^{6}$ uses lexicalised TAGs to build a wide-coverage grammar for English. It also serves as a grammar development system including a parser and morphological analyser.

Combinatory Categorial Grammar (CCG) (Steedman \& Baldridge, 2005) is an efficiently parsable and linguistically expressive grammar formalism which relies on combinatory logic. It is another type of phrase-structure grammar, which generates constituency-based structures.

Lexical Functional Grammar (LFG) (Kaplan \& Bresnan, 1995) is a framework for phrase structure grammars which focuses mainly on syntax and its relation to morphology and syntax. The Pargram project ${ }^{7}$ is an international collaboration pf LFG-based grammar and semantics development. It aims to produce wide coverage grammars for a number of languages written in LFG and with a commonly-agreed-upon set of grammatical features.

[^17]Head- driven Phrase Structure Grammar (HPSG) (Pollard \& Sag, 1994) is a highly lexicalised generative grammar theory, where the lexicon has a richly structured hierarchy of types. In most applications, HPSG grammars are used as stand-alone wide-coverage parsers. SignBased Construction Grammar (SBCG) (Sag et al. , 2012) is a more recent formalism based on HPSG. The LinGO Grammar Matrix (Bender et al. , 2002) is an HPSG-based framework for the development of broad-coverage, precision, implemented grammars for diverse languages. LingGO Matrix grammars are available under open source licenses.

CCGs, TAGs and Head Grammars have been shown to all be weakly equivalent to each other, in the sense that they all define the same string languages (Vijay-Shanker \& Weir, 1994).

Regulus (Rayner et al. , 2006) is a multilingual platform for compiling unification grammars for speech-based applications. It provides open-source resource grammars for a handful of languages.

Functional morphology (FM) (Forsberg \& Ranta, 2004) presents a method for implementing natural language morphology in Haskell, which has been applied to small number of languages. It can be thought of as a fragment of GF embedded in Haskell, yet some phenomena such as stem-internal vowel changes are easier to write in FM due to Haskell's more powerful string and list processing functions.

### 4.3.4 Rule-based translation

Apertium ${ }^{8}$ is an open-source system for rule-based machine translation (RBMT). Unlike GF, its rules are transfer-based and there is no language-independent representation of meaning. Partial implementations exist for translation from Maltese to Arabic ${ }^{9}$ and Hebrew ${ }^{10}$, but these could not be used in any tangible way in the current work.

GramTrans ${ }^{11}$ is a cross-platform machine translation platform which is also transfer based. It offers free web-based translation for the Scandinavian languages, but the source code is proprietary.

### 4.4 Future work

### 4.4.1 Grammar extensions

- The primary task that this work leads to is of course increasing the coverage of the resource grammar to include the failed cases from the treebank tests, and the other limitations in the grammar noted in section 4.2.1. The treebanks accompanying the grammar should also be extended accordingly.
- The Extra abstract module distributed with GF is not a part of the RGL API but contains a number of constructions which languages can optionally implement. Many of these extra

[^18]constructions apply to Maltese too, such as verb phrase conjunction via the VPI category.

- If the resource grammar is to be used for parsing of open-domain text, a specific parse grammar should be written which augments the current resource grammar with variants for spelling and word orders.
- Perhaps the best way of testing the robustness of a resource grammar is to use it as a library in some domain-specific application grammar. Numerous application grammars in GF have been developed over the years in various sizes, and adding Maltese versions of these grammars can serve as a quick and fun way of testing the behaviour of the resource grammar.


### 4.4.2 Lexing solution

The bind solution for affixation in GF is described in section 2.5.2. This solves a problem when linearising text, however introduces a problem when attempting to parse. These bind tokens need to be re-introduced during lexing, but this is not necessarily a trivial task. To date, no satisfactory and general solution exists for this problem within GF, which means that grammars using binding for affixation can perform very poorly when it comes to parsing.

Having a solution to this lexing problem would benefit many of the languages in the RGL. Ideally this process should be handled internally by the GF runtime itself, using a grammar's own rules to extract a lexer. Solving this within the GF runtime would mean that it would instantly benefit all languages using binding.

### 4.4.3 A linked Maltese WordNet

Given a computational lexicon with English glosses, one could use this for reverse-lookup and attempt to create a linked version of the Princeton WordNet. This would involve looking up each entry from the English WordNet in the Maltese lexicon and using each result as a translation. Some work on using linked WordNets to bootstrap large-scale GF dictionaries has already been carried out with Bulgarian, German, Finnish and Hindi, with varying levels of success (Virk, 2013, ch. 5).

## Appendix A

## Resource grammar structure

## A. 1 Categories

Figure A. 1 shows the categories defined in the Resource Grammar Library and how they fit in the generalised linguistic hierarchy defined by the library. Table A. 1 describes these categories, giving examples in English and Maltese for each.


Figure A.1: Principal dependencies of phrasal and lexical categories in the RGL. Lexical categories appear in boxes rather than ellipses. Taken from http:/ /www.grammaticalframework.org/lib/doc/synopsis.html

Table A.1: Description of the RGL categories, with examples. Taken from http:/ /www.grammaticalframework.org/lib/doc/synopsis.html

| Category | Explanation | English | Maltese |
| :---: | :---: | :---: | :---: |
| A | one-place adjective | warm | stun |
| A2 | two-place adjective | married | miżżeweğ |
| AP | adjectival phrase | very warm | stun ћafna |
| AdA | adjective-modifying adverb | very | ћafna |
| AdN | numeral-modifying adverb | at least | mill-inqas |
| AdV | adverb directly attached to verb | always | dejjem |
| Adv | verb-phrase-modifying adverb | in the house | fid-dar |
| Ant | anteriority | simultaneous, anterior |  |
| cadv | comparative adverb | more than | iktar minn |
| CN | common noun (without determiner) | red house | dar ћamra |
| Card | cardinal number | seven | sebgha |
| Cl | declarative clause, with all tenses | she walks with you | timxi maghkom |
| Comp | complement of copula, such as AP | very warm | stun ћafna |
| Conj | conjunction | and | $u$ |
| Det | determiner phrase | those seven | dawk is-seba' |
| Digits | cardinal or ordinal in digits | 1,000/1,000th | 1,000 |
| IAdv | interrogative adverb | why | ghalfejn |
| IComp | interrogative complement of copula | where | fejn |
| IDet | interrogative determiner | how many | kemm |
| IP | interrogative pronoun | who | min |
| Imp | imperative | look at this | tares lejn dan |
| Interj | interjection | alas | sfortunatament |
| N | common noun | house | dar |
| N2 | relational noun | brother | \#u |
| N3 | three-place relational noun | distance | distanza |
| NP | noun phrase (subject or object) | the red house | id-dar ћamra |
| Num | number determining element | seven | sebgha |
| Numeral | cardinal or ordinal in words | five/fifth | ћames/ћames |
| Ord | ordinal number (used in Det) | seventh | tames |
| PConj | phrase-beginning conjunction | therefore | allura |
| PN | proper name | Paris | Parigi $i$ |
| Phr | phrase in a text | but don't walk | imma timxix |
| Pol | polarity | positive, negative |  |
| Predet | predeterminer (prefixed Quant) | all | kollha |
| Prep | preposition, or just case | in | fi |
| Pron | personal pronoun | she | $h i$ |
| QCl | question clause, with all tenses | why does she walk | ghalfejn timxi |
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| QS | question | where did she live | fejn ghexet |
| :---: | :---: | :---: | :---: |
| Quant | quantifier ('nucleus' of Det) | this/these | dan/dawn |
| RCl | relative clause, with all tenses | in which she lives | li fiha tghix |
| RP | relative pronoun | in which | li fiha |
| RS | relative | in which she lived | li fiha ghexet |
| S | declarative sentence | she lived here | ghexet hawn |
| Sc | embedded sentence or question | that he thinks | li jatseb |
| Subj | subjunction | if | jekk |
| Temp | temporal and aspectual features | past anterior |  |
| Tense | tense | present, past, future |  |
| Text | text consisting of several phrases | He is here. Why? | Huwa hawn. Gћalfejn? |
| Utt | sentence, question, word... | be quiet | oqghod kwiet |
| $v$ | one-place verb | sleep | raqad |
| V2 | two-place verb | love | ћabb |
| V2A | verb with NP and AP complement | paint | pitter |
| V2Q | verb with NP and Q complement | ask | saqsa |
| V2S | verb with NP and S complement | answer | wieġeb |
| V2v | verb with NP and V complement | beg | ttallab |
| V3 | three-place verb | give | $t a$ |
| VA | adjective-complement verb | become | sar |
| VP | verb phrase | is very warm | huwa stun ћafna |
| VPSlash | verb phrase missing complement | give to John | ta lil Ġanni |
| VQ | question-complement verb | wonder | kkuntempla |
| vs | sentence-complement verb | say | qal |
| vv | verb-phrase-complement verb | want | ried |
| Voc | vocative or "please" | please | jekk jghoġbok |

## A. 2 Modules

Figure A. 2 shows the module structure of the Maltese resource grammar. This follows the standard module division in the RGL. Tables A. 2 and A. 3 describe the contents of each module.

Table A.2: Summary of concrete modules in the Resource Grammar Library (for non-functor languages). Adapted from
http: / / www.grammaticalframework.org/lib/doc/gfdoc/sources.html

## Concrete module Contains

| All | Top-level module including irregular and extra |
| :--- | :--- |
| Lang | Combination of grammar and lexicon |
| Irreg | Irregularly inflected words |
| Extra | Language-specific extra constructs not available via the common API |
| Grammar | All grammar rules, but no content lexicon |


| Lexicon | Content word lexicon (348 entries, common to all languages) |
| :--- | :--- |
| Dict | Large-scale monolingual dictionary, typically extracted from an open-source <br> lexicon |
| Structural | Structural word lexicon |
| Noun | Constructors for NP, CN, Det |
| Verb | Constructors for VP, VPSlash, Comp |
| Adjective | Constructors for A, AP |
| Adverb | Constructors for Adv, AdV |
| Numeral | Constructors for Numeral, Digits |
| Sentence | Constructors for S, Cl, SC |
| Relative | Constructors for RS, RCl, RP |
| Conjunction | Coordination rules |
| Phrase | Constructors for Phr, Utt |
| Idiom | Idiomatic constructions |
| Question | Constructors for QS, QCl, IP |
| Cat | Lincats of all categories |

Table A.3: Summary of common resource modules

| Resource module | Contains |
| :--- | :--- |
| Paradigms | Morphological paradigms for constructing lexical entries |
| Morpho | Low-level morphological operations |
| Res | Basic oper and param definitions which are used throughout the grammar |

## A. 3 Paradigms

Tables A. 4 to A. 7 list the paradigms and constants in the Maltese resource grammar, made available through the Paradigmsmlt module.

Table A.4: Morphological paradigms: constructors

| Function | Type | Explanation |
| :--- | :--- | :--- |
| masculine | Gender | - |
| feminine | Gender | - |
| singular | Number | - |
| plural | Number | - |
| form1 | VDerivedForm | Binyan I: daћal |
| form2 | VDerivedForm | Binyan II: daћћal |
| form3 | VDerivedForm | Binyan III: wiegeb |
| form4 | VDerivedForm | Binyan IV: wera |
| form5 | VDerivedForm | Binyan V: daれћћal |
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| form6 | VDerivedForm | Binyan VI: twieġeb |
| :---: | :---: | :---: |
| form7 | VDerivedForm | Binyan VII: ndaちal |
| form8 | VDerivedForm | Binyan VIII: ftakar |
| form9 | VDerivedForm | Binyan IX: sfar |
| form10 | VDerivedForm | Binyan X: stieden |
| strong | VClass | Strong tri. verb: kiteb ( $\sqrt{ }$ ктв $)$ |
| liquidMedial | vclass | Strong liquid-medial tri. verb: ћareğ ( $\sqrt{ } \mathrm{HRG}$ ) |
| geminated | VClass | Strong geminated tri. verb: $\hbar a b b$ ( $\sqrt{\text { нвв }}$ ) |
| assimilative | VClass | Weak-initial tri. verb: wieġeb ( $\sqrt{ }$ w'̇в $)$ |
| hollow | VClass | Weak-medial tri. verb: ried ( $\sqrt{ } \mathrm{RJD}$ ) |
| lacking | VClass | Weak-final tri. verb: mexa ( $\sqrt{ } \mathrm{M} \times \mathrm{J}$ ) |
| defective | VClass | Gћ-final tri. verb: qata' ( $\sqrt{ }$ QtGн) |
| quad | VClass | Strong quad. verb: harbat ( $\sqrt{\text { HRBT }}$ ) |
| quadWeak | VClass | Weak-final quad. verb: kanta ( $\sqrt{ }$ кNTJ $)$ |
| irregular | vclass | Irregular verb: af ( $\sqrt{ }{ }^{\prime \prime}$ ) |
| loan | VClass | Loan verb: ipparkja (no root) |

Table A.5: Morphological paradigms: nouns

| Function | Type | Explanation |
| :---: | :---: | :---: |
| mkN | Str -> N | Noun paradigm 1: Take the singular and infer plural |
| mkN | Str -> Gender -> N | Noun paradigm 1: Explicit gender |
| mkN | Str -> Str -> N | Noun paradigm 1: Take the singular and explicit plural |
| mkN | Str -> Str -> Gender -> N | Noun paradigm 1: Explicit gender |
| mkN | Str -> Str -> Str -> N | Noun paradigm 1x: Take singular and both plurals |
| mkN | Str -> Str -> Str -> Gender -> N | Noun paradigm 1x: Explicit gender |
| mkNColl | Str -> N | Noun paradigm 2c: Collective form only |
| mkNColl | Str -> Str -> N | Noun paradigm 2b: Collective and plural |
| mkNColl | Str -> Str -> Str -> N | Noun paradigm 2: Singular, collective and plural |
| mkNColl | Str -> Str -> Str -> Str -> N | Noun paradigm 2 x : Singular, collective and both plurals |
| mkNNoPlural | Str -> N | Noun paradigm 3: No plural |
| mkNNoPlural | Str -> Gender -> N | Noun paradigm 3: Explicit gender |
| mkNDual | Str -> N | Noun paradigm 4: Infer dual, plural and gender from singular |
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| mkNDual | Str -> Str $->$ Str -> N | Noun paradigm 4: Singular, dual, <br> plural |
| :--- | :--- | :--- |
| mkNDual | Str -> Str -> Str -> Gender -> N | Noun paradigm 4: Explicit gender |
| mkNDual | Str -> Str -> Str -> Str -> N | Noun paradigm 4x: Singular, dual, <br> both plurals |
| mkNDual | Str -> Str -> Str -> Str -> Gender -> N | Noun paradigm 4x: Explicit gender |
| mkPN | Str -> Gender -> Number -> ProperNoun | Proper noun |
| mkN2 | N -> Prep -> N2 | - |
| mkN2 | N -> Str -> N2 | - |
| mkN2 | N -> N2 | use "ta"', |
| mkN3 | Noun -> Prep -> Prep -> N3 | - |
| mossN | N -> N | Mark a noun as taking possessive en- |

Table A.6: Morphological paradigms: verbs

| Function | Type | Explanation |
| :---: | :---: | :---: |
| mkRoot | Root | Null root |
| mkRoot | Str -> Root | From hyphenated string: "k-t-b" |
| mkRoot | Str -> Str -> Str -> Root | Tri-consonantal root |
| mkRoot | $\begin{aligned} & \text { Str -> Str -> Str -> Str -> } \\ & \text { Root } \end{aligned}$ | Quadri-consonantal root |
| mkVowels | Vowels | Null vowel sequence |
| mkVowels | Str -> Vowels | Only single vowel |
| mkVowels | Str -> Str -> Vowels | Two-vowel sequence |
| mkV | Str -> V | With no root, automatically treat as loan verb |
| mkV | Str -> Root -> V | Take an explicit root, implying it is a root \& pattern verb |
| mkV | Str -> Str -> Root -> V | Takes an Imperative of the word for when it behaves less predictably |
| mkV | VClass -> VDerivedForm -> <br> Root -> Vowels -> Str -> Str <br> -> Str -> Str -> Str -> Str <br> -> Str -> Str -> Str -> Str <br> -> Str -> Str -> Str -> Str <br> -> Str -> Str -> V | All forms: mkV (Strong Regular) (FormI) (mkRoot "k-t-b") (mkVowels "i" "e") "ktibt" "ktibt" "kiteb" "kitbet" "ktibna" "ktibtu" "kitbu" "nikteb" "tikteb" "jikteb" "tikteb" "niktbu" "tiktbu" "jiktbu" "ikteb" "iktbu" |
| mkV_II | Str -> Root -> V | Form II verb: mkV_II "waqqaf" (mkRoot "w-q-f") |
| mkV_II | Str -> Str -> Root -> V | Form II verb with explicit imperative form: mkv_II "waqqaf" "waqqaf" (mkRoot "w-q-f") |
| $m k V \_I I I$ | Str -> Root -> V | Form III verb: mkv_III "qiegћed" (mkRoot "q-gh-d") |
| $m k V \_V$ | Str -> Root -> V | Form V verb: mkv_v "twaqqaf" (mkRoot "w-q-f") |
| mkV_VI | Str -> Root -> V | Form VI verb: mkv_VI "tqiegћed" (mkRoot "q-gh-d") |


| mkV_VII | Str -> Str -> Root -> V | Form VII verb: mkV_VII "xeћet" "nxteћet" (mkRoot "x-ћ-t") |
| :---: | :---: | :---: |
| mkV_VIII | Str -> Root -> V | Form VIII verb: mkv_VIII "xteћet" (mkRoot "x-ћt") |
| mkV_IX | Str -> Root -> V | Form IX verb: mkv_IX "sfar" (mkRoot "s-f-r") |
| mkV_X | Str -> Root -> V | Form X verb: mkv_X "staghġeb" (mkRoot "gh-g-b") |
| presPartv | Str -> V -> V | Add the present participle to a verb: $\begin{aligned} & \text { iereg } \\ & \text { g }\end{aligned}$ |
| presPartv | Str -> Str -> Str -> V -> V | Add the present participle to a verb: ћiereğ, ћierg̀a, tiergin |
| pastPartV | Str -> V -> V | Add the past participle to a verb: miktub |
| pastPartv | Str -> Str -> Str -> V -> V | Add the past participle to a verb: miktub, miktuba, miktubin |
| mkVs | V -> vs | sentence-compl |
| mkV3 | V -> V3 | ditransitive: $t a$, |
| mkV3 | V -> Prep -> Prep -> V3 | two prepositions: kellem, ma', fuq |
| mkV3 | V -> Prep -> V3 | one preposition: ta, , lil |
| mkV2V | v -> Prep -> Prep -> V2V | ried, _ lil |

Table A.7: Morphological paradigms: others

| Function | Type | Explanation |
| :---: | :---: | :---: |
| mkConj | Str -> Conj | Conjunction: wieћed tnejn u tlieta |
| mkConj | Str -> Str -> Conj | Conjunction: wieћed, tnejn u tlieta |
| mkA | Str -> A | Regular adjective with predictable feminine and plural forms: bravu |
| mkA | Str -> Str -> A | Infer feminine from masculine; no comparative form: sabit, sbieћ |
| mkA | Str -> Str -> Str -> A | Explicit feminine form; no comparative form: sabit, sabina, sbieћ |
| mkA | Str -> Str -> Str -> Str -> A | All forms: sabiћ, sabiћa, sbieћ, isbah |
| sameA | Str -> A | Adjective with same forms for masculine, feminine and plural: blu |
| mkA2 | A -> Prep -> A2 | - |
| mkA2 | A -> Str -> A2 | - |
| mkAS | A -> AS | - |
| mkAdv | Str -> Adv | post-verbal adverb: illum |
| mkAdV | Str -> AdV | preverbal adverb: dejjem |
| mkAdA | Str -> AdA | adverb modifying adjective: pjuttost |
| mkAdN | Str -> AdN | adverb modifying numeral: madwar |



Figure A.2: Module dependency graph of the Maltese resource grammar. Dotted ellipses indicate resource modules, while dotted lines indicate opening (as opposed to module extension). Modules NounMlt to QuestionMlt are grouped together only for clarity. Abstract modules have been omitted.

## Appendix B

## Lexicon analyses

## B.1 Analysis of noun paradigms

Table B. 1 shows an analyses of the noun entries from the common RGL lexicon. For each, we have tabulated all possible forms of the noun assigned a paradigm number, described below. For more information about the different noun paradigms, please refer to section 2.2.3.

| $\mathbf{1 ( x )}$ | Singular, Determinate plural (with Indeterminate plural) |
| :--- | :--- |
| $\mathbf{2 ( x )}$ | Singular, Collective, Determinate plural (with Indeterminate plural) |
| $\mathbf{2 b ( \mathbf { x } )}$ | Collective, Determinate plural (with Indeterminate plural) |
| $\mathbf{2 c}$ | Collective only |
| $\mathbf{3}$ | Singular only |
| $\mathbf{4 ( \mathbf { x } )}$ | Singular, Dual, Determinate plural (with Indeterminate plural) |

## B.1.1 Determinate and indeterminate plurals

While nouns many have both plural forms, it seems that in reality there are very few nouns which actually have both simultaneously. Specifically:

- $14(\sim 7 \%)$ have both forms, though many of these arguably sound archaic, e.g. $\dot{g} b i e l$ (for gebliet, 'stones'), xgћur (for xagћariet, 'hairs'), gћejun (for gћajnejn, 'eyes').
- $158(\sim 86 \%)$ have just a determinate plural
- 3 ( $\sim 1 \%$ ) have just an indeterminate plural
- $9(\sim 5 \%)$ have neither plural form. This is usually compensated by a collective form (e.g. baqar, 'cows'), a dual (e.g. rig̀lejn, 'legs') or simply a singulative (e.g. plastik, 'plastic').

Table B.1: Analysis of noun plural forms

| Lexicon entry | Paradigm | Singular | Collective | Dual | Det. Plural | Ind. Plural |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| airplane_N | 1 | ajruplan | - | - | ajruplani | - |
| animal_N | 1 | annimal | - | - | annimali | - |
| apartment_N | 1 | appartament | - | - | appartamenti | - |
| apple_N | 2 | tuffieћia | tuffieh | - | tuffiehat | - |
| art_N | 3 | arti | - | - | - | - |
| ashes_N | 1 | rmied | - | - | rmiet | - |
| baby_N | 1 | tarbija | - | - | trabi | - |
| back_N | 1 | dahar | - | - | dhur | - |
| bank_N | 1 | bank | - | - | bankijiet | - |
| bark_N | 1 | qoxra | - | - | qoxriet | - |
| beer_N | 1 | birra | - | - | birer | - |
| belly_N | 1 | żaqq | - | - | żquq | - |
| bike_N | 1 | rota | - | - | roti | - |
| bird_N | 1 | gћasfur | - | - | ghasafar | - |
| blood_N | 2 b | - | demm | - | dmija | - |
| boat_N | 1 | dgћajsa | - | - | dgћajjes | - |
| bone_N | 2 | gћadma | g九adam | - | g九admiet | - |
| book_N | 1 | ktieb | - | - | kotba | - |
| boot_N | 2 | żarbuna | żarbun | - | zraben | - |
| boss_N | 1 | mghallem | - | - | mghallmin | - |
| boy_N | 1 | tifel | - | - | tfal | - |
| bread_N | 2 | ћobża | $\hbar$ ¢ozz | - | ћobżiet | - |
| breast_N | 1 | sider | - | - | sdur | - |
| brother_N2 | 1 | ћu | - | - | aћwa | - |
| butter_N | 2b | - | butir | - | butirijiet | - |
| camera_N | 1 | kamera | - | - | kameras | - |
| cap_N | 1 | kappell | - | - | kpiepel | - |
| car_N | 1 | karozza | - | - | karozzi | - |
| carpet_N | 1 | tapit | - | - | twapet | - |
| cat_N | 1 | qattus | - | - | qtates | - |
| ceiling_N | 1 | saqaf | - | - | soqfa | - |
| chair_N | 1 | siğġu | - | - | siġgijiet | - |
| cheese_N | 2 | ġobna | g'obon | - | gobniet | - |
| child_N | 1 | tifel/tifla | - | - | tfal | - |
| church_N | 1 | knisja | - | - | knejjes | - |
| city_N | 1 | belt | - | - | bliet | - |
| cloud_N | 2 | staba | stab | - | shabiet | - |
| coat_N | 1 | kowt | - | - | kowtijiet | - |
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| computer_N | 1 | kompjuter | - | - | kompjuters | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| country_N | 1 | pajjiz | - | - | pajjizi | - |
| cousin_N | 1 | kuğin | - | - | kuğini | - |
| cow_N | 2 | baqra | baqar | - | baqriet | - |
| day_N | 1 | ġurnata | - | - | $\dot{\text { granet }}$ | - |
| distance_N3 | 1 | distanza | - | - | distanzi | - |
| doctor_N | 1 | tabib | - | - | tobba | - |
| dog_N | 1 | kelb | - | - | klieb | - |
| door_N | 1 | bieb | - | - | bibien | - |
| dust_N | 2 | traba | trab | - | trabiet | - |
| ear_N | 4 | widna | - | widnejn | widniet | - |
| earth_N | 1 | art | - | - | artijiet | - |
| egg_N | 2 | bajda | bajd | - | bajdiet | - |
| enemy_N | 1 | gћadu | - | - | gћedewwa | - |
| eye_N | 4 x | ghajn | - | gћajnejn | gћajnejn | gћejun |
| factory_N | 1 | fabbrika | - | - | fabbriki | - |
| fat_N | 2x | xaћma | xaћam | - | xaFmiet | xahmijiet |
| father_N2 | 1 | missier | - | - | missirijiet | - |
| feather_N | 2 | rixa | rix | - | rixiet | - |
| fingernail_N | 4 | difer | - | difrejn | dwiefer | - |
| fire_N | 1 | nar | - | - | nirien | - |
| fish_N | 2 | \#uta | tut | - | tutiet | - |
| floor_N | 1 | art | - | - | artijiet | - |
| flower_N | 1 | fjura | - | - | fjuri | - |
| fog_N | 2c | - | cipar | - | - | - |
| foot_N | 4 | sieq | - | saqajn | saqajn | - |
| forest_N | 1 | foresta | - | - | foresti | - |
| fridge_N | 1 | frig̀g | - | - | friġgijiet | - |
| friend_N | 1 | ћabib | - | - | ћbieb | - |
| fruit_N | 2x | frotta | frott | - | frottiet | frottijiet |
| garden_N | 1 | ġnien | - | - | ġonna | - |
| girl_N | 1 | tifla | - | - | tfal | - |
| glove_N | 1 | ingwanta | - | - | ingwanti | - |
| gold_N | 2b | - | deheb | - | dehbijiet | - |
| grammar_N | 1 | grammatika | - | - | grammatiki | - |
| grass_N | 2 | ћaxixa | \#axix | - | пхејjex | - |
| guts_N | 1x | musrana | - | - | musraniet | msaren |
| hair_N | 2x | xagћara | xagћar | - | xagћariet | xgћur |
| hand_N | 4 | id | - | idejn | idejn | - |
| harbour_N | 1 | port | - | - | portijiet | - |
| hat_N | 1 | kappell | - | - | kpiepel | - |


| head＿N | 1 | ras | － | － | rjus | － |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| heart＿N | 1 | qalb | － | － | qlub | － |
| hill＿N | 1 | gholja | － | － | gholjiet | － |
| horn＿N | 1 | ћorn | － | － | ћornijiet | － |
| horse＿N | 1 | żiemel | － | － | $\dot{z}$ wiemel | － |
| house＿N | 1 | dar | － | － | djar | － |
| husband＿N | 1 | ragel | － | － | rġiel | － |
| ice＿N | 1 | silg | － | － | silgiet | － |
| industry＿N | 1 | industrija | － | － | industriji | － |
| iron＿N | 2 x | ћadida | ћadid | － | Ładidiet | tdejjed |
| king＿N | 1 | re | － | － | rejjiet | － |
| knee＿N | 4 | rkoppa | － | rkopptejn | rkoppiet | － |
| lake＿N | 1 | g九adira | － | － | gћadajjar | － |
| lamp＿N | 1 | lampa | － | － | lampi | － |
| language＿N | 1 | lingwa | － | － | lingwi | － |
| leaf＿N | 4 | werga | － | werqtejn | wergiet | － |
| leather＿N | 1 | gilda | － | － | gildiet | － |
| leg＿N | 4 | riğel | － | riğlejn | riğlejn | － |
| liver＿N | 1 | fwied | － | － | ifdwa | － |
| louse＿N | 1 | qamla | － | － | qamliet | － |
| love＿N | 1 | mћabba | － | － | mれabbiet | － |
| man＿N | 1 | raġel | － | － | rgiel | － |
| meat＿N | 2 x | latma | laћam | － | latmiet | lahmijiet |
| milk＿N | 2 bx | － | ћalib | － | ћalibijiet | ћlejjeb |
| moon＿N | 1 | qamar | － | － | oqmra | － |
| mother＿N2 | 1 | omm | － | － | ommijiet | － |
| mountain＿N | 1 | muntanja | － | － | muntanji | － |
| mouth＿N | 1 | ちalq | － | － | ちluq | － |
| music＿N | 1 | mużika | － | － | mużiki | － |
| name＿N | 1 | isem | － | － | ismijiet | － |
| neck＿N | 1 | g九onq | － | － | gћenuq | － |
| newspaper＿N | 1 | gazzetta | － | － | gazzetti | － |
| night＿N | 1 | lejl | － | － | ljieli | － |
| nose＿N | 1 | mnieher | － | － | mniłrijiet | － |
| number＿N | 1 | numru | － | － | numrui | － |
| oil＿N | 1 | $\dot{z}$ ejt | － | － | zjut | － |
| paper＿N | 1 | karta | － | － | karti | － |
| peace＿N | 1 | paci | － | － | pacijiet | － |
| pen＿N | 1 | pinna | － | － | pinen | － |
| person＿N | 2 b | － | persuna | － | persuni | － |
| planet＿N | 1 | pjaneta | － | － | pjaneti | － |
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| plastic_N | 3 | plastik | - | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| policeman_N | 3 | pulizija | - | - | - | - |
| priest_N | 1 | qassis | - | - | qassisin | - |
| queen_N | 1 | reg̀ina | - | - | rġejjen | - |
| question_N | 1 | mistoqsija | - | - | mistoqsijiet | - |
| radio_N | 1 | radju | - | - | radjijiet | - |
| rain_N | 3 | xita | - | - | - | - |
| reason_N | 1 | raġun | - | - | raġunijiet | - |
| religion_N | 1 | religjon | - | - | reliġjonijiet | - |
| restaurant_N | 1 | restorant | - | - | restoranti | - |
| river_N | 1 | xmara | - | - | xmajjar | - |
| road_N | 1x | triq | - | - | triqat | toroq |
| rock_N | 2 | blata | blat | - | blatiet | - |
| roof_N | 1 | saqaf | - | - | soqfa | - |
| root_N | 1 | qherq | - | - | qћeruq | - |
| rope_N | 1 | tabel | - | - | ちbula | - |
| rubber_N | 1 | gomma | - | - | gomom | - |
| rule_N | 1 | regola | - | - | regoli | - |
| salt_N | 1 | melh | - | - | meltiet | - |
| sand_N | 2 | ramla | ramel | - | ramliet | - |
| school_N | 1 | skola | - | - | skejjel | - |
| science_N | 1 | xjenza | - | - | xjenzi | - |
| sea_N | 4 | batar | - | batrejn | ibtra | - |
| seed_N | 1 | żerriegha | - | - | żerrigћat | - |
| sheep_N | 2 | nagtiga | ngћag̀ | - | naghgiet | - |
| ship_N | 1 | vapur | - | - | vapuri | - |
| shirt_N | 1 | qmis | - | - | qomos | - |
| shoe_N | 1 | żarbun | - | - | zraben | - |
| shop_N | 1 | tanut | - | - | twienet | - |
| silver_N | 1 | fidda | - | - | fided | - |
| sister_N | 1 | oht | - | - | aћwa | - |
| skin_N | 1 | gilda | - | - | gildiet | - |
| sky_N | 1 | sema | - | - | smewwiet | - |
| smoke_N | 1 | duћћan | - | - | dћaћen | - |
| snake_N | 1 | serp | - | - | sriep | - |
| snow_N | 2c | - | borra | - | - | - |
| sock_N | 1 | kalzetta | - | - | kalzetti | - |
| song_N | 1 | kanzunetta | - | - | kanzunetti | - |
| star_N | 1 | stilla | - | - | stilel | - |
| steel_N | 3 | azzar | - | - | - | - |
| stick_N | 1 | lasta | - | - | lasti | - |
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| stone_N | 2 x | ġebla | gebel | - | gebliet | ġbiel |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| stove_N | 1 | kuker | - | - | kukers | - |
| student_N | 1 | student | - | - | studenti | - |
| sun_N | 1 | xemx | - | - | хтих | - |
| table_N | 1 | mejda | - | - | mwejjed | - |
| tail_N | 1 | denb | - | - | dnieb | - |
| teacher_N | 1 | ghalliem | - | - | gћalliema | - |
| television_N | 1 | televixin | - | - | televixins | - |
| tongue_N | 1 | lsien | - | - | ilsna | - |
| tooth_N | 1x | sinna | - | - | sinniet | snien |
| train_N | 1 | ferrovija | - | - | ferroviji | - |
| tree_N | 2 | sig̀ra | siğar | - | sig̀riet | - |
| university_N | 1 | università | - | - | universitàjiet | - |
| village_N | 1 | ratal | - | - | rtula | - |
| war_N | 1 | gwerra | - | - | gwerrer | - |
| water_N | 1 | ilma | - | - | ilmijiet | - |
| wife_N | 1 | mara | - | - | nisa | - |
| wind_N | 1 | rit | - | - | rjieћ | - |
| window_N | 1 | tieqa | - | - | twieqi | - |
| wine_N | 2b | - | nbid | - | nbejjed | - |
| wing_N | 1 | ġewnat | - | - | ġwienat | - |
| woman_N | 1 | mara | - | - | nisa | - |
| wood_N | 1 | injam | - | - | injamiet | - |
| worm_N | 2 | dudu | dud | - | dudiet | - |
| year_N | 4 | sena | - | sentejn | snin | - |

## B. 2 Analysis of verb participles

Another analysis carried out on the RGL lexicon module is that of verb participles. As can be seen in table B.2, many verbs have a past participle but very few have a present one.

Table B.2: Analysis of verb participles

| Lexicon entry | Perf. P3 Sg Masc | Present Participle | Past Participle |
| :--- | :--- | :--- | :--- |
| add_v3 | żied | - | miżjud |
| answer_v2s | wieġeb | - | mwiegeb |
| ask_v2Q | saqsa | - | mistoqsi |
| become_vA | sar | - | misjur |
| beg_v2v | ttallab | - | mitlub |
| bite_v2 | gidem | - | migdum |
| blow_v | nefaћ | - | minfuћ |
| break_v2 | kiser | - | miksur |
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| breathe_V | respira | - | - |
| :---: | :---: | :---: | :---: |
| burn_V | ћaraq | - | matruq |
| buy_V2 | xtara | - | mixtri |
| close_V2 | ghalaq | - | magћluq |
| come_V | gie | $\dot{g}$ ej | migjub |
| count_V2 | ghadd | - | mgћadd |
| cut_V2 | qata' | - | maqtugh |
| die_V | miet | - | mejjet |
| dig_V | ћaffer | - | mhaffer |
| do_V2 | ghamel | - | maghtmul |
| drink_V2 | xorob | - | mixrub |
| eat_V2 | kiel | - | mikul |
| fall_v | waqa' | - | mwaqqa' |
| fear_V2 | $b e \dot{z} a^{\prime}$ | - | $m b e \dot{z} \dot{z} a^{\prime}$ |
| fear_vs | beża' | - | mbė̇żza' |
| fight_V2 | g'gieled | - | miğg̀ieled |
| find_V2 | sab | - | misjub |
| float_V | gham | - | - |
| flow_V | gћadda | - | mghoddi |
| fly_v | tar | - | mtajjar |
| forget_V2 | nesa | - | minsi |
| freeze_V | ffriza | - | ffrizat |
| give_V3 | $t a$ | - | moghti |
| go_V | mar | sejjer | - |
| hate_V2 | bagћad | - | mibghud |
| hear_V2 | sema' | - | mismugh |
| hit_V2 | laqat | - | milqut |
| hold_V2 | żamm | - | miżjum |
| hope_Vs | xtaq | - | mixtieq |
| hunt_V2 | kaċciać | - | kkaċcjat |
| jump_V | qabeż | - | maqbuz |
| kill_V2 | qatel | - | maqtul |
| know_V2 | af | - | - |
| know_VQ | af | - | - |
| know_Vs | af | - | - |
| laugh_V | danak | - | - |
| learn_V2 | tghallem | - | - |
| leave_V2 | telaq | - | mitluq |
| lie_V | mtedd | - | mimdud |
| like_V2 | gћoġob | - | - |
| listen_V2 | sema' | - | mismugh |
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| live_V | ghex | - | - |
| :---: | :---: | :---: | :---: |
| lose_V2 | tilef | - | mitluf |
| love_V2 | $\hbar a b b$ | - | maFbub |
| open_V2 | fetah | - | miftut |
| paint_V2A | pitter | - | mpitter |
| play_V | daqq | - | - |
| play_V2 | lagћab | - | - |
| pull_V2 | gibed | - | mig̈bud |
| push_V2 | mbotta | - | mbuttat |
| put_V2 | qieghed | - | mqiegћed |
| rain_V0 | xita | - | - |
| read_V2 | qara | - | moqri |
| rub_V2 | ghorok | - | - |
| run_V | ġera | - | miğri |
| say_vs | qal | - | - |
| scratch_V2 | barax | - | mibrux |
| see_V2 | ra | - | muri |
| seek_V2 | fittex | - | mfittex |
| sell_V3 | biegh | - | - |
| send_V3 | bagћat | - | mibghut |
| sew_V | tat | - | metijut |
| sing_V | kanta | - | kantat |
| sit_V | poġga | - | poġğut |
| sleep_V | raqad | rieqed | mraqqad |
| smell_V | xamm | - | mixmum |
| speak_V2 | kellem | - | mitkellem |
| spit_V | beżaq | - | mibżuq |
| split_V2 | qasam | - | maqsum |
| squeeze_V2 | ghasar | - | mgћasur |
| stab_V2 | mewwes | - | mmewwes |
| stand_V | qaghad | - | mqiegћed |
| stop_V | waqaf | wieqaf | mwaqqaf |
| suck_V2 | rada' | - | mradda' |
| swell_V | ntefah | - | minfuћ |
| swim_V | gћam | - | - |
| switch8off_V2 | tefa | - | mitfi |
| switch8on_V2 | xeghel | - | mixghul |
| talk_V3 | kellem | - | mitkellem |
| teach_V2 | ghallem | - | mghallem |
| think_V | ћaseb | ћosbien | maћsub |
| throw_V2 | waddab | - | mwaddab |
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| tie_V2 | qafel | - | maqful |
| :---: | :---: | :---: | :---: |
| travel_V | vvjağġa | - | vvjaġgat |
| turn_V | dar | - | mdawwar |
| understand_V2 | fehem | - | mifhum |
| vomit_V | qala' | - | maqlugh |
| wait_V2 | stenna | - | mistenni |
| walk_V | mexa | miexi | mmexxi |
| wash_v2 | tasel | - | matsul |
| watch_V2 | ra | - | - |
| win_V2 | rebat | - | mirbuћ |
| wipe_v2 | mesat | - | mimsuћ |
| wonder_VQ | kkuntempla | - | kkuntemplat |
| write_V2 | kiteb | - | miktub |

## B. 3 Vowel changes

As in many languages, affixation in Maltese often causes vowel changes in the word stem. The sections below cover some common ambiguous cases of this.

## B.3.1 Object suffixes

Consider the inflected verb form rajna ('we saw') and the pronominal suffix $-k$ indicating P 2 sg . as a direct object. According to (Brother Henry F.S.C., 1980, p. 166), whenever a verb ending in $-a$ has an enclitic pronoun suffixed to it, the joining vowel changes to an ie. Thus rajna $+-k$ $\rightarrow$ rajniek ('we saw you'). This rule is clearly established, despite the fact that based on how it sounds as a native speaker a shorter-vowel spelling rajnik seems more natural.

Searching for both versions in the Maltese corpus, in fact, reveals that both forms appear equally as often as each other. In general, looking at the frequency counts for tokens ending in -jniek and -jnik, the former occurs 17 times and the latter 18 times.

A identical situation exists with enclitic pronouns for indirect objects too. Thus kantajna + -ilek $\rightarrow$ kantajnielek ('we sang for you'), even though kantajnilek sounds like a more accurate transcription of the spoken form. The corpus results are again split, reporting 11 occurrences of tokens ending in jnielek, and 10 for jnilek. (Borg \& Azzopardi-Alexander, 1997) claims the former is correct, with an ie.

When combining both direct and indirect pronominal suffixes, one would expect the same rule as above to apply. This would produce the forms rajniehulek ('we saw it for you') and kantajniehulek ('we sang it for you'). The corpus, however, contains exactly zero tokens which end with iehulek, and a significant 92 which finish with ihulek. So in this case, the corpus results seem to contradict the rule. Some personal communication on the 'Kelmet il-Malti' Facebook group ${ }^{1}$ seems to indicate that the rule cited above no longer applies, and the more natural

[^19]principle of vowel length seems to dictate the orthography. So we instead get kantajnihulek and ftatnihulek as correct forms.

## B.3.2 Vowel length and negation

Consider the verbs waqaf ('he stopped'), kiel ('he ate'), and $\hbar a$ ('he took'). \#Note that the latter two are irregular, however I think they are still valid for the point I want to make. Their imperfect forms all consist of a stem containing the long vowel ie: jieqaf, jiekol, and jieћu respectively. Negation of the Maltese verb, which involves the suffixation of $-x$, tends to move emphasis of towards the end of the word and means that any long vowel ie must change into a shorter $i$ or $e$ (Azzopardi, 2007, p. 92). This yields the forms jiqafx, jikolx and jitux for P3 Sg Masc and jiqfu, jiklux and jiŁdux for P3 Pl.

A small frequency analysis in the corpus highlights an interesting pattern. Table B. 3 shows the frequency of each variant spelling as a percentage of the number of occurrences of the positive form (for which there is no variation in spelling).

Table B.3: Corpus study of vowel length changes under negation

| P3 Sg Masc Pos. | Neg. ie | Neg. $\boldsymbol{i}$ | P3 P1 Pos. | Neg. ie | Neg. $\boldsymbol{i}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| jieqaf | $3.76 \%$ | $4.66 \%$ | jieqfu | $3.45 \%$ | $3.18 \%$ |
| jiekol | $1.44 \%$ | $1.83 \%$ | jieklu | $1.48 \%$ | $1.28 \%$ |
| jieћu | $0.48 \%$ | $0.73 \%$ | jieћdu | $0.41 \%$ | $0.42 \%$ |

What there numbers show is that when considering the singular negative, the version without the long ie vowel is more common in all cases. For example, jikolx is more common than jiekolx - as the rule dictates. For plural negatives however, it's almost the complete opposite. Put simply, jieklux is slightly more frequent than jiklux, although admittedly the difference in frequency is less pronounced: $7 \%$ in the plural compared to $12 \%$ in the singular, for the given example.

In conclusion, it seems that the rules in grammar books do not always agree with the frequency results from the corpus. This is perhaps not surprising, but it does go to show that statistical majority in the corpus does not necessarily aligned with correctness.

## Appendix C

## Inflectional forms of a Maltese verb

Table C. 1 shows the full table of inflectional forms of the verb fetat ('he opened'). For brevity, we refrain from including glosses in every table row. The meaning of each of the object clitic combinations can be summarised in table 2.6.

Note that we are counting forms with suffixed pronouns as individual forms; in the grammar however they are treated as separate clitics which are bound together with verb stems. Dashes in the right-most column indicate combinations which do not exist for semantic reasons (see Borg \& Azzopardi-Alexander (1997, p. 360)). Specifically, in the case of P1 and P2 the object pronoun (both direct and indirect) cannot be of the same person as the subject. Such constructions are technically imaginable though, and the resource grammar does not prevent these forms.

Table C.1: Full inflection table for the verb fetath ('he opened')

| Tense | Subject | Direct obj. | Indirect obj. | Positive | Negative |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf. | P1 Sg | - | - | ftatt | ftaitx |
| Perf. | P1 Sg | P1 Sg | - | - | - |
| Perf. | P1 Sg | P1 Pl | - | - | - |
| Perf. | P1 Sg | P2 Sg | - | ftahtek | ftahtekx |
| Perf. | P1 Sg | P2 Pl | - | ftattkom | ftahtkomx |
| Perf. | P1 Sg | P3 Sg Masc | - | ftahtu | ftatux |
| Perf. | P1 Sg | P3 Sg Fem | - | ftattha | ftaththiex |
| Perf. | P1 Sg | P3 Pl | - | ftatithom | ftathomx |
| Perf. | P1 Sg | - | P1 Sg | - | - |
| Perf. | P1 Sg | - | P1 Pl | - | - |
| Perf. | P1 Sg | - | P2 Sg | ftatitlek | ftatitlekx |
| Perf. | P1 Sg | - | P2 Pl | ftahtilkom | ftattilkomx |
| Perf. | P1 Sg | - | P3 Sg Masc | ftattlu | ftattlux |
| Perf. | P1 Sg | - | P3 Sg Fem | ftattilha | ftattilhiex |
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| Perf. | P1 Sg | - | P3 Pl | ftatithom | ftatithomx |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf. | P1 Sg | P3 Sg Masc | P1 Sg | - | - |
| Perf. | P1 Sg | P3 Sg Masc | P1 Pl | - | - |
| Perf. | P1 Sg | P3 Sg Masc | P2 Sg | ftatthulek | ftathulekx |
| Perf. | P1 Sg | P3 Sg Masc | P2 Pl | ftahthulkom | ftahthulkomx |
| Perf. | P1 Sg | P3 Sg Masc | P3 Sg Masc | ftahthulu | ftatthulux |
| Perf. | P1 Sg | P3 Sg Masc | P3 Sg Fem | ftatthulha | ftahthulhiex |
| Perf. | P1 Sg | P3 Sg Masc | P3 Pl | ftatthulhom | ftaththlhomx |
| Perf. | P1 Sg | P3 Sg Fem | P1 Sg | - | - |
| Perf. | P1 Sg | P3 Sg Fem | P1 Pl | - | - |
| Perf. | P1 Sg | P3 Sg Fem | P2 Sg | ftatthielek | ftatthielekx |
| Perf. | P1 Sg | P3 Sg Fem | P2 Pl | ftahthielkom | ftahthielkomx |
| Perf. | P1 Sg | P3 Sg Fem | P3 Sg Masc | ftahthielu | ftahthielux |
| Perf. | P1 Sg | P3 Sg Fem | P3 Sg Fem | ftatthielha | ftaththilhiex |
| Perf. | P1 Sg | P3 Sg Fem | P3 Pl | ftatthielhom | ftaththielhomx |
| Perf. | P1 Sg | P3 Pl | P1 Sg | - | - |
| Perf. | P1 Sg | P3 Pl | P1 Pl | - | - |
| Perf. | P1 Sg | P3 Pl | P2 Sg | ftatthomlok | ftatthomlokx |
| Perf. | P1 Sg | P3 Pl | P2 Pl | ftatthomlkom | ftahthomlkomx |
| Perf. | P1 Sg | P3 Pl | P3 Sg Masc | ftatthomlu | ftahthomlux |
| Perf. | P1 Sg | P3 Pl | P3 Sg Fem | ftatthomlha | ftathomlhiex |
| Perf. | P1 Sg | P3 Pl | P3 Pl | ftatthomlhom | ftahthomlhomx |
| Perf. | P1 Pl | - | - | ftatina | ftatniex |
| Perf. | P1 Pl | P1 Sg | - | - | - |
| Perf. | P1 Pl | P1 Pl | - | - | - |
| Perf. | P1 Pl | P2 Sg | - | ftatniek | ftafniekx |
| Perf. | P1 Pl | P2 Pl | - | ftahniekom | ftatniekomx |
| Perf. | P1 Pl | P3 Sg Masc | - | ftatnieh | ftatnihx |
| Perf. | P1 Pl | P3 Sg Fem | - | ftatnieha | ftatnihiex |
| Perf. | P1 Pl | P3 Pl | - | ftatniehom | ftanniehomx |
| Perf. | P1 Pl | - | P1 Sg | - | - |
| Perf. | P1 Pl | - | P1 Pl | - | - |
| Perf. | P1 Pl | - | P2 Sg | ftatnielek | ftatnielekx |
| Perf. | P1 Pl | - | P2 Pl | ftatnielkom | ftatnielkomx |
| Perf. | P1 Pl | - | P3 Sg Masc | ftatnielu | ftatnielux |
| Perf. | P1 Pl | - | P3 Sg Fem | ftatnielha | ftatnilhiex |
| Perf. | P1 Pl | - | P3 Pl | ftatnielhom | ftatnielhomx |
| Perf. | P1 Pl | P3 Sg Masc | P1 Sg | - | - |


| Perf. | P1 Pl | P3 Sg Masc | P1 Pl | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf. | P1 Pl | P3 Sg Masc | P2 Sg | ftatniehulek | ftatniehulekx |
| Perf. | P1 Pl | P3 Sg Masc | P2 Pl | ftatniehulkom | ftatniehulkomx |
| Perf. | P 1 Pl | P3 Sg Masc | P3 Sg Masc | ftaFniehulu | ftatniehulux |
| Perf. | P 1 Pl | P3 Sg Masc | P3 Sg Fem | ftatniehulha | ftatnihulhiex |
| Perf. | P 1 Pl | P3 Sg Masc | P3 Pl | ftatniehulhom | ftatniehulhomx |
| Perf. | P 1 Pl | P3 Sg Fem | P1 Sg | - | - |
| Perf. | P 1 Pl | P3 Sg Fem | P1 Pl | - | - |
| Perf. | P 1 Pl | P3 Sg Fem | P2 Sg | ftatnihielek | ftatnihielekx |
| Perf. | P 1 Pl | P3 Sg Fem | P2 Pl | ftatnihielkom | ftahnihielkomx |
| Perf. | P 1 Pl | P3 Sg Fem | P3 Sg Masc | ftatnihielu | ftatnihielux |
| Perf. | P1 Pl | P3 Sg Fem | P3 Sg Fem | ftatnihielha | ftatnihilhiex |
| Perf. | P 1 Pl | P3 Sg Fem | P3 Pl | ftatnihielhom | ftatnihielhomx |
| Perf. | P1 Pl | P3 Pl | P1 Sg | - | - |
| Perf. | P1 Pl | P3 Pl | P1 Pl | - | - |
| Perf. | P1 Pl | P3 Pl | P2 Sg | ftatniehomlok | ftatniehomlokx |
| Perf. | P 1 Pl | P3 Pl | P2 Pl | ftatniehomlkom | ftatniehomlkomx |
| Perf. | P1 Pl | P3 Pl | P3 Sg Masc | ftatniehomlu | ftatniehomlux |
| Perf. | P 1 Pl | P3 Pl | P3 Sg Fem | ftatniehomlha | ftatnihomlhiex |
| Perf. | P1 Pl | P3 Pl | P3 Pl | ftatniehomlhom | ftatniehomlhomx |
| Perf. | P2 Sg | - | - | ftatt | ftahtx |
| Perf. | P2 Sg | P1 Sg | - | ftahtni | ftahtnix |
| Perf. | P2 Sg | P1 Pl | - | ftahtna | ftahtniex |
| Perf. | P2 Sg | P2 Sg | - | - | - |
| Perf. | P2 Sg | P2 Pl | - | - | - |
| Perf. | P2 Sg | P3 Sg Masc | - | ftahtu | ftattux |
| Perf. | P2 Sg | P3 Sg Fem | - | ftahtha | ftatthiex |
| Perf. | P2 Sg | P3 Pl | - | ftatithom | ftathomx |
| Perf. | P2 Sg | - | P1 Sg | ftatuli | ftattlix |
| Perf. | P2 Sg | - | P1 Pl | ftatitilna | ftatillniex |
| Perf. | P2 Sg | - | P 2 Sg | - | - |
| Perf. | P2 Sg | - | P2 Pl | - | - |
| Perf. | P2 Sg | - | P3 Sg Masc | ftahtlu | ftattlux |
| Perf. | P2 Sg | - | P3 Sg Fem | ftatitha | ftatilhiex |
| Perf. | P2 Sg | - | P3 Pl | ftatithom | ftattilhomx |
| Perf. | P2 Sg | P3 Sg Masc | P1 Sg | ftatthuli | ftatthulix |
| Perf. | P2 Sg | P3 Sg Masc | P1 Pl | ftatthulna | ftatthulniex |
| Perf. | P2 Sg | P3 Sg Masc | P2 Sg | - | - |
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| Perf. | P2 Sg | P3 Sg Masc | P2 Pl | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf. | P2 Sg | P3 Sg Masc | P3 Sg Masc | ftatithulu | ftaththulux |
| Perf. | P2 Sg | P3 Sg Masc | P3 Sg Fem | ftaththulha | ftaththulhiex |
| Perf. | P2 Sg | P3 Sg Masc | P3 Pl | ftatthulhom | ftatthulhomx |
| Perf. | P2 Sg | P3 Sg Fem | P1 Sg | ftatthieli | ftaththielix |
| Perf. | P2 Sg | P3 Sg Fem | P1 Pl | ftatthielna | ftaththilniex |
| Perf. | P2 Sg | P3 Sg Fem | P2 Sg | - | - |
| Perf. | P2 Sg | P3 Sg Fem | P2 Pl | - | - |
| Perf. | P2 Sg | P3 Sg Fem | P3 Sg Masc | ftatithielu | ftathielux |
| Perf. | P2 Sg | P3 Sg Fem | P3 Sg Fem | ftatthielha | ftaththilhiex |
| Perf. | P2 Sg | P3 Sg Fem | P3 Pl | ftatthielhom | ftahthielhomx |
| Perf. | P2 Sg | P3 Pl | P1 Sg | ftathomli | ftathomlix |
| Perf. | P2 Sg | P3 Pl | P1 Pl | ftahthomlna | ftahthomlniex |
| Perf. | P2 Sg | P3 Pl | P2 Sg | - | - |
| Perf. | P2 Sg | P3 Pl | P2 Pl | - | - |
| Perf. | P2 Sg | P3 Pl | P3 Sg Masc | ftatthomlu | ftatthomlux |
| Perf. | P2 Sg | P3 Pl | P3 Sg Fem | ftaththomlha | ftaththomlhiex |
| Perf. | P2 Sg | P3 Pl | P3 Pl | ftathomlhom | ftahthomlhomx |
| Perf. | P2 Pl | - | - | ftatiu | ftatux |
| Perf. | P2 Pl | P1 Sg | - | ftahtuni | ftahtunix |
| Perf. | P2 Pl | P1 Pl | - | ftatituna | ftatuniex |
| Perf. | P2 Pl | P2 Sg | - | - | - |
| Perf. | P2 Pl | P2 Pl | - | - | - |
| Perf. | P2 Pl | P3 Sg Masc | - | ftatuth | ftatuhx |
| Perf. | P2 Pl | P3 Sg Fem | - | ftahtuha | ftahtuhiex |
| Perf. | P2 Pl | P3 Pl | - | ftatuhom | ftahtuhomx |
| Perf. | P2 Pl | - | P1 Sg | ftattuli | ftahtulix |
| Perf. | P2 Pl | - | P1 Pl | ftattula | ftatituliex |
| Perf. | P2 Pl | - | P2 Sg | - | - |
| Perf. | P2 Pl | - | P2 Pl | - | - |
| Perf. | P2 Pl | - | P3 Sg Masc | ftattulu | ftahtulux |
| Perf. | P2 Pl | - | P3 Sg Fem | ftahtulha | ftahtulhiex |
| Perf. | P2 Pl | - | P3 Pl | ftattulhom | ftattulhomx |
| Perf. | P2 Pl | P3 Sg Masc | P1 Sg | ftatuhuli | ftahtuhulix |
| Perf. | P2 Pl | P3 Sg Masc | P1 Pl | ftattuhulna | ftatuhulniex |
| Perf. | P2 Pl | P3 Sg Masc | P2 Sg | - | - |
| Perf. | P2 Pl | P3 Sg Masc | P2 Pl | - | - |
| Perf. | P2 Pl | P3 Sg Masc | P3 Sg Masc | ftattuhulu | ftahtuhulux |


| Perf. | P2 Pl | P3 Sg Masc | P3 Sg Fem | ftaFtuhulha | ftahtuhulhiex |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf. | P2 Pl | P3 Sg Masc | P3 Pl | ftahtuhulhom | ftahtuhulhomx |
| Perf. | P 2 Pl | P3 Sg Fem | P 1 Sg | ftattuhieli | ftattuhielix |
| Perf. | P2 Pl | P3 Sg Fem | P1 Pl | ftahtuhielna | ftattuhilniex |
| Perf. | P2 Pl | P3 Sg Fem | P2 Sg | - | - |
| Perf. | P2 Pl | P3 Sg Fem | P2 Pl | - | - |
| Perf. | P2 Pl | P3 Sg Fem | P3 Sg Masc | ftahtuhielu | ftahtuhielux |
| Perf. | P2 Pl | P3 Sg Fem | P3 Sg Fem | ftattuhielha | ftattuhilhiex |
| Perf. | P2 Pl | P3 Sg Fem | P3 Pl | ftahtuhielhom | ftahtuhielhomx |
| Perf. | P2 Pl | P3 Pl | P1 Sg | ftatituhomli | ftattuhomlix |
| Perf. | P2 Pl | P3 Pl | P1 Pl | ftattuhomlna | ftahtuhomlniex |
| Perf. | P2 Pl | P3 Pl | P2 Sg | - | - |
| Perf. | P2 Pl | P3 Pl | P2 Pl | - | - |
| Perf. | P2 Pl | P3 Pl | P3 Sg Masc | ftahtuhomlu | ftahtuhomlux |
| Perf. | P 2 Pl | P3 Pl | P3 Sg Fem | ftatiuhomlha | ftattuhomlhiex |
| Perf. | P2 Pl | P3 Pl | P3 Pl | ftahtuhomlhom | ftahtuhomlhomx |
| Perf. | P3 Sg Masc | - | - | fetat | fetanx |
| Perf. | P3 Sg Masc | P1 Sg | - | fetatni | fetatnix |
| Perf. | P3 Sg Masc | P1 Pl | - | fetatna | fetatniex |
| Perf. | P3 Sg Masc | P 2 Sg | - | fethek | fethekx |
| Perf. | P3 Sg Masc | P2 Pl | - | fetankom | fetankomx |
| Perf. | P3 Sg Masc | P3 Sg Masc | - | fethu | fethux |
| Perf. | P3 Sg Masc | P3 Sg Fem | - | fetatha | fetahhiex |
| Perf. | P3 Sg Masc | P3 Pl | - | fetahhom | fetaћhomx |
| Perf. | P3 Sg Masc | - | P1 Sg | fetahli | fetahlix |
| Perf. | P3 Sg Masc | - | P1 Pl | fethilna | fethilniex |
| Perf. | P3 Sg Masc | - | P 2 Sg | fetaれlek | fetahlekx |
| Perf. | P3 Sg Masc | - | P2 Pl | fethilkom | fethilkomx |
| Perf. | P3 Sg Masc | - | P3 Sg Masc | fetatlu | fetahlux |
| Perf. | P3 Sg Masc | - | P3 Sg Fem | fethilha | fethilhiex |
| Perf. | P3 Sg Masc | - | P3 Pl | fethilhom | fethilhomx |
| Perf. | P3 Sg Masc | P3 Sg Masc | P1 Sg | fetathuli | fetahhulix |
| Perf. | P3 Sg Masc | P3 Sg Masc | P1 Pl | fetahhulna | fetahhulniex |
| Perf. | P3 Sg Masc | P3 Sg Masc | P 2 Sg | fetaћhulek | fetahhulekx |
| Perf. | P3 Sg Masc | P3 Sg Masc | P2 Pl | fetathulkom | fetahhulkomx |
| Perf. | P3 Sg Masc | P3 Sg Masc | P3 Sg Masc | fetathulu | fetahhulux |
| Perf. | P3 Sg Masc | P3 Sg Masc | P3 Sg Fem | fetałhulha | fetanhulhiex |
| Perf. | P3 Sg Masc | P3 Sg Masc | P3 Pl | fetahhulhom | fetahhulhomx |


| Perf. | P3 Sg Masc | P3 Sg Fem | P1 Sg | fetanhieli | fetahhielix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf. | P3 Sg Masc | P3 Sg Fem | P1 Pl | fetafhielna | fetahhilniex |
| Perf. | P3 Sg Masc | P3 Sg Fem | P2 Sg | fetałhielek | fetahhielekx |
| Perf. | P3 Sg Masc | P3 Sg Fem | P2 Pl | fetaれhielkom | fetahhielkomx |
| Perf. | P3 Sg Masc | P3 Sg Fem | P3 Sg Masc | fetaћhielu | fetanhielux |
| Perf. | P3 Sg Masc | P3 Sg Fem | P3 Sg Fem | fetafhielha | fetanhilhiex |
| Perf. | P3 Sg Masc | P3 Sg Fem | P3 Pl | fetałhielhom | fetahhielhomx |
| Perf. | P3 Sg Masc | P3 Pl | P1 Sg | fetaFhomli | fetahhomlix |
| Perf. | P3 Sg Masc | P3 Pl | P1 Pl | fetahhomlna | fetahhomlniex |
| Perf. | P3 Sg Masc | P3 Pl | P2 Sg | fetanhomlok | fetałhomlokx |
| Perf. | P3 Sg Masc | P3 Pl | P2 Pl | fetaћhomlkom | fetahhomlkomx |
| Perf. | P3 Sg Masc | P3 Pl | P3 Sg Masc | fetathomlu | fetahhomlux |
| Perf. | P3 Sg Masc | P3 Pl | P3 Sg Fem | fetanhomlha | fetanhomlhiex |
| Perf. | P3 Sg Masc | P3 Pl | P3 Pl | fetathomlhom | fetanhomlhomx |
| Perf. | P3 Sg Fem | - | - | fethet | fethitx |
| Perf. | P3 Sg Fem | P1 Sg | - | fethitni | fethitnix |
| Perf. | P3 Sg Fem | P1 Pl | - | fethitna | fethitniex |
| Perf. | P3 Sg Fem | P2 Sg | - | fethitek | fethitekx |
| Perf. | P3 Sg Fem | P2 Pl | - | fethitkom | fethitkomx |
| Perf. | P3 Sg Fem | P3 Sg Masc | - | fethitu | fethitux |
| Perf. | P3 Sg Fem | P3 Sg Fem | - | fethitha | fethithiex |
| Perf. | P3 Sg Fem | P3 Pl | - | fethithom | fethithomx |
| Perf. | P3 Sg Fem | - | P1 Sg | fethitli | fet7itlix |
| Perf. | P3 Sg Fem | - | P1 Pl | fethitilna | fet7itilniex |
| Perf. | P3 Sg Fem | - | P2 Sg | fetłitlek | fethitlekx |
| Perf. | P3 Sg Fem | - | P2 Pl | fethitilkom | fethitilkomx |
| Perf. | P3 Sg Fem | - | P3 Sg Masc | fethitlu | fethitlux |
| Perf. | P3 Sg Fem | - | P3 Sg Fem | fethitilha | fethitilhiex |
| Perf. | P3 Sg Fem | - | P3 Pl | fethitilhom | fethitilhomx |
| Perf. | P3 Sg Fem | P3 Sg Masc | P1 Sg | fethithuli | fethithulix |
| Perf. | P3 Sg Fem | P3 Sg Masc | P1 Pl | fethithulna | fethithulniex |
| Perf. | P3 Sg Fem | P3 Sg Masc | P 2 Sg | fethithulek | fethithulekx |
| Perf. | P3 Sg Fem | P3 Sg Masc | P2 Pl | fethithulkom | fethithulkomx |
| Perf. | P3 Sg Fem | P3 Sg Masc | P3 Sg Masc | fethithulu | fethithulux |
| Perf. | P3 Sg Fem | P3 Sg Masc | P3 Sg Fem | fettithulha | fethithulhiex |
| Perf. | P3 Sg Fem | P3 Sg Masc | P3 Pl | fethithulhom | fethithulhomx |
| Perf. | P3 Sg Fem | P3 Sg Fem | P1 Sg | fethithieli | fethithielix |
| Perf. | P3 Sg Fem | P3 Sg Fem | P1 Pl | fethithielna | fethithilniex |
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| Perf. | P3 Sg Fem | P3 Sg Fem | P2 Sg | fethithielek | fethithielekx |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf. | P3 Sg Fem | P3 Sg Fem | P2 Pl | fethithielkom | fethithielkomx |
| Perf. | P3 Sg Fem | P3 Sg Fem | P3 Sg Masc | fethithielu | fethithielux |
| Perf. | P3 Sg Fem | P3 Sg Fem | P3 Sg Fem | fetłithielha | fethithilhiex |
| Perf. | P3 Sg Fem | P3 Sg Fem | P3 Pl | fethithielhom | fethithielhomx |
| Perf. | P3 Sg Fem | P3 Pl | P1 Sg | fethithomli | fethithomlix |
| Perf. | P3 Sg Fem | P3 Pl | P1 Pl | fethithomlna | fethithomlniex |
| Perf. | P3 Sg Fem | P3 Pl | P2 Sg | fethithomlok | fetfithomlokx |
| Perf. | P3 Sg Fem | P3 Pl | P2 Pl | fethithomlkom | fethithomlkomx |
| Perf. | P3 Sg Fem | P3 Pl | P3 Sg Masc | fethithomlu | fethithomlux |
| Perf. | P3 Sg Fem | P3 Pl | P3 Sg Fem | fethithomlha | fethithomlhiex |
| Perf. | P3 Sg Fem | P3 Pl | P3 Pl | fethithomlhom | fethithomlhomx |
| Perf. | P3 Pl | - | - | fethu | fethux |
| Perf. | P3 Pl | P1 Sg | - | fethuni | fethunix |
| Perf. | P3 Pl | P1 Pl | - | fethuna | fethuniex |
| Perf. | P3 Pl | P2 Sg | - | fethuk | fethukx |
| Perf. | P3 Pl | P2 Pl | - | fethukom | fethukomx |
| Perf. | P3 Pl | P3 Sg Masc | - | fethuh | fethuhx |
| Perf. | P3 Pl | P3 Sg Fem | - | fethuha | fethuhiex |
| Perf. | P3 Pl | P3 Pl | - | fethuhom | fethuhomx |
| Perf. | P3 Pl | - | P1 Sg | fethuli | fethulix |
| Perf. | P3 Pl | - | P1 Pl | fethulna | fethulniex |
| Perf. | P3 Pl | - | P2 Sg | fethulek | fethulekx |
| Perf. | P3 Pl | - | P2 Pl | fethulkom | fethulkomx |
| Perf. | P3 Pl | - | P3 Sg Masc | fethulu | fethulux |
| Perf. | P3 Pl | - | P3 Sg Fem | fethulha | fethulhiex |
| Perf. | P3 Pl | - | P3 Pl | fethulhom | fethulhomx |
| Perf. | P3 Pl | P3 Sg Masc | P1 Sg | fethuhuli | fethuhulix |
| Perf. | P3 Pl | P3 Sg Masc | P1 Pl | fethuhulna | fethuhulniex |
| Perf. | P3 Pl | P3 Sg Masc | P 2 Sg | fethuhulek | fethuhulekx |
| Perf. | P3 Pl | P3 Sg Masc | P2 Pl | fethuhulkom | fethuhulkomx |
| Perf. | P3 Pl | P3 Sg Masc | P3 Sg Masc | fethuhulu | fethuhulux |
| Perf. | P3 Pl | P3 Sg Masc | P3 Sg Fem | fettuhulha | fethuhulhiex |
| Perf. | P3 Pl | P3 Sg Masc | P3 Pl | fethuhulhom | fethuhulhomx |
| Perf. | P3 Pl | P3 Sg Fem | P1 Sg | fethuhieli | fethuhielix |
| Perf. | P3 Pl | P3 Sg Fem | P1 Pl | fethuhielna | fethuhilniex |
| Perf. | P3 Pl | P3 Sg Fem | P2 Sg | fethuhielek | fethuhielekx |
| Perf. | P3 Pl | P3 Sg Fem | P2 Pl | fethuhielkom | fethuhielkomx |


| Perf. | P3 Pl | P3 Sg Fem | P3 Sg Masc | fethuhielu | fethuhielux |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Perf. | P3 Pl | P3 Sg Fem | P3 Sg Fem | fettuhielha | fethuhilhiex |
| Perf. | P3 Pl | P3 Sg Fem | P3 Pl | fethuhielhom | fethuhielhomx |
| Perf. | P3 Pl | P3 Pl | P1 Sg | fethuhomli | fethuhomlix |
| Perf. | P3 Pl | P3 Pl | P1 Pl | fethuhomlna | fethuhomlniex |
| Perf. | P3 Pl | P3 Pl | P2 Sg | fethuhomlok | fethuhomlokx |
| Perf. | P3 Pl | P3 Pl | P2 Pl | fethuhomlkom | fethuhomlkomx |
| Perf. | P3 Pl | P3 Pl | P3 Sg Masc | fethuhomlu | fethuhomlux |
| Perf. | P3 Pl | P3 Pl | P3 Sg Fem | fethuhomlha | fethuhomlhiex |
| Perf. | P3 Pl | P3 Pl | P3 Pl | fethuhomlhom | fethuhomlhomx |
| Impf. | P1 Sg | - | - | niftat | niftatx |
| Impf. | P1 Sg | P1 Sg | - | - | - |
| Impf. | P1 Sg | P1 Pl | - | - | - |
| Impf. | P1 Sg | P2 Sg | - | nifthek | nifthekx |
| Impf. | P1 Sg | P2 Pl | - | niftahkom | niftahkomx |
| Impf. | P1 Sg | P3 Sg Masc | - | nifttu | nifttux |
| Impf. | P1 Sg | P3 Sg Fem | - | niftatha | niftaそhiex |
| Impf. | P1 Sg | P3 Pl | - | niftahhom | niftathomx |
| Impf. | P1 Sg | - | P1 Sg | - | - |
| Impf. | P1 Sg | - | P1 Pl | - | - |
| Impf. | P1 Sg | - | P2 Sg | niftatlek | niftałlekx |
| Impf. | P1 Sg | - | P2 Pl | nifttilkom | nifttilkomx |
| Impf. | P1 Sg | - | P3 Sg Masc | niftatlu | niftatlux |
| Impf. | P1 Sg | - | P3 Sg Fem | nifttilha | nifttilhiex |
| Impf. | P1 Sg | - | P3 Pl | nifttilhom | nifthilhomx |
| Impf. | P1 Sg | P3 Sg Masc | P1 Sg | - | - |
| Impf. | P1 Sg | P3 Sg Masc | P1 Pl | - | - |
| Impf. | P1 Sg | P3 Sg Masc | P 2 Sg | niftahhulek | niftaћhulekx |
| Impf. | P1 Sg | P3 Sg Masc | P2 Pl | niftathulkom | niftaћhulkomx |
| Impf. | P1 Sg | P3 Sg Masc | P3 Sg Masc | niftathulu | niftathulux |
| Impf. | P1 Sg | P3 Sg Masc | P3 Sg Fem | niftathulha | niftathulhiex |
| Impf. | P1 Sg | P3 Sg Masc | P3 Pl | niftahhulhom | niftaћhulhomx |
| Impf. | P1 Sg | P3 Sg Fem | P1 Sg | - | - |
| Impf. | P1 Sg | P3 Sg Fem | P1 Pl | - | - |
| Impf. | P1 Sg | P3 Sg Fem | P2 Sg | niftathielek | niftathielekx |
| Impf. | P1 Sg | P3 Sg Fem | P2 Pl | niftahhielkom | niftaћhielkomx |
| Impf. | P1 Sg | P3 Sg Fem | P3 Sg Masc | niftathielu | niftaちhielux |
| Impf. | P1 Sg | P3 Sg Fem | P3 Sg Fem | niftathielha | niftałhilhiex |
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| Impf. | P1 Sg | P3 Sg Fem | P3 Pl | niftahhielhom | niftaћhielhomx |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Impf. | P1 Sg | P3 Pl | P1 Sg | - | - |
| Impf. | P1 Sg | P3 Pl | P1 Pl | - | - |
| Impf. | P1 Sg | P3 Pl | P2 Sg | niftahhomlok | niftathomlokx |
| Impf. | P1 Sg | P3 Pl | P2 Pl | niftahhomlkom | niftađhomlkomx |
| Impf. | P1 Sg | P3 Pl | P3 Sg Masc | niftaћhomlu | niftaћhomlux |
| Impf. | P1 Sg | P3 Pl | P3 Sg Fem | niftathomlha | niftanhomlhiex |
| Impf. | P1 Sg | P3 Pl | P3 Pl | niftahhomlhom | niftahhomlhomx |
| Impf. | P1 Pl | - | - | nifthu | nifttux |
| Impf. | P1 Pl | P1 Sg | - | - | - |
| Impf. | P1 Pl | P1 Pl | - | - | - |
| Impf. | P1 Pl | P 2 Sg | - | nifthek | nifthekx |
| Impf. | P1 Pl | P2 Pl | - | nifthukom | nifthukomx |
| Impf. | P1 Pl | P3 Sg Masc | - | nifthuh | nifthuhx |
| Impf. | P1 Pl | P3 Sg Fem | - | nifthuha | nifthuhiex |
| Impf. | P1 Pl | P3 Pl | - | nifthuhom | nifthuhomx |
| Impf. | P1 Pl | - | P1 Sg | - | - |
| Impf. | P1 Pl | - | P1 Pl | - | - |
| Impf. | P1 Pl | - | P2 Sg | nifthulek | nifthulekx |
| Impf. | P1 Pl | - | P2 Pl | nifthulkom | nifthulkomx |
| Impf. | P1 Pl | - | P3 Sg Masc | niftiulu | nifthulux |
| Impf. | P1 Pl | - | P3 Sg Fem | nifthulha | nifthulhiex |
| Impf. | P1 Pl | - | P3 Pl | nifthulhom | nifthulhomx |
| Impf. | P1 Pl | P3 Sg Masc | P1 Sg | - | - |
| Impf. | P1 Pl | P3 Sg Masc | P1 Pl | - | - |
| Impf. | P1 Pl | P3 Sg Masc | P 2 Sg | nifthuhulek | nifthuhulekx |
| Impf. | P1 Pl | P3 Sg Masc | P2 Pl | nifthuhulkom | nifthuhulkomx |
| Impf. | P1 Pl | P3 Sg Masc | P3 Sg Masc | nifthuhulu | nifthuhulux |
| Impf. | P1 Pl | P3 Sg Masc | P3 Sg Fem | nifthuhulha | nifthuhulhiex |
| Impf. | P1 Pl | P3 Sg Masc | P3 Pl | nifthuhulhom | nifthuhulhomx |
| Impf. | P1 Pl | P3 Sg Fem | P1 Sg | - | - |
| Impf. | P1 Pl | P3 Sg Fem | P1 Pl | - | - |
| Impf. | P1 Pl | P3 Sg Fem | P2 Sg | nifthuhielek | nifthuhielekx |
| Impf. | P1 Pl | P3 Sg Fem | P2 Pl | nifthuhielkom | nifthuhielkomx |
| Impf. | P1 Pl | P3 Sg Fem | P3 Sg Masc | nifthuhielu | nifthuhielux |
| Impf. | P1 Pl | P3 Sg Fem | P3 Sg Fem | nifthuhielha | nifthuhilhiex |
| Impf. | P1 Pl | P3 Sg Fem | P3 Pl | nifthuhielhom | nifthuhielhomx |
| Impf. | P1 Pl | P3 Pl | P1 Sg | - | - |


| Impf. | P1 Pl | P3 Pl | P1 Pl | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Impf. | P1 Pl | P3 Pl | P2 Sg | nifthuhomlok | nifthuhomlokx |
| Impf. | P1 Pl | P3 Pl | P2 Pl | nifthuhomlkom | nifthuhomlkomx |
| Impf. | P1 Pl | P3 Pl | P3 Sg Masc | nifthuhomlu | nifthuhomlux |
| Impf. | P1 Pl | P3 Pl | P3 Sg Fem | nifthuhomlha | nifthuhomlhiex |
| Impf. | P1 Pl | P3 Pl | P3 Pl | nifthuhomlhom | nifthuhomlhomx |
| Impf. | P 2 Sg | - | - | tiftat | tiftatix |
| Impf. | P2 Sg | P1 Sg | - | tiftatni | tiftałnix |
| Impf. | P 2 Sg | P1 Pl | - | tiftatina | tiftatniex |
| Impf. | P2 Sg | P2 Sg | - | - | - |
| Impf. | P 2 Sg | P2 Pl | - | - | - |
| Impf. | P 2 Sg | P3 Sg Masc | - | tifthu | tifthux |
| Impf. | P2 Sg | P3 Sg Fem | - | tiftahha | tiftathiex |
| Impf. | P 2 Sg | P3 Pl | - | tiftahhom | tiftahhomx |
| Impf. | P 2 Sg | - | P1 Sg | tiftahli | tiftatlix |
| Impf. | P 2 Sg | - | P1 Pl | tifthilna | tifttilniex |
| Impf. | P 2 Sg | - | P 2 Sg | - | - |
| Impf. | P 2 Sg | - | P2 Pl | - | - |
| Impf. | P2 Sg | - | P3 Sg Masc | tiftahlu | tiftahlux |
| Impf. | P 2 Sg | - | P3 Sg Fem | tifthilha | tifthilhiex |
| Impf. | P2 Sg | - | P3 Pl | tifthilhom | tifthilhomx |
| Impf. | P2 Sg | P3 Sg Masc | P1 Sg | tiftahhuli | tiftathulix |
| Impf. | P2 Sg | P3 Sg Masc | P1 Pl | tiftahhulna | tiftathulniex |
| Impf. | P2 Sg | P3 Sg Masc | P 2 Sg | - | - |
| Impf. | P2 Sg | P3 Sg Masc | P2 Pl | - | - |
| Impf. | P2 Sg | P3 Sg Masc | P3 Sg Masc | tiftathulu | tiftaћhulux |
| Impf. | P2 Sg | P3 Sg Masc | P3 Sg Fem | tiftahhulha | tiftathulhiex |
| Impf. | P2 Sg | P3 Sg Masc | P3 Pl | tiftahhulhom | tiftathulhomx |
| Impf. | P2 Sg | P3 Sg Fem | P1 Sg | tiftahhieli | tiftahhielix |
| Impf. | P 2 Sg | P3 Sg Fem | P1 Pl | tiftaFhielna | tiftathilniex |
| Impf. | P2 Sg | P3 Sg Fem | P2 Sg | - | - |
| Impf. | P 2 Sg | P3 Sg Fem | P2 Pl | - | - |
| Impf. | P2 Sg | P3 Sg Fem | P3 Sg Masc | tiftahhielu | tiftałhielux |
| Impf. | P 2 Sg | P3 Sg Fem | P3 Sg Fem | tiftaFhielha | tiftathilhiex |
| Impf. | P2 Sg | P3 Sg Fem | P3 Pl | tiftahhielhom | tiftałhielhomx |
| Impf. | P2 Sg | P3 Pl | P1 Sg | tiftahhomli | tiftathomlix |
| Impf. | P2 Sg | P3 Pl | P1 Pl | tiftathomlna | tiftathomlniex |
| Impf. | P2 Sg | P3 Pl | P2 Sg | - | - |


| Impf. | P2 Sg | P3 Pl | P2 Pl | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Impf. | P2 Sg | P3 Pl | P3 Sg Masc | tiftathomlu | tiftathomlux |
| Impf. | P2 Sg | P3 Pl | P3 Sg Fem | tiftathomlha | tiftathomlhiex |
| Impf. | P2 Sg | P3 Pl | P3 Pl | tiftahhomlhom | tiftanhomlhomx |
| Impf. | P2 Pl | - | - | tifthu | tifthux |
| Impf. | P2 Pl | P1 Sg | - | tifthuni | tifthunix |
| Impf. | P2 Pl | P1 Pl | - | tifthuna | tifthuniex |
| Impf. | P2 Pl | P2 Sg | - | - | - |
| Impf. | P2 Pl | P2 Pl | - | - | - |
| Impf. | P2 Pl | P3 Sg Masc | - | tifthuh | tifthuhx |
| Impf. | P2 Pl | P3 Sg Fem | - | tifthuha | tifthuhiex |
| Impf. | P2 Pl | P3 Pl | - | tifthuhom | tifthuhomx |
| Impf. | P2 Pl | - | P1 Sg | tifttuli | tifthulix |
| Impf. | P2 Pl | - | P1 Pl | tifthula | tifthuliex |
| Impf. | P2 Pl | - | P2 Sg | - | - |
| Impf. | P2 Pl | - | P2 Pl | - | - |
| Impf. | P2 Pl | - | P3 Sg Masc | tifthulu | tifthulux |
| Impf. | P2 Pl | - | P3 Sg Fem | tifthulha | tifthulhiex |
| Impf. | P2 Pl | - | P3 Pl | tifthulhom | tifthulhomx |
| Impf. | P2 Pl | P3 Sg Masc | P1 Sg | tifthuhuli | tifthuhulix |
| Impf. | P2 Pl | P3 Sg Masc | P1 Pl | tifthuhulna | tifthuhulniex |
| Impf. | P2 Pl | P3 Sg Masc | P2 Sg | - | - |
| Impf. | P2 Pl | P3 Sg Masc | P2 Pl | - | - |
| Impf. | P 2 Pl | P3 Sg Masc | P3 Sg Masc | tifthuhulu | tifttuhulux |
| Impf. | P2 Pl | P3 Sg Masc | P3 Sg Fem | tifthuhulha | tifthuhulhiex |
| Impf. | P2 Pl | P3 Sg Masc | P3 Pl | tifthuhulhom | tifthuhulhomx |
| Impf. | P2 Pl | P3 Sg Fem | P1 Sg | tifthuhieli | tifthuhielix |
| Impf. | P2 Pl | P3 Sg Fem | P1 Pl | tifthuhielna | tifthuhilniex |
| Impf. | P2 Pl | P3 Sg Fem | P2 Sg | - | - |
| Impf. | P2 Pl | P3 Sg Fem | P2 Pl | - | - |
| Impf. | P 2 Pl | P3 Sg Fem | P3 Sg Masc | tifthuhielu | tifthuhielux |
| Impf. | P2 Pl | P3 Sg Fem | P3 Sg Fem | tifthuhielha | tifthuhilhiex |
| Impf. | P2 Pl | P3 Sg Fem | P3 Pl | tifthuhielhom | tifthuhielhomx |
| Impf. | P2 Pl | P3 Pl | P1 Sg | tifthuhomli | tifthuhomlix |
| Impf. | P2 Pl | P3 Pl | P1 Pl | tifthuhomlna | tifthuhomlniex |
| Impf. | P2 Pl | P3 Pl | P2 Sg | - | - |
| Impf. | P2 Pl | P3 Pl | P2 P1 | - | - |
| Impf. | P2 Pl | P3 Pl | P3 Sg Masc | tifthuhomlu | tifthuhomlux |
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| Impf. | P2 Pl | P3 Pl | P3 Sg Fem | tifttuhomlha | tifthuhomlhiex |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Impf. | P2 Pl | P3 Pl | P3 Pl | tifttuhomlhom | tifttuhomlhomx |
| Impf. | P3 Sg Masc | - | - | jiftat | jiftatix |
| Impf. | P3 Sg Masc | P1 Sg | - | jiftatni | jiftatnix |
| Impf. | P3 Sg Masc | P1 Pl | - | jiftatna | jiftafniex |
| Impf. | P3 Sg Masc | P2 Sg | - | jifthek | jifthekx |
| Impf. | P3 Sg Masc | P2 Pl | - | jiftatikom | jiftatkomx |
| Impf. | P3 Sg Masc | P3 Sg Masc | - | jifttu | jifthux |
| Impf. | P3 Sg Masc | P3 Sg Fem | - | jiftatha | jiftathiex |
| Impf. | P3 Sg Masc | P3 Pl | - | jiftathom | jiftathomx |
| Impf. | P3 Sg Masc | - | P1 Sg | jiftatli | jiftaflix |
| Impf. | P3 Sg Masc | - | P1 Pl | jifftilna | jifttilniex |
| Impf. | P3 Sg Masc | - | P2 Sg | jiftađlek | jiftaflekx |
| Impf. | P3 Sg Masc | - | P2 Pl | jifthilkom | jifthilkomx |
| Impf. | P3 Sg Masc | - | P3 Sg Masc | jiftatlu | jifftaflux |
| Impf. | P3 Sg Masc | - | P3 Sg Fem | jifthilha | jifttilhiex |
| Impf. | P3 Sg Masc | - | P3 Pl | jifttilhom | jifttilhomx |
| Impf. | P3 Sg Masc | P3 Sg Masc | P1 Sg | jiftathuli | jiftathulix |
| Impf. | P3 Sg Masc | P3 Sg Masc | P1 Pl | jiftȧhulna | jiftathulniex |
| Impf. | P3 Sg Masc | P3 Sg Masc | P2 Sg | jiftathulek | jiftathulekx |
| Impf. | P3 Sg Masc | P3 Sg Masc | P2 Pl | jiftathulkom | jiftathulkomx |
| Impf. | P3 Sg Masc | P3 Sg Masc | P3 Sg Masc | jiftathulu | jiftathulux |
| Impf. | P3 Sg Masc | P3 Sg Masc | P3 Sg Fem | jiftathulha | jiftathulhiex |
| Impf. | P3 Sg Masc | P3 Sg Masc | P3 Pl | jiftathulhom | jiftathulhomx |
| Impf. | P3 Sg Masc | P3 Sg Fem | P1 Sg | jiftathieli | jiftathielix |
| Impf. | P3 Sg Masc | P3 Sg Fem | P1 Pl | jiftałhielna | jiftathilniex |
| Impf. | P3 Sg Masc | P3 Sg Fem | P2 Sg | jiftathielek | jiftathielekx |
| Impf. | P3 Sg Masc | P3 Sg Fem | P2 Pl | jiftathielkom | jiftathielkomx |
| Impf. | P3 Sg Masc | P3 Sg Fem | P3 Sg Masc | jiftahhielu | jiffałhielux |
| Impf. | P3 Sg Masc | P3 Sg Fem | P3 Sg Fem | jiftathielha | jiftathilhiex |
| Impf. | P3 Sg Masc | P3 Sg Fem | P3 Pl | jiftathielhom | jiftathielhomx |
| Impf. | P3 Sg Masc | P3 Pl | P1 Sg | jiftathomli | jiftathomlix |
| Impf. | P3 Sg Masc | P3 Pl | P1 Pl | jiftathomlna | jiftathomlniex |
| Impf. | P3 Sg Masc | P3 Pl | P2 Sg | jiftathomlok | jiftathomlokx |
| Impf. | P3 Sg Masc | P3 Pl | P2 Pl | jiftaћhomlkom | jiftathomlkomx |
| Impf. | P3 Sg Masc | P3 Pl | P3 Sg Masc | jiftathomlu | jiftathomlux |
| Impf. | P3 Sg Masc | P3 Pl | P3 Sg Fem | jiftathomlha | jiftathomlhiex |
| Impf. | P3 Sg Masc | P3 Pl | P3 Pl | jiftathomlhom | jiftathomlhomx |


| Impf. | P3 Sg Fem | - | - | tiftah | tiftatx |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Impf. | P3 Sg Fem | P1 Sg | - | tiftatni | tiftatnix |
| Impf. | P3 Sg Fem | P1 Pl | - | tiftatna | tiftatniex |
| Impf. | P3 Sg Fem | P2 Sg | - | tifthek | tifthekx |
| Impf. | P3 Sg Fem | P2 Pl | - | tiftankom | tiftankomx |
| Impf. | P3 Sg Fem | P3 Sg Masc | - | tifthu | tifthux |
| Impf. | P3 Sg Fem | P3 Sg Fem | - | tiftatha | tifta\#hiex |
| Impf. | P3 Sg Fem | P3 Pl | - | tiftathom | tifta\#homx |
| Impf. | P3 Sg Fem | - | P1 Sg | tiftaそli | tiftatlix |
| Impf. | P3 Sg Fem | - | P1 Pl | tifthilna | tifthilniex |
| Impf. | P3 Sg Fem | - | P 2 Sg | tiftahlek | tiftatlekx |
| Impf. | P3 Sg Fem | - | P2 Pl | tifthilkom | tifthilkomx |
| Impf. | P3 Sg Fem | - | P3 Sg Masc | tiftatlu | tiftahlux |
| Impf. | P3 Sg Fem | - | P3 Sg Fem | tifthilha | tifthilhiex |
| Impf. | P3 Sg Fem | - | P3 Pl | tiftałilhom | tiftatilhomx |
| Impf. | P3 Sg Fem | P3 Sg Masc | P1 Sg | tiftahhuli | tiftahhulix |
| Impf. | P3 Sg Fem | P3 Sg Masc | P1 Pl | tiftaFhulna | tiftathulniex |
| Impf. | P3 Sg Fem | P3 Sg Masc | P2 Sg | tiftahhulek | tiftathulekx |
| Impf. | P3 Sg Fem | P3 Sg Masc | P2 Pl | tiftathulkom | tiftaћhulkomx |
| Impf. | P3 Sg Fem | P3 Sg Masc | P3 Sg Masc | tiftathulu | tifta7hulux |
| Impf. | P3 Sg Fem | P3 Sg Masc | P3 Sg Fem | tiftałhulha | tiftathulhiex |
| Impf. | P3 Sg Fem | P3 Sg Masc | P3 Pl | tiftahhulhom | tiftaFhulhomx |
| Impf. | P3 Sg Fem | P3 Sg Fem | P1 Sg | tiftahhieli | tiftathielix |
| Impf. | P3 Sg Fem | P3 Sg Fem | P1 Pl | tiftałhielna | tiftahhilniex |
| Impf. | P3 Sg Fem | P3 Sg Fem | P2 Sg | tiftałhielek | tiftaћhielekx |
| Impf. | P3 Sg Fem | P3 Sg Fem | P2 Pl | tiftahhielkom | tiftałhielkomx |
| Impf. | P3 Sg Fem | P3 Sg Fem | P3 Sg Masc | tiftahhielu | tiftahhielux |
| Impf. | P3 Sg Fem | P3 Sg Fem | P3 Sg Fem | tiftałhielha | tiftathilhiex |
| Impf. | P3 Sg Fem | P3 Sg Fem | P3 Pl | tiftahhielhom | tiftađhielhomx |
| Impf. | P3 Sg Fem | P3 Pl | P1 Sg | tiftahhomli | tiftađhomlix |
| Impf. | P3 Sg Fem | P3 Pl | P1 Pl | tiftathomlna | tiftahhomlniex |
| Impf. | P3 Sg Fem | P3 Pl | P2 Sg | tiftathomlok | tiftaћhomlokx |
| Impf. | P3 Sg Fem | P3 Pl | P2 Pl | tiftahhomlkom | tiftahhomlkomx |
| Impf. | P3 Sg Fem | P3 Pl | P3 Sg Masc | tiftathomlu | tiftahhomlux |
| Impf. | P3 Sg Fem | P3 Pl | P3 Sg Fem | tiftathomlha | tiftahhomlhiex |
| Impf. | P3 Sg Fem | P3 Pl | P3 Pl | tiftahhomlhom | tiftathomlhomx |
| Impf. | P3 Pl | - | - | jifthu | jifthux |
| Impf. | P3 Pl | P1 Sg | - | jifthuni | jifthunix |
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| Impf. | P3 Pl | P1 Pl | - | jifthuna | jifttuniex |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Impf. | P3 Pl | P2 Sg | - | jifthuk | jifthukx |
| Impf. | P3 Pl | P2 Pl | - | jifthukom | jifthukomx |
| Impf. | P3 Pl | P3 Sg Masc | - | jifttuh | jifthuhx |
| Impf. | P3 Pl | P3 Sg Fem | - | jifthuha | jifttuhiex |
| Impf. | P3 Pl | P3 Pl | - | jifthuhom | jifthuhomx |
| Impf. | P3 Pl | - | P1 Sg | jifthuli | jifthulix |
| Impf. | P3 Pl | - | P1 Pl | jifthulna | jifthulniex |
| Impf. | P3 Pl | - | P2 Sg | jifthulek | jifttulekx |
| Impf. | P3 Pl | - | P2 Pl | jifthulkom | jifthulkomx |
| Impf. | P3 Pl | - | P3 Sg Masc | jifthulu | jifthulux |
| Impf. | P3 Pl | - | P3 Sg Fem | jifthulha | jifthulhiex |
| Impf. | P3 Pl | - | P3 Pl | jifthulhom | jifthulhomx |
| Impf. | P3 Pl | P3 Sg Masc | P1 Sg | jifthuhuli | jifthuhulix |
| Impf. | P3 Pl | P3 Sg Masc | P1 Pl | jifthuhulna | jifthuhulniex |
| Impf. | P3 Pl | P3 Sg Masc | P2 Sg | jifthuhulek | jifthuhulekx |
| Impf. | P3 Pl | P3 Sg Masc | P2 Pl | jifthuhulkom | jifthuhulkomx |
| Impf. | P3 Pl | P3 Sg Masc | P3 Sg Masc | jifthuhulu | jifthuhulux |
| Impf. | P3 Pl | P3 Sg Masc | P3 Sg Fem | jifttuhulha | jifthuhulhiex |
| Impf. | P3 Pl | P3 Sg Masc | P3 Pl | jifthuhulhom | jifthuhulhomx |
| Impf. | P3 Pl | P3 Sg Fem | P1 Sg | jifthuhieli | jifthuhielix |
| Impf. | P3 Pl | P3 Sg Fem | P1 Pl | jifthuhielna | jifthuhilniex |
| Impf. | P3 Pl | P3 Sg Fem | P 2 Sg | jifttuhielek | jifttuhielekx |
| Impf. | P3 Pl | P3 Sg Fem | P2 Pl | jifthuhielkom | jifthuhielkomx |
| Impf. | P3 Pl | P3 Sg Fem | P3 Sg Masc | jifthuhielu | jifthuhielux |
| Impf. | P3 Pl | P3 Sg Fem | P3 Sg Fem | jifthuhielha | jifttuhilhiex |
| Impf. | P3 Pl | P3 Sg Fem | P3 Pl | jifthuhielhom | jifthuhielhomx |
| Impf. | P3 Pl | P3 Pl | P1 Sg | jifthuhomli | jifttuhomlix |
| Impf. | P3 Pl | P3 Pl | P1 Pl | jifthuhomlna | jifthuhomlniex |
| Impf. | P3 Pl | P3 Pl | P2 Sg | jifthuhomlok | jifthuhomlokx |
| Impf. | P3 Pl | P3 Pl | P2 Pl | jifthuhomlkom | jifthuhomlkomx |
| Impf. | P3 Pl | P3 Pl | P3 Sg Masc | jifthuhomlu | jifthuhomlux |
| Impf. | P3 Pl | P3 Pl | P3 Sg Fem | jifthuhomlha | jifttuhomlhiex |
| Impf. | P3 Pl | P3 Pl | P3 Pl | jifthuhomlhom | jifthuhomlhomx |
| Imp. | P2 Sg | - | - | iftah | iftatix |
| Imp. | P2 Sg | P1 Sg | - | iftahni | iftatnix |
| Imp. | P2 Sg | P1 Pl | - | iftaћna | iftatniex |
| Imp. | P2 Sg | P2 Sg | - | - | - |


| Imp. | P2 Sg | P2 Pl | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Imp. | P2 Sg | P3 Sg Masc | - | ifthu | ifthux |
| Imp. | P2 Sg | P3 Sg Fem | - | iftaћha | iftanhiex |
| Imp. | P2 Sg | P3 Pl | - | iftathom | iftahhomx |
| Imp. | P2 Sg | - | P1 Sg | iftanli | iftaћlix |
| Imp. | P2 Sg | - | P1 Pl | ifthilna | ifthilniex |
| Imp. | P2 Sg | - | P2 Sg | - | - |
| Imp. | P2 Sg | - | P2 Pl | - | - |
| Imp. | P2 Sg | - | P3 Sg Masc | iftatiu | iftahlux |
| Imp. | P2 Sg | - | P3 Sg Fem | ifthilha | ifthilhiex |
| Imp. | P2 Sg | - | P3 Pl | ifthilhom | ifttilhomx |
| Imp. | P 2 Sg | P3 Sg Masc | P1 Sg | iftahhuli | iftaћhulix |
| Imp. | P2 Sg | P3 Sg Masc | P1 Pl | iftahhulna | iftahhulniex |
| Imp. | P2 Sg | P3 Sg Masc | P2 Sg | - | - |
| Imp. | P2 Sg | P3 Sg Masc | P2 Pl | - | - |
| Imp. | P2 Sg | P3 Sg Masc | P3 Sg Masc | iftathulu | iftathulux |
| Imp. | P2 Sg | P3 Sg Masc | P3 Sg Fem | iftathulha | iftahhulhiex |
| Imp. | P2 Sg | P3 Sg Masc | P3 Pl | iftaћhulhom | iftathulhomx |
| Imp. | P2 Sg | P3 Sg Fem | P1 Sg | iftahhieli | iftałhielix |
| Imp. | P 2 Sg | P3 Sg Fem | P1 Pl | iftađhielna | iftahhilniex |
| Imp. | P2 Sg | P3 Sg Fem | P2 Sg | - | - |
| Imp. | P2 Sg | P3 Sg Fem | P2 Pl | - | - |
| Imp. | P 2 Sg | P3 Sg Fem | P3 Sg Masc | iftaћhielu | iftađhielux |
| Imp. | P2 Sg | P3 Sg Fem | P3 Sg Fem | iftanhielha | iftaћhilhiex |
| Imp. | P2 Sg | P3 Sg Fem | P3 Pl | iftahhielhom | iftahhielhomx |
| Imp. | P2 Sg | P3 Pl | P1 Sg | iftahhomli | iftahhomlix |
| Imp. | P 2 Sg | P3 Pl | P1 Pl | iftathomlna | iftahhomlniex |
| Imp. | P2 Sg | P3 Pl | P2 Sg | - | - |
| Imp. | P2 Sg | P3 Pl | P2 Pl | - | - |
| Imp. | P2 Sg | P3 Pl | P3 Sg Masc | iftathomlu | iftahhomlux |
| Imp. | P 2 Sg | P3 Pl | P3 Sg Fem | iftanhomlha | iftahhomlhiex |
| Imp. | P2 Sg | P3 Pl | P3 Pl | iftathomlhom | iftahhomlhomx |
| Imp. | P 2 Pl | - | - | ifthu | ifthux |
| Imp. | P 2 Pl | P1 Sg | - | ifthuni | ifthunix |
| Imp. | P 2 Pl | P1 Pl | - | ifthuna | ifthuniex |
| Imp. | P 2 Pl | P 2 Sg | - | - | - |
| Imp. | P 2 Pl | P2 Pl | - | - | - |
| Imp. | P2 Pl | P3 Sg Masc | - | ifthuh | ifthuhx |
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| Imp. | P2 Pl | P3 Sg Fem | - | ifthuha | ifthuhiex |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Imp. | P2 Pl | P3 Pl | - | ifthuhom | ifthuhomx |
| Imp. | P2 Pl | - | P1 Sg | ifthuli | ifthulix |
| Imp. | P 2 Pl | - | P1 Pl | ifthulna | ifthulniex |
| Imp. | P2 Pl | - | P2 Sg | - | - |
| Imp. | P 2 Pl | - | P2 Pl | - | - |
| Imp. | P2 Pl | - | P3 Sg Masc | ifthulu | ifthulux |
| Imp. | P 2 Pl | - | P3 Sg Fem | ifthulha | ifthulhiex |
| Imp. | P2 Pl | - | P3 Pl | ifthulhom | ifthulhomx |
| Imp. | P 2 Pl | P3 Sg Masc | P1 Sg | ifthuhuli | ifthuhulix |
| Imp. | P 2 Pl | P3 Sg Masc | P1 Pl | ifthuhulna | ifthuhulniex |
| Imp. | P 2 Pl | P3 Sg Masc | P2 Sg | - | - |
| Imp. | P2 Pl | P3 Sg Masc | P2 Pl | - | - |
| Imp. | P 2 Pl | P3 Sg Masc | P3 Sg Masc | ifthuhulu | ifthuhulux |
| Imp. | P2 Pl | P3 Sg Masc | P3 Sg Fem | ifttuhulha | ifthuhulhiex |
| Imp. | P 2 Pl | P3 Sg Masc | P3 Pl | ifthuhulhom | ifthuhulhomx |
| Imp. | P2 Pl | P3 Sg Fem | P1 Sg | ifthuhieli | ifthuhielix |
| Imp. | P 2 Pl | P3 Sg Fem | P1 Pl | ifthuhielna | ifthuhilniex |
| Imp. | P2 Pl | P3 Sg Fem | P2 Sg | - | - |
| Imp. | P 2 Pl | P3 Sg Fem | P2 Pl | - | - |
| Imp. | P2 Pl | P3 Sg Fem | P3 Sg Masc | ifthuhielu | ifthuhielux |
| Imp. | P 2 Pl | P3 Sg Fem | P3 Sg Fem | ifthuhielha | ifthuhilhiex |
| Imp. | P2 Pl | P3 Sg Fem | P3 Pl | ifthuhielhom | ifthuhielhomx |
| Imp. | P 2 Pl | P3 Pl | P1 Sg | ifthuhomli | ifthuhomlix |
| Imp. | P2 Pl | P3 Pl | P1 Pl | ifthuhomlna | ifthuhomlniex |
| Imp. | P 2 Pl | P3 Pl | P2 Sg | - | - |
| Imp. | P2 Pl | P3 Pl | P2 Pl | - | - |
| Imp. | P 2 Pl | P3 Pl | P3 Sg Masc | ifthuhomlu | ifthuhomlux |
| Imp. | P 2 Pl | P3 Pl | P3 Sg Fem | ifthuhomlha | ifthuhomlhiex |
| Imp. | P2 Pl | P3 Pl | P3 Pl | ifthuhomlhom | ifthuhomlhomx |

## Appendix D

## Links, source code and licenses

- The source code for the Maltese resource grammar is obtainable from the main GF repository at: http: / / www.grammaticalframework.org/lib/src/maltese/. The code is released under the GNU Lesser General Public License ${ }^{1}$. This license allows free use for any purpose, including use within non-open source applications.
- The Gंabra web application is accessible at: http:/ / mlrs.research.um.edu.mt/resources/ gabra/. Its source code is not made public for security reasons, but it is based on the open-source CakePHP framework and MongoDB database engine.
- The lexicon data collected in Ġabra is covered by a CC-BY license ${ }^{2}$. It is accessible via the web application itself, the web service, and downloadable in BSON format.
- The manually-checked gold-standard Maltese verb inflection tables are made available under the MIT license ${ }^{3}$ and are available at https:/ / github.com/johnjcamilleri/maltese-verb-inflections/

[^20]
## Glossary

## Linguistic abbreviations

anter. anterior
coll. collective
C consonant
C1, C2, C3, C4 first, second, third, fourth radical in a root
DO direct object
f., fem. feminine

I, II, III, IV, V, VI, VII, VIII, IX, X Binyanim forms 1-10
Imp. Imperative mood
IO indirect object
Impf. Imperfective aspect
m., masc. masculine
neg. negative
NP noun phrase
part. participle
Perf. Perfective aspect
pl. plural
S subject
simult. simultaneous (tense)
sg. singular
s.o. someone
s.t. something

O object
P1, P2, P3 first, second, third person
V verb
v vowel
VP verb Phrase
$\mathbf{v 1}, \mathbf{v} 2$ first, second vowel in a pattern

## Technical acronyms

API Application Programming Interface
AST Abstract Syntax Tree
BSON Binary JSON
CCG Combinatory Categorial Grammar (Steedman \& Baldridge, 2005)
CC-BY Creative Commons Attribution license
CNL Controlled Natural Language
CSV Comma-separated values
DB Database
FM Functional Morphology (Forsberg \& Ranta, 2004)
GF Grammatical Framework (Ranta, 2011)
HPSG Head-driven Phrase Structure Grammar (Pollard \& Sag, 1994)
JSON JavaScript Object Notation
LFG Lexical Functional Grammar (Kaplan \& Bresnan, 1995)
LGPL GNU Lesser General Public License
LST Lexicon Structuring Technique (Dalli, 2002a)
MT Machine Translation

NLP Natural Language Processing
ODL Object Description Language (Rosner et al. , 2006)

PMCFG Parallel multiple context-free grammar (Angelov, 2009)

PGF Portable Grammar Format (Angelov, 2011)

RDBMS Relational database management system
regex regular expression
RGL GF Resource Grammar Library (Ranta, 2009)
TAG Tree-Adjoining Grammar (Joshi \& Schabes, 1997)

XML Extensible Markup Language
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