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Comparison of Methods for Evaluating Stability Performance of Power
System Stabilizers
JOAKIM HIRAMSSON
Department of Energy and Environment
Chalmers University of Technology

Abstract
Two methods are commonly used by transmission system operators to evaluate the
stability performance of a power system stabilizer (PSS). However, cases have been
encountered where the two evaluation methods do not agree. This is problematic
since it may affect the stability of the power system. In this study it is investigated
and suggested which of two evaluation methods that is better to use when evaluat-
ing the stability performance of a PSS. This study is based on dynamic simulations
of the Nordic32-system where PSS2Bs are placed at different synchronous machines
that are located at different buses in the power system; then, the impact of tuning
the PSS2Bs according to the two evaluation methods is analyzed by the traditional
method of eigenvalue analysis. The eigenvalue analysis shows that tuning of the
PSS2Bs according to the evaluation method used by Statnett results in higher in-
creases in the damping ratios of the complex eigenvalues with imaginary parts in
the range of 0.6 - 6.3 rad/s compared with tuning of the PSS2Bs according to the
evaluation method used by National Grid. Therefore, for the specific cases simu-
lated, it is suggested that the evaluation method used by Statnett is better to use
for purposes of evaluating the stability performance of a PSS.

Keywords: rotor angle stability, stability performance, power system stabilizer,
PSS2B, evaluation methods.
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1
Introduction

The demands on power quality are constantly increasing, and power system stability
is important in order to comply with defined power quality limits. Power system sta-
bility is also important for the sustainable development worldwide. The traditional
usage of fossil fuels in power generation is causing concerns for the environment, the
climate and for the health of people [1], [2]. Renewable energy sources (RES) is a
clean way of reducing the need for fossil fuels in power generation [2], [3]. However,
the combination of factors such as increasing power flows and an increasing usage
of RES is expected to reduce the ability of the power system to withstand outages
as well as increase its vulnerability [2]–[5].

Power system stability can be divided into three categories: voltage-, frequency-,
and rotor angle stability [6]. Rotor angle stability deals with the study of electro-
mechanical oscillations present in the power system, and it can be enhanced by
actively regulating the terminal voltages of the synchronous machines (SMs) in the
power system. Terminal voltage regulation capability is provided by an automatic
voltage regulator (AVR), and regulation is accomplished by controlling the excita-
tion of the SM [7]–[9]. In addition to the AVR, a power system stabilizer (PSS) is
typically utilized to provide damping to the electro-mechanical oscillations [8], [10].

There are two methods commonly used by transmission system operators (TSOs)
to evaluate the stability performance of a PSS. The first evaluation method is to
measure the response characteristic from the PSS input to the terminal voltage of
the SM. The obtained response shall be within certain limits in terms of amplitude
and phase for a certain range of angular frequencies [11]. In the second evaluation
method, the amplitude response characteristic from the AVR input to the active
power output from the SM is measured with both disconnected and connected PSS.
For the PSS to provide damping, the amplitude response with connected PSS needs
to be equal to or smaller than the amplitude response with PSS disconnected for a
specific range of angular frequencies [12].

Solvina has encountered different cases where PSSs perform within given limits
when evaluated with one of the two evaluation methods; however, when the same
PSSs are evaluated with the other evaluation method they do not perform within
given limits. This indicates that the two evaluation methods do not agree. The
possible disagreement between the two evaluation methods is problematic since it
may infer that some PSSs currently connected to the power system are improperly
tuned; thus, these PSSs may compromise the stability of the power system. This
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1. Introduction

has not been addressed in recent research where focus is on research areas such as:
optimal location of the PSS [13], [14]; PSS design and tuning using nonlinear and/or
artificial intelligence based control theories [13]–[19]; and pricing of PSS services [20],
[21].

1.1 Aim
Investigate and suggest which of the two evaluation methods that is better to use
when evaluating the stability performance of a PSS.

1.2 Objectives
The aim is broken down into two main objectives where the first objective is to gain
understanding about how changes in the response of the first evaluation method are
reflected in the amplitude response of the second evaluation method. The second
objective is to evaluate the performance of a PSS when it is tuned according to
each evaluation method. The second objective comprises three parts: 1) verify the
findings of the first objective, 2) simulate a multi-bus power system with the PSS
at different locations, and 3) analyze the stability performance of the PSS.

1.3 Method
The first objective is accomplished through Matlab/Simulink simulations of a lin-
earized model of a single-machine infinite bus (SMIB) system. The second objective
is accomplished through dynamic simulations in Simpow. The first part of the sec-
ond objective comprises dynamic simulations of an SMIB-system. The second part
of the second objective comprises dynamic simulations of a multi-bus power system.
For each location of the PSS, it is tuned so that it performs well according to each
of the two evaluation methods for two different sets of tunings; hence, four sets of
dynamic simulations are performed for each PSS location. In the third part of the
second objective, the stability performance of the PSS is analyzed by the traditional
method of eigenvalue analysis [22].

1.4 Scope
This is an example study where focus is on investigating the performance of the
two evaluation methods when the power system is subjected to small-signal dis-
turbances. Rotor angle stability problems related to large-signal disturbances are
not considered. Stability problems related to deviating power system frequency or
deviating bus voltages are not considered either.

The linearized model of the SMIB-system is valid for small-signal disturbances
around an initial operating point. The model includes the effects of: the field circuit
dynamics, the excitation system, and the PSS. The model only captures a certain
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mode of oscillation; therefore, the results are not generalizable to larger power sys-
tems where other modes of oscillation exist [23]. The PSS considered is a PSS2B
and it is assumed that the rotor angular frequency deviation input signal perfectly
represents the true rotor angular frequency deviation. Therefore, only the rotor an-
gular frequency deviation is utilized as the input signal to the PSS. The excitation
system comprises a brushless exciter and an AVR of PID-regulator type. The effects
of turbine and governor are not modeled since they do not affect the dynamics. The
model is deemed sufficient for investigating basic concepts even though it does not
include the effects of damper windings [9], [23], [24]. Moreover, no saturation effects
are included when calculating model parameters since saturation data is unavailable.
This affects the stability limits of the SMIB-system somewhat; however, this is not
deemed critical.

The dynamic simulations of the SMIB-system and the multi-bus power system uti-
lize an SM-model that includes the effects of: the field winding, one d-axis damper
winding, two q-axis damper windings, and magnetic saturation. In addition, a tur-
bine and a governor are modeled; however, they do not affect the dynamics. The
excitation system is modeled as a PI-regulator. The PSS is a PSS2B and utilizes
rotor angular frequency deviation and electrical power deviation as input signals.

The SMIB-system only captures a certain mode of oscillation. However, the multi-
bus power system capture the effects of additional oscillation modes. The dynamic
simulations of the multi-bus power system and the following eigenvalue analysis
therefore provide a general picture of the performance of the PSS. This can in turn
be used for evaluating the performance of the two evaluation methods.

1.5 Outline
The outline of the report is as follows: Chapter 2 introduces the fundamental con-
cepts of small-signal rotor angle stability. Chapters 3 and 4 follow with the modeling
of the different power systems. Chapters 5 and 6 presents the results from the lin-
earized and dynamic simulations whereas Chapter 7 discusses these findings in a
somewhat wider perspective. Chapter 8 concludes.
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2
Small-Signal Rotor Angle Stability

Small-signal rotor angle stability deals with the study of electro-mechanical oscilla-
tions caused by small disturbances on the power system, such as small continuous
changes in load and generation [25]. This chapter introduces the fundamental con-
cepts of small-signal rotor angle stability and starts with reviewing some SM fun-
damentals. The following section introduces the nature of small-signal rotor angle
oscillations. The last section of the chapter introduces the PSS and elaborates on
its different components.

2.1 The Synchronous Machine

This section first reviews the working principle of the SM. In the following section is
the relationship between the rotor angle and the electrical air-gap power established
with the help of the steady state equivalent circuit and its corresponding phasor
diagram. This section concludes with reviewing the role of the excitation system.

Fig. 2.1 shows the topology of a two-pole round-rotor SM. The armature phase
windings are represented by the coils aa′, bb′ and cc′. The field winding is located
in the rotor and is represented by the coil ff ′ [7], [25].

a

a’

b’c’

cb f’

f

a-axis

d-axis

q-axis
b-axis

c-axis

Fig. 2.1: Topology of a round-rotor SM.
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2. Small-Signal Rotor Angle Stability

In the figure, each of the armature phase windings has its own magnetic axis and
these are the a-, b- and c-axes for the aa′, bb′ and cc′ coils, respectively. The mag-
netic axes that correspond to the armature phase windings are stationary since the
armature phase windings are fixed in the stator. Furthermore, two magnetic axes
are introduced for the field winding: the d-axis, and the q-axis. The q-axis leads
the d-axis by 90 deg. The d- and q-axes comprise a rotating reference frame that
rotates with the same mechanical angular frequency as the rotor and is equal to ωm
mechanical rad/s [26].

If the number of stator poles is larger than two, the mechanical angular frequency
of the rotor does not equal the electrical angular frequency of the rotor. However,
the angular frequency of the rotor can be converted from mechanical radians per
second into electrical radians per second. The relation is:

ωe = p

2ωm (2.1)

where ωe is the electrical angular frequency and p is the number of stator poles [26].

2.1.1 Working Principle
The SM is excited by a direct current in the field winding that generates an excita-
tion magneto-motive force (MMF) wave. The excitation MMF-wave is assumed to
be sinusoidally distributed along the stator with its peak directed along the d-axis.
Thus, the electrical angular frequency of the excitation MMF-wave is, after the pos-
sible conversion according to (2.1), equal to ωe [26].

The armature phase currents generate an armature reaction MMF-wave, and it can
be shown that the armature reaction MMF-wave is rotating with the same electrical
angular frequency as the excitation MMF-wave [26, Ch. 3]. Thus, the excitation
MMF-wave and armature reaction MMF-wave can be added together to form the
resultant air-gap MMF-wave, which Fig. 2.2 illustrates [26].

a

a’

b’c’

cb f’

f

a-axis

d-axis

q-axis
b-axis

c-axis

𝑭𝒇

𝑭𝒂
𝑭𝜹𝛾

𝜔'

Fig. 2.2: The field MMF-wave (Ff ) and the armature reaction MMF-wave
(Fa) forms the resultant air-gap MMF-wave (Fδ).
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2.1.2 Equivalent Circuit and Phasor Diagram
For purposes of steady state analysis, the SM is commonly represented by its equiv-
alent circuit. The equivalent circuit of the SM in steady state is depicted in Fig.
2.3. In the figure, phasors are used to represent voltages and currents. In addition,
the parameters of the SM, the voltages, and the line current are normalized and
expressed in per unit [25].

𝑉𝑡

𝑅𝑎 𝑗𝑋𝑙

𝐼

𝐸𝑓

𝑗𝑋𝑎

Fig. 2.3: Steady state equivalent circuit of the SM.

In the figure, Xa is the armature reaction reactance, Ra is the resistance of the
armature phase winding, Xl is the leakage reactance, Vt is the terminal voltage, and
Ef is the internal steady state voltage of the SM, and I is the line current [26].
The two reactances Xa and Xl are typically combined into a single reactance that
is known as the synchronous reactance Xd [7].

Fig. 2.4 shows the phasor diagram of the SM that corresponds to the steady state
equivalent circuit illustrated in Fig. 2.3 [7].

𝑭𝒇

𝑭𝜹

𝑭𝒂 𝐼
𝐸𝛿 𝑗𝑋𝑎𝐼 = 	−	𝐸𝑎

𝑅𝑎𝐼
𝑗𝑋𝑙𝐼𝑉𝑡

𝛿2 𝛿

𝛿2

𝛾
𝐸𝑓

Fig. 2.4: Steady state phasor diagram of the SM.

In the figure, δr is known as the power angle of the SM since the electrical air-
gap power generated by the SM is directly related to this angle [7]. The rotor
angle is denoted δ, and in the figure it is the angle between the internal voltage
and the terminal voltage. From the figure it can be seen that the rotor angle and
the power angle are not equal. However, the leakage reactance is typically small in
comparison to the armature reaction reactance and can therefore often be neglected.
Consequently, it can be approximated that the rotor angle is equal to the power
angle; hence, the electrical air-gap power generated by the SM can be expressed in
terms of the rotor angle [7], [26].
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2.1.3 The Excitation System

The main role of the excitation system is to generate the field current that provides
excitation of the SM. By controlling the field current, the excitation system controls
the voltage and reactive power flow from the SM. These are important control tasks
from a power system stability perspective. Besides that, the excitation system also
provides protective functions in order to avoid operation beyond the capability lim-
its of the SM [25].

The excitation system consists of an exciter, a voltage transducer and an AVR.
The role of the exciter is to provide the current to the field winding whereas the
AVR provides the necessary control of the exciter. Fig. 2.5 presents the layout of a
general excitation system that is connected to an SM where the protective functions
of the excitation system are omitted [25].

AVR SMExciter𝑉𝑟𝑒𝑓 +- 𝑉𝑡

Voltage
Transducer

𝑣1

Fig. 2.5: General excitation system.

The input to the AVR is a voltage error signal. The voltage error signal is formed by
comparing a voltage reference signal with a terminal voltage signal obtained via the
voltage transducer. The AVR controls the output of the exciter block to be equal
to the desired field voltage. This generates in turn the desired terminal voltage of
the SM [27].

The small-signal performance of the excitation system is evaluated when the SM
is in no-load. The performance evaluation is based on the response in the terminal
voltage when a step in the voltage reference is applied. The relevant performance
measures related to the step response are: rise time, settling time, and overshoot
[28]. Table 2.1 shows the range of expected values inside which the step response
performance measures are expected to be in order for the feedback control system
to be considered good.

Table 2.1: Range of values of the excitation system performance measures,
as defined in [28]

Performance Measure Range of Values Unit
Rise time (tr) 0.025 - 2.5 s

Settling time (ts) 0.2 - 10 s
Overshoot 0 - 40 %
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2.2 Small-Signal Rotor Angle Oscillations
This section introduces the basics of small-signal rotor angle oscillations. First are
the different types of oscillation modes introduced. The second, third, and fourth
sections explain the tools of eigenvalue analysis, modal analysis, and participation
factor analysis, respectively. The following section continues with reviewing the
swing equation whereas the last section explains the central concepts of synchroniz-
ing and damping torques.

2.2.1 Modes of Oscillation
The interesting modes of oscillation are: local-, inter-plant-, inter-area-, torsional-,
and control modes of oscillation [29], [30]. Local modes occur when SMs in one gener-
ating station oscillate against the rest of the power system. The angular frequencies
of local modes are ranging from approximately 5 - 12.6 rad/s [31]. Inter-plant modes
occur when SMs in the same plant oscillate against each other. The angular fre-
quencies of the inter-plant modes are typically in the range of 9.4 - 15.7 rad/s [30].
Inter-area modes occur when SMs in one area of the power system oscillate against
SMs in other areas of the power system. The angular frequencies of the inter-area
modes are ranging from approximately 0.6 - 6.3 rad/s [30]. Torsional and control
modes are associated with oscillations stemming from turbine shaft components and
improperly tuned controllers that are located in the power system, respectively. The
angular frequencies of torsional modes typically exceed 50.3 rad/s [10], [32].

2.2.2 Eigenvalue Analysis
The modes of oscillation and their influence on the stability of the power system can
be investigated by expressing the power system on state-space form with the follow-
ing calculation of the eigenvalues of the power system. An eigenvalue can be either
real or complex conjugated, and the both types of eigenvalues give the damping of
the modes that are associated with the eigenvalues. Complex eigenvalues also give
the angular oscillating frequencies of the oscillation modes that are associated with
the complex eigenvalues [25].

A real eigenvalue represents a mode with non-oscillatory behavior in the time do-
main. A certain mode i that is associated with a certain real eigenvalue λi has a
time domain characteristic given by exp[λit]. Therefore, in order for the mode to
show a stable time domain characteristic it is necessary that the eigenvalue is nega-
tive; consequently, its time domain characteristic represents a decaying exponential
function. The amplitude of the eigenvalue determines the quickness of the decay
where an eigenvalue with large amplitude gives a quickly decaying mode, and vice
versa [25].

A mode i with complex eigenvalue λi = σi ± jωi is associated with an oscilla-
tory time domain characteristic since its time domain characteristic is given by
exp[σit] · sin(ωit + θ). The complex part of λi represents the angular oscillating
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2. Small-Signal Rotor Angle Stability

frequency whereas the real part represents the damping. To show a stable time
domain characteristic the real part needs to be negative [25]. The damping ratio of
the mode is

ξi = −σi√
(σ2

i + ω2
i )

(2.2)

where a large value of the damping ratio represents a quickly decaying mode [25].

2.2.3 Modal Analysis
For a complex eigenvalue, modal analysis gives information about the amplitude and
phase of the contributions from the different SMs to the oscillation mode associated
with the specific complex eigenvalue. However, the information about the amplitude
can be misleading since the amplitude is dependent on the units of the state variables
[25], [30]. Therefore, the modal analysis is only used to give an indication of the
amplitude of the contributions from the different SMs to the oscillation mode.

2.2.4 Participation Factor Analysis
Due to the fact that the modal analysis can be misleading in terms of the amplitude
of the contributions, it needs to be complemented by participation factor analysis.
The participation factor analysis gives accurate information about to what extent
the different SMs and their state variables are contributing to a certain oscillation
mode [30]. Thus, by combining the modal analysis with the participation factor
analysis, it can be established what type of oscillation mode a certain complex
eigenvalue represents. It is also possible to decide whether the mode associated
with the specific complex eigenvalue represents an electro-mechanical oscillation.

2.2.5 The Swing Equation
The effect of an imbalance between the mechanical driving torque, provided by the
prime mover, and the breaking electrical air-gap torque generated by the SM is
dictated by [25]:

J
dωm
dt

= Tm − Te −KDωm. (2.3)

Where J is the moment of inertia of the rotor also including all devices connected
to the rotor shaft, KD is the damping factor, Tm and Te are the mechanical and the
electrical air-gap torques, respectively [25].

2.2.6 Synchronizing Torque and Damping Torque
Consider an SM that is connected to an infinite bus via a transformer and two
parallel transmission lines in a simple SMIB-system configuration. Such an SMIB-
system is depicted in Fig. 2.6. Phasors are used to represent steady state voltages
as well as the line current. The infinite bus voltage EB is taken as reference.
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𝑗𝑋𝑑

𝐼 𝑗𝑋𝐿 𝑗𝑋𝐺
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0𝛿-𝐸. = |𝐸.|
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𝑗𝑋1

Fig. 2.6: SMIB-system considered for illustrating the synchronizing and the
damping torque components.

In the figure, θt is the angle of the terminal voltage relative to the angle of the infinite
bus voltage. The total equivalent reactance external to the SM is equal to XE. The
active electrical power transferred from the SM to the infinite bus in steady state
is equal to the electrical air-gap power since there are no active power losses in the
considered power system. The electrical air-gap power is

Pe = 3 ·
|Ef | · |EB|
XE +Xd

sin δt (2.4)

where δt is the rotor angle now expressed relative to the angle of the infinite bus
voltage [30], [33]. The power-angle relationship given by (2.4) is represented by
curve one in Fig. 2.7 where the peak of the electrical air-gap power occurs at δt =
π/2 rad and is equal to Pe,max. In steady state, the rotor angle is fixed at δt = δt,0
and the electrical air-gap power is equal to the mechanical power Pm.

𝛿"
𝜋𝜋

2
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𝑃&

𝑃′&,()*
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1

2

𝛿",, 𝛿",- 𝛿",.

𝑃′&/

Fig. 2.7: Power-angle curves.

In a situation where the transferred electrical power is reduced there is a correspond-
ing decrease in the electrical air-gap power of the SM. This can be seen in Fig 2.7
where a reduction in the electrical air-gap power is represented by curve two. Upon
reduction of the transferred electrical power the rotor angle equals its initial value
δt,0 and the electrical air-gap power drops to P ′ef . However, the driving mechanical
power supplied by the prime mover still remains at Pm. Hence, there is an imbalance
between the mechanical power and the electrical air-gap power.

Due to the imbalance between the mechanical and the electrical air-gap powers,
the rotor of the SM starts to accelerate. The rotor accelerates until the electrical
air-gap power becomes equal to the mechanical power, which corresponds to a rotor
angle equal to δt,1. At this point, the rotor starts to decelerate. However, the rotor
angle is still increasing until the rotor angle reaches δt,2 where it starts to decrease.
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The rotor angle decreases until it gets close to its original value δt,0, where it again
starts to increase. The rotor angle continues to oscillate in this way until it finally
settles at a new value δt,1 where the electrical air-gap power equals the mechanical
power [30].

A deviation in rotor angle away from its initial value results in a change in the
electrical air-gap power and is also associated with a change in the electrical air-gap
torque. The change in electrical air-gap torque can be expressed as the sum of two
components, as follows [25]:

∆Te = TS∆δt + TD∆ωe. (2.5)

Where Ts is the synchronizing torque component and TD is the damping torque
component [25]. The two terms TS∆δt and TD∆ω in (2.5) show that the synchro-
nizing and damping torque components each generates an electrical air-gap torque
component in phase with the deviations in rotor angle and rotor angular frequency,
respectively [25], [34].

Both the synchronizing and the damping torque components are important from
a small-signal rotor angle stability perspective. The electrical air-gap torque com-
ponent that is generated in phase with the rotor angle deviation maintains the
synchronism of the SM; thus, aperiodic drift in the rotor angle can be avoided [30],
[35]. However, with only synchronizing torque present, small-signal rotor angle sta-
bility problems may arise due to rotor angle oscillations with increasing amplitude.
Thus, for the rotor angle to end up at a new operating value there is a need to
generate sufficient damping torque in addition to the synchronizing torque. Syn-
chronizing torque is generated by the AVR and damping torque is generated by the
PSS. Small-signal rotor angle stability problems are typically caused by the lack of
damping torque [8], [25], [32].

The quickness of the excitation system affects both the synchronizing and the damp-
ing torque components. During operating conditions where the output power from
the SM is high, the effects of increasing the quickness of the excitation system is to
increase the synchronizing torque component whereas the damping torque compo-
nent is reduced. During operating conditions where the output power from the SM
is low, the effects of increasing the excitation system quickness are the opposite in
terms of changes in the synchronizing and the damping torque components [25].

2.3 The Power System Stabilizer
This section starts with the introduction of a general PSS structure where the in-
dividual blocks that comprise the general PSS structure are explained. The first
section also elaborates on the functionality of these blocks. The following section
gives a brief overview over the different PSS models defined by IEEE. The last sec-
tion introduces the two evaluation methods.
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The main objective of the PSS is to add damping to local and interarea modes
of oscillation; however, at the same time, the PSS should not reduce damping of
other oscillation modes present in the power system [31]. The PSS is part of the
excitation system as illustrated in Fig. 2.8 where the output from the PSS is nor-
mally added to the voltage reference signal that is fed as an input to the AVR [25];
thus, this configuration allows for generating the damping torque component by
additional excitation control [36].

AVR SMExciter𝑉𝑟𝑒𝑓 +- 𝑉𝑡

Voltage
Transducer

PSS Input
Signal

+

𝑣𝑠

𝑣1

Fig. 2.8: General excitation system also including the PSS.

2.3.1 Representation of a General Power System Stabilizer
If the response characteristic from the AVR input to the electrical air-gap torque
exhibits a pure gain characteristic, then the rotor angular frequency deviation can be
used directly to generate the damping torque component. However, the PSS needs
to provide a certain amount of phase lead compensation since the response char-
acteristic from the AVR input to the electrical air-gap torque does not show pure
gain characteristic; rather, the response characteristic from the AVR input to the
electrical air-gap torque shows a phase lagging characteristic. The phase compensa-
tion needs to be provided over a certain range of angular frequencies. It should also
be pointed out that the phase characteristic from the AVR input to the electrical
air-gap torque changes as the operating condition changes [24], [25], [37].

Based on the previously described functions provided by the PSS, it is possible
to construct a general PSS structure. The general PSS structure is illustrated in
Fig. 2.9 [25], [26], [38] where it should be recognized that different PSS models relies
on different input signals in order to generate its stabilizing signal. The different
PSS models that are available realize this PSS structure in different ways.

WashoutGain
Phase

Compensa-
tion

Output
Limiter

Input
Signal

Output
Signal

Synthetiza-
tion

Fig. 2.9: General PSS structure.

The figure illustrates that the structure of any PSS can be considered to consist of
a series of blocks, namely: a synthetization block, a gain block, a washout block,
a phase compensation block, and an output limiter block. The rest of this section
explains the functionality of each of the different blocks that comprise this general
PSS structure.
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Synthetization Block
The synthetization block generates the stabilizing signal based on one or multiple
input signals.

Gain Block
The gain block consists of a gain, and it determines the amount of damping provided
by the PSS [25].

Washout Block
The washout block consists of one or several washout filters, and the washout block
provides filtering of dc components present in the input signal whereas components
of higher angular frequency are passed [39]. Without the presence of the washout
filter in the PSS, the terminal voltage would be affected by steady increases in the
rotor angular frequency [37].

The transfer function of a single general washout filter is

GW (s) =
(

TW s

1 + TW s

)N
(2.6)

where the washout filter is characterized by the time constant TW and N denotes
the order of the filter [25], [30]. Fig. 2.10 shows the response of a first-order washout
filter for different values of the time constant. The values of the time constant are
typical for PSS applications [25].

Fig. 2.10: Response of the washout filter with varying time constant. Solid:
TW = 1 s, dashed: TW = 5 s, blue dotted: TW = 10 s, and green dash-dotted:
TW = 20 s.

From the figure, it is clear that the washout filter attenuates angular frequencies up
to the break angular frequency, which is approximately given by ωW = 1/TW rad/s.
The washout filter generates phase lead compensation equal to 90 deg for angular
frequencies below approximately ωW/10 rad/s. The phase lead decreases and equals
zero at an angular frequency equal to approximately 10ωW rad/s [40]. The figure
also shows how variations in TW shift the response along the x-axis.
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Fig. 2.11 illustrates the effects of varying the order of the washout filter in terms of
the response of the washout filter.

Fig. 2.11: Response of the washout filter with varying filter order. Solid: N
= 1, dashed: N = 2, and blue dotted: N = 3.

As can be seen in the figure, increasing the order of the washout filter increases the
slope of the amplitude characteristic. The slope of the amplitude characteristic is
equal to N · 20 dB/decade in the linear region. Increasing the order of the washout
filter also increases the phase lead compensation provided at low angular frequen-
cies. The phase lead compensation provided by the washout filter at low angular
frequencies is equal to N · 90 deg.

Phase Compensation Block
The fourth block in Fig. 2.9 is the phase compensation block. The phase compen-
sation block consists of one or several lead-lag filters where the time constants of
the lead-lag filters can be set independently. This flexibility allows for tuning the
different parts of the response of the phase compensation block independently. This
freedom is used in order to provide the desired amplitude and phase characteristics
of the response of the PSS.

The transfer function of a single general lead-lag filter is

Gll(s) =
(

1 + Tll1s

1 + Tll2s

)N
(2.7)

where Tll1 and Tll2 are the time constants of the filter and N denotes the order of
the filter [24], [27].

Fig. 2.12 shows the response of a first-order lead-lag filter that provides phase
lead compensation.
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Fig. 2.12: Response of the lead-lag filter with Tll1 = 0.17 s and Tll2 = 0.02 s.

It is illustrated that phase lead compensation is provided when Tll1 is larger than
Tll2 since the break angular frequency associated with the zero is lower than the
break angular frequency associated with the pole. On the other hand, phase lag
compensation can be provided when Tll1 is smaller than Tll2; consequently, mak-
ing the break angular frequency associated with the pole smaller than the break
angular frequency associated with the zero [40], [41]. In the case of phase lag com-
pensation, both amplitude and phase characteristics are mirrored around the x-axis.

Fig. 2.13 illustrates the effects of varying the ratio of Tll1 to Tll2 when the lead-
lag filter provides phase lead compensation.

Fig. 2.13: Response of the lead-lag filter with varying ratio of Tll1 to Tll2.
Solid: Tll1/Tll2 = 8.5; dashed: Tll1/Tll2 = 2.94; and blue dotted: Tll1/Tll2 =
1.86.

From the figure, it is clear that the amplitude characteristic decreases as the ratio of
Tll1 to Tll2 decreases. In addition, decreasing the ratio of Tll1 to Tll2 decreases both
the height and the width of the phase characteristic. Furthermore, a given response
can be shifted along the x-axis by changing the values of Tll1 and Tll2 but keeping
the ratio of Tll1 to Tll2 constant. The effect of varying the ratio of Tll2 to Tll1 are
similar for a lead-lag filter that provides phase lag compensation.
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Fig. 2.14 illustrates the effects of increasing the order of the lead-lag filter. It
is shown that increasing the filter order increases the amplitude characteristic, and
increasing the filter order also increases the height and width of the phase char-
acteristic. The effects are the similar for a lead-lag filter that provides phase lag
compensation.

Fig. 2.14: Response of the lead-lag filter with varying filter order. Solid: N
= 1, dashed: N = 2, and blue dotted: N = 3.

Output Limiter Block
The last block in Fig. 2.9 consists of a limiter that keeps the output from the PSS
within certain limits. This block is needed in order to avoid large fluctuations in the
terminal voltage during the transient state [31].

2.3.2 IEEE Power System Stabilizer Model Definitions
This section provides a brief overview of the different IEEE PSS model definitions.
The section focuses especially on the basis on which each PSS model generates its
stabilizing signal.

PSS1A Model
The PSS1A model utilizes a single input signal that typically is rotor angular fre-
quency. This signal is easy accessible and represents the easiest way of generating
the electrical air-gap torque component in phase with the rotor angular frequency
deviation [27]. On the other hand, the deviation in rotor angular frequency is to a
large extent reflected in the frequency of the terminal voltage; therefore, the PSS1A
model can also utilize the terminal voltage frequency as the input signal [30].

Measuring the deviation in electric power is a third way of obtaining the stabi-
lizing signal. Rewriting (2.3), neglecting damping effects and with the following
linearization of the resulting equation yields

Mm
d∆ωsm
dt

= ∆Pm −∆Pe (2.8)
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2. Small-Signal Rotor Angle Stability

where Mm is the angular momentum and ωsm is a synthesized mechanical rotor
angular frequency signal that is used as the stabilizing signal. The synthesized
mechanical rotor angular frequency deviation signal can be obtained from (2.8) by
considering the deviation in mechanical power to be zero. Hence, integration of (2.8)
yields the stabilizing signal [30]:

∆ωsm = − 1
Mm

∫
∆Pe. (2.9)

The drawback of the PSS1A is related to its input signal. The PSS1A that utilizes
the rotor angular frequency or the frequency of the terminal voltage as input signal
may be affected by torsional oscillations. In terms of the PSS1A that is based on
generating a stabilizing signal through the deviation in electrical power, from (2.9) it
can be seen that a non-zero deviation in mechanical power will affect the stabilizing
signal since it is assumed that the deviation in mechanical power is zero [10].

PSS2B Model
The PSS2B model utilizes two input signals in order to generate a synthesized signal
that represents mechanical rotor angular frequency deviation, and this signal is used
as stabilizing signal. The generation of this signal can be based on a wide selection of
input signals: the rotor angular frequency deviation, the terminal voltage frequency,
the electrical power deviation, the accelerating power of SM, the terminal voltage
of the SM, and the derivative of the terminal voltage of the SM [42].

A detailed sketch of a PSS2B that utilizes rotor angular frequency deviation and
electrical power deviation as input signals is provided in Fig. 2.15 [38].
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Fig. 2.15: Detailed sketch of a PSS2B.

In the figure it is possible to identify each of the blocks introduced in Fig. 2.9. The
gain of the PSS2B is given by the constant KS1. There are two washout filters asso-
ciated with each of the two input signals, and the washout filters are characterized
by the time constants TW1 - TW4.

The synthetization block comprises a ramp tracking filter, a transducer filter and an
integrator. The ramp tracking filter is characterized by the time constants T8 and T9
as well as the constantsMR and NR. The ramp tracking filter is basically a low-pass
filter that filters out torsional oscillation components in its input signal, and the
ramp tracking filter should generate zero steady state error when its input signal is
a ramp signal [42], [43]. The transducer filter is characterized by the time constant
T6 and the integrator is approximated by the low-pass filter with time constant T7.
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2. Small-Signal Rotor Angle Stability

The two constants KS2 and KS3 govern the contribution from each of the two input
signals. For more information on the procedure of generating the synthesized me-
chanical rotor angular frequency deviation signal, the reader is referred to [30, Ch.
8],[42].

The phase compensation block consists of three lead-lag filters that are charac-
terized by the time constants T1 - T4 and T10 - T11. The output limiter is a voltage
limiter that keeps the output voltage within VSMAX and VSMIN .

PSS3B Model
The PSS3B model utilize two input signals, namely: the rotor angular frequency
deviation and the electrical power. The two input signals are used to obtain an
equivalent mechanical power signal. The obtained equivalent mechanical power sig-
nal is used in combination with the electrical power signal to generate a signal that
represents the accelerating power of the SM that is used as stabilizing signal [38].

PSS4B Model
The PSS4B model is based on two input signals that generate two stabilizing sig-
nals. The input signals are the rotor angular frequency deviation and the electrical
power deviation. The first stabilizing signal is obtained by the appropriate filtering
of the rotor angular frequency signal, and it is fed to both a low-frequency band and
a medium-frequency band. The electrical power deviation input signal is used to
generate a synthesized rotor angular frequency signal comprising its high-frequency
components. This synthesized signal is the second stabilizing signal and is fed to
a high-frequency band. The outputs from the low-, medium-, and high-frequency
bands are then summed into a signal that forms the output of the PSS4B.

The low-, medium-, and high-frequency bands are tuned in order to provide damping
to oscillation modes with low-, medium-, and high oscillating angular frequencies,
respectively. Thus, the advantage of the PSS4B compared with previous PSS mod-
els is that it provides damping over a larger range of angular oscillating frequencies
[27], [38], [44].

2.3.3 Evaluation Methods for Power System Stabilizers
This section introduces the two evaluation methods commonly used by TSOs for
purposes of evaluating the performance of PSSs. For each evaluation method, the
section presents the measurement points utilized to obtain the response. The condi-
tions that needs to be satisfied in order for the PSS to be considered properly tuned
according to each evaluation method are also presented.

First Evaluation Method
Fig. 2.16 shows the measurement points of the first evaluation method where the
response is taken from the PSS input to the terminal voltage of the SM. The response
is obtained when the SM is in offline operation. This means that it is in no-load
operation as well as disconnected from the grid [11].
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ToAVR SMExciter𝑉𝑟𝑒𝑓 +- 𝑉𝑡

Voltage
Transducer

PSS
From

+

𝑣𝑠

𝑣1

𝑃*

Fig. 2.16: Measurement points of the first evaluation method.

The obtained response is evaluated in terms of some predefined amplitude and phase
limits. Fig. 2.17 illustrates both present and proposed limits as used by the Norwe-
gian TSO Statnett. The limits in the figure are presented in [11] and from now on,
the first evaluation method is referred to as the FIKS-method. It should be pointed
out that other TSOs may use other limits that are not considered.

Fig. 2.17: Amplitude and phase limits of the FIKS-method. Solid: present
limits and dashed: proposed limits.

Second Evaluation Method
The second evaluation method considers the amplitude response from the voltage
reference to the electrical air-gap power output from the SM [12]. The measurement
points are illustrated in Fig. 2.18.

AVR SMExciter𝑉𝑟𝑒𝑓 +-
𝑉𝑡

Voltage
Transducer

PSS

From +

𝑣𝑠

𝑣1

𝑃* = 𝑇*
To

Fig. 2.18: Measurement points of the second evaluation method.

20



2. Small-Signal Rotor Angle Stability

The figure shows that the amplitude response is obtained with PSS both connected
and disconnected [12]. The figure also illustrates that the electrical air-gap torque is
utilized as the output point instead of the electrical air-gap power. This is possible
if normalization according to the per unit system is used since per unit torque and
per unit power are numerically equal [25].

For the PSS to be properly tuned according to the second evaluation method, the
amplitude response obtained with PSS connected needs to be lower than or equal
to the amplitude response obtained with PSS disconnected. In the evaluation of
the amplitude responses, the British TSO National Grid considers angular frequen-
cies ranging between 1.26 - 18.85 rad/s [12]. From now on, the second evaluation
method is referred to as the NG-method. Fig. 2.19 provides an example where the
PSS is properly tuned and one example where the PSS is improperly tuned when it
is evaluated with the NG-method.

(a)

(b)

Fig. 2.19: Example responses obtained by the NG-method. Solid: PSS
connected and red dashed: PSS disconnected. (a) Properly tuned PSS. (b)
Improperly tuned PSS.
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3
Modeling of Linearized Power

System

This chapter first introduces the SMIB-system considered in the first objective,
and this is followed by the modeling and implementation of this SMIB-system into
Matlab/Simulink by the use of the classical model. The classical model is extended
in the second section to account for the effect of field circuit dynamics. The third and
fourth sections extend the model further to account for the effects of an excitation
system and a PSS, respectively.

3.1 The Single-Machine Infinite Bus System

The power system comprises an SM that is operating towards an infinite bus via a
transmission line. The SM is generating 0.695 p.u. of active power and 0.1745 p.u.
of reactive power. The power system frequency is 50 Hz, and the SMIB-system is
illustrated in Fig. 3.1.

𝐼

𝑗𝑋$

Bus 2Bus 1

𝑃& = 0.695	𝑝.𝑢.
𝑄& = 0.1745	𝑝.𝑢.

Fig. 3.1: SMIB-system considered in the first objective.

The SMIB-system is set up to be similar to the SMIB-systems considered in [25,
Fig. E12.6] and in [10]. In cases where needed SM parameters are missing, stan-
dard values are assumed based on [35, Table 2.2]. Complete lists of values of the
parameters are provided in Tables A.1 and A.2 in Appendix A.

3.2 The Classical Model

For purposes of small-signal analysis of the SMIB-system, the SM is represented by
its transient model that is depicted in Fig. 3.2. The transient SM-model assumes
constant d-axis flux linkages [23], [25].
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𝑗𝑋𝑙
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Fig. 3.2: Transient SM-model.

In the figure, E ′
f is the internal transient voltage and Xf is the field winding re-

actance [6], [25]. The equivalent reactance of Xf , Xa and Xl gives the transient
reactance and is expressed as follows [6]:

X
′

d = Xl + 1
1
Xa

+ 1
Xf

(3.1)

Replacing the SM in Fig. 3.2 with its transient model yields the model of the SMIB-
system that is depicted in Fig. 3.3. The infinite bus voltage is taken as reference
and the rotor angle δt is expressed relative to the infinite bus voltage angle.

𝑗𝑋#$𝐼
𝐸' = |𝐸'|𝑗𝑋*

0𝛿-𝐸.$ = |𝐸.$|

𝑉- = |𝑉-| 𝜃-

Fig. 3.3: Model of the SMIB-system considered in the first objective.

Introducing XT = X
′
d + XE as the total reactance between the internal transient

voltage and the infinite bus voltage in Fig. 3.3; subsequently, the per unit electrical
air-gap power supplied by the SM is [25]:

Pe =
|E ′

f | · |EB|
XT

sin(δt). (3.2)

Eq. (3.2) also gives the per unit electrical air-gap torque since the per unit elec-
trical air gap torque is numerically equal to the per unit electrical air-gap power.
Linearization of (3.2) around an initial operating point δt,0 yields

∆Te =
|E ′

f | · |EB|
XT

cos(δt,0) ·∆δt (3.3)

where (3.3) represents an electrical air-gap torque component in phase with the
rotor angle deviation [25]. According to (2.5), (3.3) can be expressed in terms of a
synchronizing torque component KS as follows [25]:

∆Te = KS∆δt. (3.4)

The effect of an imbalance between the driving mechanical torque and the breaking
electrical air-gap torque is given by (2.3). For purposes of small-signal rotor angle
stability studies, (2.3) is expressed in per unit and linearized, yielding
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2Hd∆ωe
dt

= ∆Tm −∆Te −KD∆ωe (3.5)

where H is the per unit inertia constant. The per unit inertia constant is given by

H = 1
2
J · ω2

m0
Sbase

(3.6)

where Sbase is the volt-ampere rating of the SM and ωm0 is the rated mechanical
angular frequency of the SM [25].

The per unit deviation in electrical angular frequency is

∆ωe = 1
ω0
· ∆dδt
dt

(3.7)

where ω0 is the rated electrical angular frequency of the SM [25]. Substituting (3.4)
and (3.7) into (3.5) and taking the Laplace transform of the resulting equation by
assuming all initial conditions to be zero yields [25]:

∆δt = ω0

s

[ 1
2Hs

(
∆Tm −KS∆δt −KD∆ωe

)]
. (3.8)

Eq. (3.8) describes the small-signal behavior of the SMIB-system defined in Fig. 3.1
when the SM is modeled by its transient model. Fig. 3.4 shows the block diagram
that represents (3.8) [25].

1
2𝐻𝑠

𝜔&
𝑠

∆𝑇) +-

𝐾+

-

∆𝑇,

∆𝛿.

𝐾/

∆𝜔,

Fig. 3.4: Block diagram of the model of the SMIB-system considered in the
first objective.

Table 3.1 gives the values of the parameters of the block diagram in Fig. 3.4. The val-
ues of the parameters are used when implementing the model into Matlab/Simulink.

Table 3.1: Values of the parameters of the block diagram in Fig. 3.4

Parameter Value Unit
ω0 314.159 electrical rad/s
H 2.600 (MW · s)/MVA
KS 0.872 p.u. torque/dev. elect. rad
KD 0.000 p.u. torque/p.u. dev. ang. freq.
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3.3 Including Field Circuit Dynamics
The field circuit dynamics cause variations in the flux linkage [23]. Fig. 3.4 is
therefore modified by introducing a field circuit block as is shown in Fig. 3.5 [25].
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+∆𝐸23
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Field Circuit

Fig. 3.5: Block diagram of the model of the SMIB-system also including the
field circuit dynamics.

In the figure, the coefficient K1 gives the change in electrical air-gap torque per
change in rotor angle and K2 gives the change in electrical air-gap torque per change
in air-gap flux linkage. The coefficient K3 gives the change in air-gap flux linkage
per change in field voltage and the coefficient K4 gives the change in equivalent field
voltage per change in rotor angle [34]. Tfd is the field circuit time constant [23].

The coefficients K1, . . . , K4 and the field circuit time constant Tfd are dependent
on the operating condition of the SMIB-system and the parameter values of the SM
[23]. The values of the coefficients and the time constant are provided in Table 3.2,
and the procedure of calculating them is presented in Appendix B.

Table 3.2: Values of the coefficients K1, . . . , K4 and the field circuit time
constant Tfd

Parameter Value Unit
K1 0.752 p.u. torque/p.u. rot. ang.
K2 0.769 p.u. torque/p.u. air-gap flux link.
K3 0.610 p.u. air-gap flux link./p.u. field volt.
K4 0.734 p.u. field volt./p.u. rot. ang.
Tfd 4.267 s

From Fig. 3.5, the change in electrical air-gap torque can be expressed as

∆Te = K1∆δt +K2∆Ψfd (3.9)
where Ψfd is the air-gap flux linkage [45]. The change in air-gap flux linkage is given
by

∆Ψfd = K3

1 + Tfds
(∆Efd −K4∆δ) (3.10)
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where Efd is the field voltage [23]. Assuming manual control puts ∆Efd in (3.10)
equal to zero and allows for expressing (3.9) in terms of the change in the rotor
angle, as follows [25]:

∆Te = K1∆δt −
K2K3K4

1 + Tfds
∆δt. (3.11)

In (3.11), the part of the change in electrical air-gap torque due to the change in the
rotor angle that is fed back through the coefficient K4 represents demagnetization
of the SM due to armature reaction [25].

Eq. (3.11) can be simplified by substituting s = jωe. Furthermore, assuming that
the angular oscillating frequency is higher than 1/Tfd yields

∆Te = K1∆δt + K2K3K4

Tfdωe
j∆δt (3.12)

and is on the form introduced by (2.5) since j∆δt = ∆ωe [25]. The angular oscillating
frequency of the local mode is 6.28 rad/s. Thus, (3.12) is reduced to:

∆Te = 0.7565∆δt + 0.0128∆ωe. (3.13)

From (3.12) it can be recognized that the effect of accounting for the field circuit
dynamics is to introduce a positive damping torque component as long as K2K3K4
is positive.

3.4 Including Excitation System
The excitation system is included into the model in Fig. 3.1 by introducing the
blocks of the exciter, AVR, and the voltage transducer as is shown in Fig. 3.6. In
addition, the coefficients K5 and K6 are added to provide the necessary relations
between the excitation system and the rest of the model [23], [25].
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Fig. 3.6: Block diagram of the model of the SMIB-system also including the
excitation system.
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The coefficients K5 and K6 gives the change in terminal voltage per change in rotor
angle and the change in terminal voltage per change in air-gap flux linkage, respec-
tively [34]. As for the coefficients K1, . . . , K4 and the field cirucit time constant,
the values of the coefficients K5 and K6 are dependent on the operating condition
of the SMIB-system as well as the parameter values of the SM. The values of the
coefficients are calculated according to the procedure presented in Appendix B, and
the values of the coefficients are provided in Table 3.3.

Table 3.3: Values of the coefficients K5 and K6

Parameter Value Unit
K5 -0.070 p.u. term. volt./p.u. rot. ang.
K6 0.510 p.u. term. volt./p.u. air-gap flux link.

The voltage transducer in Fig. 3.6 senses and filters the terminal voltage signal [25].
The transfer function of the voltage transducer is

Gvt(s) = 1
1 + TRs

(3.14)

where TR is the voltage transducer time constant, and it is set to 0.02 s, which is a
typical value [25].

Fig. 3.7 shows the exciter and AVR block introduced in Fig. 3.6, and it com-
prises a brushless exciter and a PID-regulator AVR. The input is the error signal
formed by ∆et = ∆Vref−∆vl where Vref is the voltage reference and vl is the output
from the voltage transducer.

∆𝐸#$
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Exciter

1
1 + 𝑇()*𝑠
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1 + 𝑇$
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𝑠++𝐾.

1
𝑇/𝑠

∆𝑒1

PID-Regulator

Fig. 3.7: Block diagram of the exciter and PID-regulator AVR.

Similar to [10], a brushless exciter of type ST1A [38] is implemented. The transfer
function of the brushless exciter is

Gbex(s) = 1
1 + Tbexs

(3.15)

where Tbex is the brushless exciter time constant and is set to 0.3 s [10].

The AVR consists of three blocks: a gain block with gain KP ; an integrator block
with integrator time constant Ti; and a differentiator block with differentiator time
constant Td and differentiator constant Kd [10]. From the block diagram in Fig. 3.7,
the transfer function of the PID-regulator is
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GAV R(s) = KP

(
1 + 1

Tis

) 1 + Tds

1 + Td

Kd
s
. (3.16)

The values of the parameters of the PID-regulator AVR are given in Table 3.4. The
values are the same as in [10].

Table 3.4: Values of the parameters of the PID-regulator AVR

Parameter Value Unit
KP 15 p.u./p.u.
Ti 5 s
Td 0.3 s
Kd 3 p.u./p.u.

The transfer function from ∆et to ∆Efd is equal to the multiplication of the transfer
functions of the brushless exciter and AVR. With Tbex and Td numerically equal the
transfer function from ∆et to ∆Efd becomes:

Gex(s) = KP

(
1 + 1

Tis

) 1
1 + Td

Kd
s
. (3.17)

The investigation of the effects caused by the excitation system in terms of the
change in electrical air-gap torque can be based on (3.9). The equation for ∆Ψfd

can be obtained from Fig. 3.6, and it is

∆Ψfd = K3

1 + Tfds

[
− Gex(s)

1 + TRs
(K6∆Ψfd +K5∆δt)−K4∆δt

]
(3.18)

when manual control is assumed [25]. The term ∆Ψfd is present on both left and
right hand sides in (3.18); hence, the change in electrical air-gap torque can be
obtained by rewriting (3.18) into the form ∆Ψfd = P (s)∆δt. Inserting ∆Ψfd =
P (s)∆δt into (3.9) yields [25]:

∆Te = K1∆δt +
−K2K3

(
K4(1 + TRs) +K5Gex(s)

)
TRTfds2 + (TR + Tfd)s+ 1 +K3K6Gex(s)

∆δt. (3.19)

Substituting for Gex(s) as given by (3.17) in (3.19) yields

∆Te = K1∆δt + a1s
4 + a2s

3 + a3s
2 + a4s+ a5

b1s5 + b2s4 + b3s3 + b4s2 + b5s+ b6
∆δt (3.20)

where the equations for a1, . . . , a5 and b1, . . . , b6 are provided in Appendix B.

For the previously considered local mode of oscillation, (3.20) becomes

∆Te = 0.7403∆δt − 0.0005∆ωe (3.21)
and represents a small decrease in the synchronizing torque component compared to
(3.13). Eq. (3.21) also represents a negative damping torque component; therefore,
without the presence of any other damping in the SMIB-system the rotor angle would
oscillate with an increasing amplitude after a disturbance on the SMIB-system.
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3.4.1 Small-Signal Performance of Excitation System

The SM is put into no-load operation by setting the coefficients K3 and K6 to one
whereas the coefficients K1, K2, K4 and K5 are put to zero. These are typical no-
load values of the coefficients. The field circuit time constant remains at the value
presented in Table 3.2.

Fig. 3.8 shows the terminal voltage deviation step response when the voltage refer-
ence deviation is stepped to 0.03 p.u. at t = 0 s.

Fig. 3.8: Terminal voltage deviation response when a 0.03 p.u. step is applied
to the voltage reference deviation at t = 0 s.

The values of the excitation system performance measures are shown in Table 3.5.
From the table, it is clear that the values are well within the range of expected values
defined in Table 2.1. Thus, the chosen values of the parameters of the PID-regulator
AVR presented in Table 3.4 does not need to be modified.

Table 3.5: Values of the excitation system performance measures

Performance Measure Value Unit
Rise time (tr) 0.41 s

Settling time (ts) 0.63 s
Overshoot 1.31 %

3.5 Including Power System Stabilizer

The block diagram in Fig. 3.6 with field circuit dynamics, exciter, AVR, and voltage
transducer showed a negative damping torque component that may cause instability
after a disturbance on the SMIB-system. Hence, the model in Fig. 3.6 is further
extended by introducing a PSS. Fig. 3.9 shows how the PSS is implemented into
the model of the SMIB-system [25].
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Fig. 3.9: Block diagram of the model of the SMIB-system also including the
PSS.

The implemented PSS is a PSS2B where it is assumed that the rotor angular fre-
quency deviation signal perfectly represents the rotor angular frequency deviation.
Hence, the PSS utilizes one input signal rather than two input signals. The syntheti-
zation block is therefore omitted. In addition, the output limiter block is omitted
since it is unnecessary when considering small-signal disturbances [25]. The output
of the PSS is fed as an input to the summation block that yields the input to the
exciter and AVR block.

Fig. 3.10 depicts the block diagram of the simplified PSS2B that is implemented
into the PSS block [38].
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Fig. 3.10: Block diagram of the simplified PSS2B.

The simplified PSS2B comprises two first-order washout filters with time constants
TW1 and TW2, a gain KS1 and three first-order lead-lag filters with time constants
T1 - T4, T10 and T11. The transfer function of the simplified PSS2B is

GPSS(s) = KS1
TW1s

1 + TW1s

TW2s

1 + TW2s

1 + T1s

1 + T2s

1 + T3s

1 + T4s

1 + T10s

1 + T11s
(3.22)

where the gain and the time constants can be used to tune the response of the PSS.
The values of the parameters of the simplified PSS2B that are used for implemen-
tation of the PSS into Matlab/Simulink are given by Table 3.6.
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Table 3.6: Values of the parameters of the simplified PSS2B

Parameter Value Unit
KS1 10 p.u./p.u.
Tw1 7 s
Tw2 7 s
T1 0.1 s
T2 0.034 s
T3 0.15 s
T4 0.051 s
T10 0.15 s
T11 0.051 s

The simplified PSS2B contributes to the total change in electrical air-gap torque.
From the block diagram in Fig. 3.9 the contribution from the simplified PSS2B to
the total change in electrical air-gap torque is

∆Te,PSS = K2K3(1 + TRs)
(1 + T3s)(1 + TRs) +K3K6

· KS1TW1TW2s
2(1 + T1s)(1 + T3s)(1 + T10s)

(1 + TW1s)(1 + TW2s)(1 + T2s)(1 + T4s)(1 + T11s)

· KPKdTiTds
2 + (KPKdTi +KPKdTd)s+KPKd

TdTbexTis3 + (KdTbexTi + TiTd)s2 +KdTis
∆ωe.

(3.23)

For the previously considered local mode of oscillation, (3.23) becomes:

∆Te,PSS = 2.9723∆ωe − j3.2337∆ωe. (3.24)

With j∆ωe = js∆δt/ω0, (3.24) can be rewritten into the form introduced by (2.5)
[25]. Thus, the contribution to the total change in electrical air-gap torque provided
by the simplified PSS2B is

∆Te,PSS = 0.0647∆δt + 2.9723∆ωe (3.25)

and represents a small positive synchronizing torque component. In addition, the
simplified PSS2B contributes with a positive damping torque component. Adding
the change in electrical air-gap torque provided by the simplified PSS2B to the
change in electrical air-gap torque given by (3.21) yields the total change in electrical
air-gap torque [25]. The total change in electrical air-gap torque is:

∆Te = 0.8050∆δt + 2.9718∆ωe. (3.26)

From (3.26) it is clear that the effect of introducing the PSS is to provide additional
damping torque; thus, significantly improving the damping of the SMIB-system.

32



4
Modeling of Dynamic Power

Systems

The first section of this chapter explains the modeling of the SMIB-system that
is used in the first part of the second objective. The second section explains the
modeling of the multi-bus power system that is used in the second and third parts
of the second objective.

4.1 The Single-Machine Infinite Bus System
The considered SMIB-system comprises a 120 MVA SM that is connected to an
infinite bus via a step-up transformer and a transmission line. The SM is supply-
ing a local load of 80 MW that is located on the high-voltage side of the step-up
transformer. The considered SMIB-system is depicted in Fig. 4.1.

𝐼

𝑍𝐿
120	𝑀𝑉𝐴
𝑋, = 10	%

Bus 3
130	𝑘𝑉

Bus 2
130	𝑘𝑉

Bus 1
10	𝑘𝑉

10	𝑘𝑉
120	𝑀𝑉𝐴

𝑃2 = 100	𝑀𝑊

𝑃4 = 80	𝑀𝑊

Fig. 4.1: SMIB-system considered in the first part of the second objective.

The SMIB-system is set up in order to represent a general SMIB-system. The values
of the parameters of the SM-model are selected to be similar to the values of the
parameters of the transient SM-model implemented in Section 3.2. In cases where
parameters of the SM-model are undefined in the transient SM-model, standard
values are assumed based on [35]. Complete lists of parameter values are provided
in Tables A.3 - A.6 in Appendix A. The power system frequency is 50 Hz.

4.1.1 Modeling of Single-Machine Infinite Bus System
For the implementation in Simpow, bus 1 is defined as a PV-bus whereas bus 3
is defined as a swing bus. The infinite bus is modeled as an ideal voltage source
behind a short-circuit impedance, and it acts as the reference voltage. The short-
circuit impedance that corresponds to the infinite bus is calculated based on an
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assumed short-circuit capacity of 7500 MVA and an assumed ratio XB/RB = 10.
The transmission line resistance is RL = 0.0001 p.u./km and the transmission line
reactance is XL = 0.01 p.u./km. The length of the transmission line is 60 km. The
transformer is modeled as a short-circuit reactance Xk that is equal to 0.1 p.u. The
local load is modeled as a symmetrical non-converted constant current load.

4.1.2 Modeling of Synchronous Machine
The dynamic model of the SM includes a field winding, one damper winding in the
d-axis direction and two damper windings in the q-axis direction. The SM-model
also includes the effects of magnetic saturation [46]. Furthermore, the SM-model
includes a turbine and a governor. However, the turbine and governor models are
of no significant importance since they do not affect the dynamics due to their
comparatively slow response times.

4.1.3 Modeling of Excitation System
The excitation system comprises a PI-regulator AVR, a voltage transducer, and a
transient reduction filter. The excitation system is depicted in Fig. 4.2.

𝐸"#1
1 + 𝑇'𝑠

𝑉*+"
-+
+

1
1 + 𝑇,𝑠

Voltage Transducer

𝑣.

+

1
𝑇/𝑠

𝐾' +

Fig. 4.2: Block diagram of the excitation system.

The PI-regulator AVR is characterized by a gainKA and an integrator time constant
TI . The voltage transducer is characterized by the time constant TR whereas the
transient reduction filter is characterized by a time constant TA. The values of the
parameters of the excitation system are shown in Table 4.1.

Table 4.1: Values of the parameters of the excitation system

Parameter Value Unit
KA 30 p.u./p.u.
TA 0.005 s
Ti 1 s
TR 0.01 s

The small-signal performance of the excitation system is evaluated based on the
terminal voltage step response taken during offline operation. Fig. 4.3 shows the
terminal voltage response after stepping the reference voltage from 1 p.u. to 1.03
p.u. at t = 0 s.

34



4. Modeling of Dynamic Power Systems

Fig. 4.3: Terminal voltage response when a 0.03 p.u. voltage reference step
is applied at t = 0 s.

The values of the excitation system performance measures that corresponds to Fig.
4.3 are presented in Table 4.2. From the table it is clear that the values of the
performance measures are well within the range of expected values presented in
Table 2.1. The table also shows that the excitation system is comparable to the
excitation system implemented in Section 3.4 in terms of rise time.

Table 4.2: Values of the excitation system performance measures

Performance Measure Value Unit
Rise time (tr) 0.36 s

Settling time (ts) 3.66 s
Overshoot 13.13 %

4.1.4 Modeling of Power System Stabilizer

The SM-model includes a PSS2B, and it is depicted in detail in Fig. 2.15. The
PSS2B utilizes both rotor angular frequency deviation and electrical power deviation
as input signals; however, the constant KS2 and the time constants T8 and T9 are
selected to so that only the rotor angular frequency deviation input signal is used
by the PSS. Thus, the constant KS2 is set to zero in order to turn off the electric
power deviation input signal. Moreover, the time constants T8 and T9 are set close
to zero in order to eliminate the influence of the ramp-tracking filter. The values
of the gain, the time constants of the washout filters, and the time constants of the
lead-lag filters are selected so that the PSS2B is properly tuned according to the
FIKS-method. A complete list of the values of the parameters of the PSS2B are
provided in Table 4.3.
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Table 4.3: Values of the parameters of the PSS2B

Parameter Value Unit
KS1 8 p.u./p.u.
KS2 0 p.u./p.u.
KS3 1 p.u./p.u.
TW1 7 s
TW2 7 s
TW3 7 s
TW4 7 s
T1 0.08 s
T2 0.05 s
T3 0.22 s
T4 0.075 s
T6 0.01 s
T7 1 s
T8 0.001 s
T9 0.001 s
T10 0.22 s
T11 0.075 s

VSMAX 0.05 p.u.
VSMIN -0.05 p.u.
MR 5 -
NR 1 -

4.2 The Multi-Bus Power System

The multi-bus power system considered is the Nordic32-system, and it comprises
four main areas, namely: Southwest, Central, North, and External. The four areas
are connected through a 400 kV transmission network. Besides the 400 kV trans-
mission network, the Nordic32-system also comprises a 220 kV network and a 130
kV network. The Nordic32-system is characterized by long transmission distances
between the major generation sites that are located in the North area and the major
load sites that are located in the Central area.

The generation in the North area is stemming from hydro power plants. Besides
being the major load area, the Central area also has some generation that stems
from thermal power plants. Moreover, the Central area is equipped with a syn-
chronous compensator. The Southwest area is characterized by a low amount of
generation and some amount of load whereas the External area is characterized by
some generation and some load. Power in the External and Southwest areas are
generated in hydro and thermal power plants, respectively [47]. The frequency of
the Nordic32-system is 50 Hz. The layout of the Nordic32-system as implemented
in Simpow is shown in Fig. 4.4.
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Central

Southwest

External

North

Fig. 4.4: Layout of the Nordic32-system. Red: 400 kV, green: 220 kV, and
blue: 130 kV. (Published with courtesy of Joachim Andersson).

The model of the Nordic32-system is provided by Solvina. For complete lists of the
values of the parameters of the Nordic32-system the reader is referred to [47], and
the reader is also referred to [47] for further details on the Nordic32-system.

The next section describes some of the modeling of the Nordic32-system. In the
two following sections are the process of identifying potential PSS locations de-
scribed as well as the process of replacing the existing SM- and PSS-models at the
identified PSS locations. The section concludes with the modeling of the PSS.

4.2.1 Modeling of Nordic32-System
For the modeling of the Nordic32-system, the base MVA is set to 100 MVA and the
nominal bus voltages are selected as base voltages. The models of the hydro power
plants and the model of the synchronous compensator include the effects of one
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field winding, one d-axis damper winding, and one q-axis damper winding; however,
the models does not include the effects of magnetic saturation. The models of the
thermal power plants include the effects of: one field winding, one d-axis damper
winding, two q-axis damper windings, and magnetic saturation [46]. Furthermore,
the models of the thermal power plants, the models of the hydro power plants, and
the model of the synchronous compensator include the effects of an excitation sys-
tem, a turbine, a governor, and a PSS. For detailed descriptions of these models the
reader is referred to [47].

The loads of the Nordic32-system are modeled as symmetrical non-converted con-
stant impedance loads. For the load modeling, the frequency exponents are 0.75
and 0 for the active and reactive powers, respectively. For further description of
the load modeling, the reader is referred to [47]. The transformers are modeled as
short-circuit reactances, and the reactance values are found in [47].

4.2.2 Identifying Power System Stabilizer Locations
Eigenvalue calculation of the Nordic32-system reveal that there are 386 non-zero
eigenvalues, and all eigenvalues are located strictly in the left half of the complex
plane. Only the complex eigenvalues are relevant in the following investigation since
they represent modes of oscillation. Sorting out the real eigenvalues leaves 160 com-
plex eigenvalues.

The complex eigenvalues with real parts smaller than -4 are from now on omit-
ted from the investigation since the absolute value of the real parts are turning
large in comparison to the imaginary part. Thus, the damping ratios of these com-
plex eigenvalues are high according to (2.2). Fig 4.5 shows the remaining complex
eigenvalues after omitting the complex eigenvalues with real parts smaller than -4.

Fig. 4.5: Remaining complex eigenvalues.

To further reduce the number of complex eigenvalues considered, the complex eigen-
values are sorted based on the values of their imaginary parts. Only inter-area modes
of oscillation are relevant; thus, only the complex eigenvalues with imaginary parts
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in the range of 0.6 - 6.3 rad/s are from now on considered. Table 4.4 shows the
remaining complex eigenvalues that are lightly damped and has imaginary parts in
the range of 0.6 - 6.3 rad/s.

Table 4.4: Lightly damped complex eigenvalues with imaginary parts in the
range of 0.6 - 6.3 rad/s

ID σ (1/s) ω (rad/s) ξ

O1 -0.843 ±6.183 0.135
O2 -0.892 ±5.783 0.152
O3 -0.470 ±5.780 0.081
O4 -0.845 ±4.811 0.173
O5 -0.648 ±3.520 0.181

To give an indication of the type of oscillation mode associated with each of the
complex eigenvalues in the table, a modal analysis is performed. As an example,
Fig. 4.6 shows the mode shape of the oscillation mode associated with the complex
eigenvalue O5. It should be pointed out that only the largest contributions to the
oscillation mode are shown in the figure; thus, contributions from several SMs are
omitted. This is done in order to increase the readability of the figure.

Fig. 4.6: Mode shape of the oscillation mode associated with the complex
eigenvalue O5.

From the figure, it is indicated that 472G1 is oscillating against 462G1, 463G1 and
463G2. In addition, the mode shape also indicates that 451G1, 451G2, 447G1, and
447G2 are oscillating against 472G1. However, they are not as involved in the os-
cillation as 462G1, 463G1 and 463G2. To verify this, the participation factors are
calculated.

Table 4.5 shows the largest contributors to the oscillation mode associated with
the complex eigenvalue O5. The table shows the largest contributions from the SMs
in the Nordic32-system as well as the contributions from their state variables.
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Table 4.5: Largest participation factors of the oscillation mode associated
with the complex eigenvalue O5

463G1 463G2 472G1
δt 0.110 0.110 0.164
ωe 0.108 0.108 0.164

Field winding 0.052 0.052 0.037
d-axis damper winding 0.007 0.007 0.003

The table shows two things regarding the contributions to the O5 oscillation mode:
1) the rotor angle and the angular frequency are the largest contributors among the
state variables, and 2) that 472G1, 463G1, and 463G2 are the largest contributors
to the oscillation mode among the SMs in the Nordic32-system. The former reveals
that the oscillation mode is an electro-mechanical mode of oscillation. The latter
reveals that the oscillation mode is an inter-area mode of oscillation since 472G1 is
located in the North area whereas 463G1 and 463G2 are located in the Southwest
area.

The same analysis is performed on the remaining complex eigenvalues in Table
4.4. The result from the analysis shows that most of the oscillation modes associ-
ated with the complex eigenvalues are inter-area modes of oscillation. However, the
complex eigenvalue O2 is a local mode of oscillation. The result from the analysis
is summarized in Table 4.6.

Table 4.6: Types of oscillation modes associated with the lightly damped
complex eigenvalues with imaginary parts in the range of 0.6 - 6.3 rad/s

ID σ ω ξ Type
O1 -0.843 ±6.183 0.135 Inter-area
O2 -0.892 ±5.783 0.152 Local
O3 -0.470 ±5.780 0.081 Inter-area
O4 -0.845 ±4.811 0.173 Inter-area
O5 -0.648 ±3.520 0.181 Inter-area

The above calculation of the participation factors reveals that, in addition to 472G1;
463G1; and 463G2, other SMs that are contributing to the inter-area modes of
oscillation in Table 4.6 are: 462G1, 451G1, 451G2, 447G1, and 447G2. This suggests
that possible PSS locations may be buses 4072, 4063, 4062, 4051, and 4047. However,
it is not reasonable to place the PSS2B at bus 4072 since the rated power of 472G1
is very large in comparison to the rated power of all other SMs. To decide whether
buses 4063, 4062, 4051, and 4047 are suitable PSS locations, the amplitude response
of the NG-method with PSS disconnected is taken at these buses. The amplitude
responses taken at buses 4062, 4051, and 4047 show similar characteristics with PSS
disconnected; therefore, out of buses 4062 4051, and 4047 only bus 4062 is selected
as PSS location. This infers that buses 4063 and 4062 are identified as locations
where the PSS2B is to be placed in the Nordic32-system.
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4.2.3 Replacing Synchronous Machines at Buses 4063 and
4062

For purposes of analyzing the performance of the two evaluation methods, the ex-
isting SM-models at buses 4063 and 4062 are replaced with the SM-model utilized
in the dynamic simulations of the SMIB-system. This is done for each of the PSS
locations one at a time. In cases where there are two SMs connected to the bus, both
SMs are replaced simultaneously. This is the case when replacing the SM-models at
bus 4063.

When replacing the existing SM-models at buses 4063 and 4062, the existing models
of the excitation systems and the PSSs are also replaced with the models of the ex-
citation system and PSS2B utilized in the dynamic simulations of the SMIB-system.
However, the existing turbine and governor models are not replaced with the turbine
and governor models utilized in the dynamic simulations of the SMIB-system. The
reason for this is that the turbine and governor does not affect the dynamics due to
their comparatively slow response times.

Upon replacement of the existing SM-models, the replacing SM-model is scaled
in terms of its rated power and rated voltage. Consequently, when replacing the
existing SM-models at bus 4063, the rated power of the replacing SM-model is in-
creased to 600 MVA. When the SM-model replaces the existing SM-model at bus
4062 the rated power of the replacing SM-model is increased to 700 MVA. By doing
this, the same steady state power flow solution is obtained as with the originally
existing SM-models. It is enough to only scale the SM-model in terms of its rated
power since all parameters of the SM-model are normalized and given in per unit.

4.2.4 Modeling of Power System Stabilizer
For each PSS location, the PSS2B is tuned so that it is properly tuned according
to both evaluation methods. Besides, for each of the two evaluation methods, two
different tunings of the PSS2B are tested. Thus, this yields four sets of values of the
parameters of the PSS2B where only the gain, the time constants of the washout
filters, and the time constants of the lead-lag filters are used to tune the PSS2B.
Tables A.7 and A.8 in Appendix A show the values of the parameters of the PSS2B
for each of the PSS locations for both tunings. The values of KS2, KS3, T6, T7, T8,
T9, VSMAX , VSMIN , MR, and NR do not change since the PSS2B only utilizes the
angular frequency deviation input signal. Thus, the values of these parameters are
the same as in Table 4.3. Therefore, presentation of the values of these parameters
are omitted from Tables A.7 and A.8 in Appendix A.
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5
Linearized Simulations

This chapter first establishes the reference responses of the two evaluation methods.
The chapter then investigates how variations in the values of the parameters of the
simplified PSS2B affect the responses obtained by the two evaluation methods. This
is done by first varying a certain parameter of the PSS2B; then, the new responses are
obtained with both evaluation methods. These new responses are then compared
with the reference responses established in the first section of the chapter. The
chapter concludes with an overview of the tested combinations.

5.1 Reference Responses
This section establishes the reference responses of the two evaluation methods. The
reference responses are the responses obtained by the two evaluation methods when
the values of the parameters of the simplified PSS2B are as given by Table 3.6.

5.1.1 Reference Response of FIKS-Method
Fig. 5.1 shows the response from the output of the PSS2B to the terminal voltage
deviation for three operation conditions of the SM: offline, loaded (Pe = 0.695 p.u.
and Qe = 0.1745 p.u.), and lightly loaded (Pe = 0.003 p.u. and Qe = 0.1235 p.u.).

Fig. 5.1: Response from the PSS output to the terminal voltage deviation for
different operating conditions of the SM. Solid: offline, dashed: loaded, and
dotted: lightly loaded.
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The first thing to notice in Fig. 5.1 is the decline in amplitude and phase char-
acteristics that occurs for all responses at high angular frequencies. The second
thing to notice is that the amplitude and phase characteristics are reduced as the
SM turns from offline to loaded operation. The large peaks in both amplitude
and phase characteristics when the SM is in loaded operation can be attributed to
the fact that the electro-mechanical oscillations are lightly damped without the PSS.

The FIKS-method considers the response from the PSS input to the terminal volt-
age when the SM is operating offline. Thus, the coefficients in Fig. 3.9 are set to
their appropriate no-load values: K3 = K6 = 1 and K1 = K2 = K4 = K5 = 0. The
value of the field circuit time constant is kept at its original value. Consequently,
the block diagram in Fig. 3.9 can be reduced to the block diagram shown in Fig.
5.2. From Fig. 5.2, it can be seen that the response obtained by the FIKS-method
represents an open-loop response. It should be stressed that the block diagram in
the figure only applies to offline operation of the SM.
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Fig. 5.2: Input and output points of the FIKS-method.

Fig. 5.3 shows the reference response of the FIKS-method, and the figure also shows
the responses obtained by the FIKS-method when the SM is operating under the
same loaded conditions as in Fig. 5.1.

Fig. 5.3: Response obtained by the FIKS-method for different operating
conditions of the SM. Solid: reference response (offline), dashed: loaded, and
dotted: lightly loaded.

From the figure, it is obvious that the amplitude and phase characteristics are signif-
icantly reduced when the SM is in loaded operation compared with offline operation.
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Moreover, it is clear that the reference response of the FIKS-method is inside the
limits; thus, the PSS is able to compensate for the decline in the amplitude and
phase characteristics caused by the exciter and AVR. However, this is not the case
when the SM is in either of the two cases of loaded operation.

5.1.2 Reference Amplitude Response of NG-Method
Fig. 5.4 illustrates the input and output points of the NG-method. The amplitude
response obtained with the NG-method is a closed-loop amplitude response.
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Fig. 5.4: Input and output points of the NG-method.

Fig. 5.5 shows the reference amplitude response of the NG-method. From the
figure, it is clear that the PSS is improperly tuned since the amplitude response
with PSS connected is partly above the amplitude response with PSS disconnected.
The crossing of the amplitude responses occurs at 7.11 rad/s and is inside the range
1.26 - 18.85 rad/s.

Fig. 5.5: Reference amplitude response obtained by the NG-method. Solid:
PSS connected and red dashed: PSS disconnected.
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5.2 Varying Gain
Fig. 5.6 shows the effects of varying the gain of the simplified PSS2B in terms of the
response obtained by the FIKS-method. The figure also shows the effects of varying
the gain in terms of the amplitude response obtained by the NG-method.

(a)

(b)

Fig. 5.6: Varying KS1. Solid: KS1 = 10; dashed: KS1 = 7; blue dotted: KS1
= 14; and green dash-dotted: KS1 = 20. (a) FIKS-method. (b) NG-method.
Red dashed: PSS disconnected.

In Fig. 5.6.(a), the effect of varying the gain is to shift the amplitude characteris-
tic along the y-axis whereas the phase characteristic remains unaffected. The way
in which the gain variations affect the response is attributed to the fact that the
response obtained by the FIKS-method is an open-loop response. By referring to
Fig. 5.2, the response of the FIKS-method can be decomposed into the responses
from all the individual blocks of the PSS as well as the response of an imagined
block representing the system from the PSS output to the terminal voltage devia-
tion. Thus, only the response of the gain block is affected by the gain variation.
The phase associated with a pure gain is zero and a gain variation therefore only
affects the amplitude characteristic.
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In terms of the amplitude response of the NG-method, Fig. 5.6.(b) shows that
varying the gain affects the amplitude response around the resonance peak. An
increase in gain corresponds to a reduction in the amplitude response around the
resonance peak whereas a decrease in gain has the opposite effect. Thus, increasing
the PSS gain provides a way of improving the performance of the PSS according to
the NG-method. This is not the case in terms of the response of the FIKS-method
where, for the values of the parameters of the PSS considered, the PSS remains
properly tuned only for small variations in the gain.

The NG-method yields a closed-loop amplitude response, and this makes the inves-
tigation of the reasons behind the changes in its amplitude response more complex
compared with the investigation of the reasons behind the changes in the response
of the FIKS-method. This is due to the fact that the approach of decomposing
the response into its individual components cannot be utilized. Nevertheless, the
reasons behind the changes in the amplitude response of the NG-method can be
investigated by studying an appropriate open-loop response.

The appropriate open-loop response can be obtained by breaking up the closed-loop
system at the PSS output; subsequently, the open-loop response from the voltage
reference deviation to the PSS output is taken. The input and output points of this
open-loop system are depicted in Fig. 5.7. This open-loop response should not be
confused with the response of the FIKS-method.
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Fig. 5.7: Input and output points utilized to obtain the open-loop response
from the voltage reference deviation to the PSS output.

From the amplitude and phase characteristics of the open-loop response, the result-
ing damping of the corresponding closed-loop system can be determined. Hence,
the reasons behind the changes in the amplitude response of the NG-method can be
attributed to the combination of the changes in the open-loop amplitude and phase
characteristics. The open-loop response that corresponds to the reference amplitude
response of the NG-method acts as the open-loop reference response.
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Fig. 5.8 shows the open-loop response obtained from the voltage reference devi-
ation to the PSS output. The figure gives the open-loop responses that correspond
to each of the amplitude responses in Fig. 5.6.(b). However, the case where the PSS
is disconnected is omitted. The solid response in Fig. 5.8 is the open-loop reference
response.

Fig. 5.8: Open-loop response from the voltage reference deviation to the PSS
output for different values of KS1. Solid: KS1 = 10; dashed: KS1 = 7; blue
dotted: KS1 = 14; and green dash-dotted: KS1 = 20.

The closed-loop system considered by the NG-method exhibits positive feedback;
therefore, it is desirable that the open-loop phase characteristic is equal to 180 deg
in order for the closed-loop system to be well damped. For a fixed value of the open-
loop phase that is inside the range of 180 ± 90 deg at a specific angular frequency,
an increase in the open-loop amplitude results in a reduction in the amplitude re-
sponse of the NG-method at the considered angular frequency. On the other hand,
considering a specific angular frequency and keeping the open-loop amplitude fixed
and letting the value of the open-loop phase deviate from 180 deg increases the am-
plitude response of the NG-method at that specific angular frequency. Letting the
value of the open-loop phase increase beyond 270 deg or below 90 deg for a specific
angular frequency with fixed open-loop amplitude, yields a heavy increase in the
amplitude response of the NG-method at that angular frequency. As the open-loop
phase approaches 360 deg or 0 deg at a specific angular frequency, the amplitude of
the NG-method at that angular frequency increases almost infinitely. This is true
unless the open-loop amplitude is very high or very low at that specific angular
frequency.

Varying the PSS gain only affects the open-loop amplitude characteristic in Fig.
5.8; therefore, the change in the amplitude response of the NG-method is caused by
the change in the open-loop amplitude characteristic. This can be seen by comparing
the new open-loop amplitude characteristics with the reference open-loop amplitude
characteristic. For angular frequencies where the open-loop phase characteristic in
Fig. 5.8 is inside 180 ± 90 deg, increased open-loop amplitude is directly reflected
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as a reduction in the amplitude response of the NG-method in Fig. 5.6.(b). Conse-
quently, decreased open-loop amplitude is reflected as an increase in the amplitude
response of the NG-method for the range of angular frequencies where the open-loop
phase characteristic is inside 180 ± 90 deg. This is illustrated by comparing how the
changes represented by the green dash-dotted and the dashed responses away from
the solid response in Fig. 5.8 are reflected in Fig. 5.6.(b), for angular frequencies
below approximately 6.5 rad/s.

5.3 Varying Time Constants of the Washout Fil-
ters

Fig. 5.9 illustrates the effects of varying the time constants of the washout filters
in terms of the responses of the two evaluation methods. The values of the time
constants of the washout filters are varied in the range of 2 - 14 s, which are typical
values for PSS applications [25].

(a)

(b)

Fig. 5.9: Varying TW1 and TW2. Solid: TW1 = TW2 = 7 s; dashed: TW1 =
TW2 = 2 s; blue dotted: TW1 = TW2 = 5 s; and green dash-dotted: TW1 = TW2
= 14 s. (a) FIKS-method. (b) NG-method. Red dashed: PSS disconnected.
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Fig. 5.9.(a) illustrates the effects of varying the time constants of the washout fil-
ters in terms of the response of the FIKS-method. In the range of 1 - 10 rad/s,
the variations of the time constants primarily affect the phase characteristic; thus,
providing a way of tuning the response at angular frequencies in the lower end of
1 - 10 rad/s. Increased values of the time constants yields a reduced phase lead
at low angular frequencies whereas the opposite is true for a reduction in the time
constants. From the figure it is clear that the new responses stay within the limits
given by the FIKS-method except in the case represented by the dashed response
where the time constants equal 2 s.

Varying the time constants of the washout filters show no effect on the ampli-
tude response of the NG-method, and this can be seen by studying Fig. 5.9.(b).
The absence of any effects in terms of the amplitude response of the NG-method
can be attributed to the open-loop response from the voltage reference deviation
to the PSS output. The change in the open-loop phase characteristic occurs where
the open-loop amplitude characteristic is low; hence, the amplitude response of the
NG-method is unaffected.

5.4 Varying Time Constants of the Lead-Lag Fil-
ters

The transfer functions of the lead-lag filters of the phase compensation block in Fig.
3.10 are from now on denoted Gll1(s), Gll2(s), and Gll3(s) for the first, second and
third lead-lag filters, respectively. The transfer function of the phase compensation
block is denoted Gpc(s) and is equal to Gpc(s) = Gll1(s) ·Gll2(s) ·Gll3(s).

The initial values of the time constants are provided in Table 3.6, and they are
repeated in Table 5.1 for purposes of convenience. The table also shows the initial
values of the break angular frequencies associated with the time constants of the
lead-lag filters.

Table 5.1: Initial values of the time constants of the lead-lag filters of the
simplified PSS2B and their associated break angular frequencies

Time Break Angular
Constant Frequency

Parameter Value Unit Parameter Value Unit
T1,0 0.1 s ω1,0 10 rad/s
T2,0 0.034 s ω2,0 29.41 rad/s
T3,0 0.15 s ω3,0 6.67 rad/s
T4,0 0.051 s ω4,0 19.61 rad/s
T10,0 0.15 s ω10,0 6.67 rad/s
T11,0 0.051 s ω11,0 19.61 rad/s
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This section investigates how variations in the time constants of the lead-lag filters
affect the responses obtained by the two evaluation methods. The effects of varying
the ratios of the time constants of the lead-lag filters in different combinations are
investigated rather than varying each time constant independently. Thus, the fol-
lowing ratios are introduced: r1 = T1/T2, r2 = T3/T4 and r3 = T10/T11, for Gll1(s),
Gll2(s), and Gll3(s), respectively. In cases where r1 = r2 = r3, r is used to denote the
ratios for purposes of simplification. The initial values of the ratios are calculated
by the use of the initial values of the time constants of the lead-lag filters provided
in Table 5.1. The initial values of the ratios are: r1,0 = r2,0 = r3,0 = 2.941 = r0.

Fig. 5.10 shows the effects of varying r in terms of the response obtained by the
FIKS-method. The figure also shows the effects of varying r in terms of the ampli-
tude response of the NG-method. The values of the time constants of the lead-lag
filters are provided in Table C.1 in Appendix C.

(a)

(b)

Fig. 5.10: Varying r. Solid: r0 = 2.941; dashed: r = 2; and blue dotted: r
= 5. (a) FIKS-method. (b) NG-method. Red dashed: PSS disconnected.
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In Fig. 5.10.(a), increasing r above 2.941 increases both the amplitude and the
phase characteristics of the FIKS-method at higher angular frequencies. The effect
is the opposite if r is decreased below 2.941. The decomposition of the response of
the FIKS-method into the responses of the individual blocks in Fig. 5.2 allows for
isolating the effects of varying r to the response of Gpc(s) only. Increasing r above
2.941 results in an increase in the response of Gpc(s) compared with the response
of Gpc(s) when r = 2.941. The opposite is true when r is decreased below 2.941.
Adding the response of Gpc(s) to the responses of all other individual blocks in Fig.
5.2 yields the response of the FIKS-method. The changes in the response of Gpc(s)
are directly seen in the response of the FIKS-method since the responses of the other
individual blocks in Fig. 5.2 are unaffected by the variations in r.

In terms of the amplitude response of the NG-method, the effects of varying r
is to influence the amplitude response around the resonance peak, as illustrated in
Fig. 5.10.(b). An increase in r compared with 2.941 results in reduced amplitude
response around the resonance peak whereas the opposite holds for a decrease in
r compared with 2.941. Even though the amplitude response is reduced so that
it is below the red dashed amplitude response for angular frequencies around the
resonance peak, the PSS is not properly tuned according to the NG-method. This
is due to the blue dotted amplitude response being slightly above the red dashed
amplitude response for angular frequencies above approximately 8 rad/s.

The reasons behind the way in which the variations in r affect the amplitude re-
sponse of the NG-method can be explained based on the open-loop response from
the voltage reference deviation to the PSS output. The open-loop responses are
illustrated in Fig. 5.11 for the same values of r as considered in Fig. 5.10.

Fig. 5.11: Open-loop response from the voltage reference deviation to the
PSS output for different values of r. Solid: r0 = 2.941; dashed: r = 2; and
blue dotted: r = 5.

Considering the blue dotted open-loop response that represents the case when r
is increased from 2.941 to 5 at angular frequencies above approximately 6.5 rad/s,
the improved open-loop phase characteristic in Fig. 5.11 yields reduced amplitude

52



5. Linearized Simulations

response in Fig. 5.10.(b). This can be seen by comparing the blue dotted ampli-
tude response with the solid amplitude response in Fig. 5.10.(b). The effect is the
opposite when considering the case where r is decreased from 2.941 to 2 for angular
frequencies above 6.5 rad/s. The same reasoning applies for angular frequencies
below 6.5 rad/s.

Fig. 5.12 shows the effect of varying r after the break angular frequencies associated
with Gll1(s), Gll2(s), and Gll3(s) are halved compared with their initial values; thus,
shifting the response of Gpc to the left along the x-axis. The values of the time
constants of the lead-lag filters are provided in Table C.2 in Appendix C.

(a)

(b)

Fig. 5.12: Varying r after the initial halving of the break angular frequencies
of Gll1(s), Gll2(s), and Gll3(s). Solid: r0 = 2.941; dashed: r = 2; blue dotted:
r = 2.941; and green dash-dotted: r = 5. (a) FIKS-method. (b) NG-method.
Red dashed: PSS disconnected.

Shifting the response of Gpc to the left along the x-axis results in an improperly
tuned PSS according to the FIKS-method. This holds for all values of r, as illus-
trated in Fig. 5.12.(a). The effects of halving the break angular frequencies with the
following variation in r can again be explained by studying the response of Gpc(s).

53



5. Linearized Simulations

The shifting of the response of Gpc(s) to the left along the x-axis causes the con-
tribution from Gpc(s) to the response of the FIKS-method to be shifted towards
lower angular frequencies. Thus, the response of the FIKS-method becomes over
compensated, and the over compensation is further increased if r is increased above
2.941. Reducing r below 2.941 reduces the amount of over compensation; however,
the response provided by the FIKS-method is still exceeding its limits.

In Fig. 5.12.(b), the initial shifting of the response of Gpc(s) to the left along
the x-axis yields reduced amplitude response around the resonance peak. In op-
posite to the FIKS-method, the initial halving of the break angular frequencies of
the lead-lag filters partly improves the performance of the PSS according to the
NG-method. Increasing r from 2.941 to 5 further reduces the amplitude response of
the NG-method around the resonance peak as well as reduces the resonance angular
frequency. This is illustrated by the blue dotted and green dash-dotted amplitude
responses. However, for angular frequencies above approximately 15 rad/s, the green
dash-dotted amplitude response is just above the amplitude response obtained with
the PSS being disconnected.

The reasons behind the changes in the amplitude response of the NG-method are
again investigated by taking the open-loop response from the voltage reference de-
viation the the PSS output. The resulting open-loop response is shown in Fig. 5.13
where r is varied in the same way as in Fig. 5.12.

Fig. 5.13: Open-loop response from the voltage reference deviation to the
PSS output for different values of r after the initial halving of the break angular
frequencies of Gll1(s), Gll2(s), and Gll3(s). Solid: r0 = 2.941; dashed: r = 2;
blue dotted: r = 2.941; and green dash-dotted: r = 5.

The green dash-dotted amplitude response in Fig. 5.12 represents a reduction in
the amplitude response around the resonance peak compared with the reference
amplitude response. This is largely due to the combination of increased open-loop
amplitude characteristic and improved open-loop phase characteristic. This can be
seen by comparing the green dash-dotted and solid responses in Fig. 5.13 for angular
frequencies above 6.5 rad/s. For angular frequencies below 6.5 rad/s, the increase in
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the open-loop amplitude characteristic does not compensate for the worsened open-
loop phase characteristic. Thus, the green dash-dotted amplitude response increases
above the solid amplitude response in Fig. 5.12.(b).

Fig. 5.14 shows the effect of varying r after the break angular frequencies asso-
ciated with Gll1(s), Gll2(s), and Gll3(s) are doubled compared with their initial
values. This generates a shift in the response of Gpc(s) to the right along the x-axis.
The detailed values of the time constants can be found in Table C.3 in Appendix C.

(a)

(b)

Fig. 5.14: Varying r after the initial doubling of the break angular frequencies
of Gll1(s), Gll2(s), and Gll3(s). Solid: r0 = 2.941; dashed: r = 2; blue dotted:
r = 2.941; and green dash-dotted: r = 5. (a) FIKS-method. (b) NG-method.
Red dashed: PSS disconnected.

In Fig. 5.14.(a), the PSS is improperly tuned for all values of r considered. The
figure shows that the PSS is unable to compensate for the strong decline in the
amplitude and phase characteristics caused by the AVR. This occurs because the
response of Gpc(s) primarily contributes to the response of the FIKS-method at high
angular frequencies.
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In Fig. 5.14.(b), the amplitude response around the resonance peak is increased
as the break angular frequencies are initially doubled. Varying r then yields more or
less increase in the amplitude response. This can again be explained based on the
open-loop response from the voltage reference deviation to the PSS output. As the
response of Gpc(s) is shifted into higher angular frequencies, the open-loop amplitude
characteristic is largely decreased; therefore, generating the increased amplitude re-
sponse around the resonance peak for all values of r.

Fig. 5.15 investigates the effects of varying r after the break angular frequencies
of Gll1(s) are initially doubled compared with their initial values. In addition, the
break angular frequencies of Gll3(s) are initially halved compared with their ini-
tial values. Thus, the responses of Gll1(s), Gll2(s), and Gll3(s) contributes to the
response of Gpc(s) = Gll1(s) · Gll2(s) · Gll3(s) at high-, middle-, and low angular
frequencies, respectively. The values of the time constants of the lead-lag filters are
provided in Table C.4 in Appendix C.

(a)

(b)

Fig. 5.15: Varying r after the break angular frequencies of Gll1(s) and Gll3(s)
are initially doubled and halved, respectively. Solid: r0 = 2.941; dashed: r =
2; blue dotted: r = 2.941; and green dash-dotted: r = 5. (a) FIKS-method.
(b) NG-method. Red dashed: PSS disconnected.
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In Fig. 5.15.(a), the initial effect of doubling the break angular frequencies of Gll1(s)
and halving the break angular frequencies of Gll3(s) is to increase the amplitude
characteristic partly beyond the upper amplitude limit. The effect becomes more
pronounced as r is increased and less pronounced as r is decreased. The effects are
again attributed to the fact that the response of the FIKS-method is an open-loop
response. Thus, changes in the response of Gpc(s) directly affect the response ob-
tained by the FIKS-method.

In terms of the NG-method, comparing the solid and dotted curves in Fig. 5.15.(b)
shows that the initial effect of doubling and halving the break angular frequencies
of Gpc1(s) and Gpc3(s), respectively, is small in terms of the amplitude response
around the resonance peak. However, as r is varied above 2.941 the amplitude
response around the resonance peak is decreased. The effect of decreased ampli-
tude response is mainly related to an improved open-loop phase characteristic that
is associated with an increase in r above 2.941. As r is reduced below 2.941, the
amplitude response around the resonance peak increases. The effect of increased
amplitude response around the resonance peak for r below 2.941 is mainly caused
by a worsening of the open-loop phase characteristic.

Fig. 5.16 illustrates the effects of varying r3 after the break angular frequencies
associated with Gll3(s) are initially halved compared with their initial values. More-
over, the break angular frequencies associated with Gll1(s) are doubled compared
with their initial values, but the value of r1 remains unaffected. Thus, r3 is varied
while r1 = 2.941 and r2 = 2.941. This allows for varying the response of Gll3(s)
while keeping the responses of Gll1(s) and Gll2(s) unaffected. Thus, the effect of
varying the response of Gpc(s) = Gll1(s) ·Gll2(s) ·Gll3(s) at low angular frequencies
can be investigated. The values of the time constants are provided in Table C.5 in
Appendix C.

Varying r3 shows some effects on the responses obtained by both evaluation meth-
ods. In terms of the FIKS-method, Fig. 5.16.(a) shows that the amplitude limit
is exceeded in the initial case where the break angular frequencies associated with
Gll3(s) and Gll1(s) are halved and doubled, respectively. This is illustrated by the
blue dotted response in Fig. 5.16.(a). If r3 is increased to 5, the amplitude char-
acteristic is further increased beyond the amplitude limit. The phase characteristic
is also affected by the variation in r3, but it remains inside the phase limits for all
values of r3. When r3 is varied, the response of Gpc(s) is affected at low angular
frequencies. Thus, the response of the FIKS-method is directly affected by the vari-
ations in r3.

In terms of the amplitude response obtained by the NG-method, the variations
in r3 affects the amplitude response around the resonance peak. An increase in r3
from 2.941 to 5 yields reduced amplitude and is illustrated in Fig. 5.16.(b). The
opposite is true for a reduction from 2.941 to 2. The main reason for the decreased
amplitude response around the resonance peak when r3 is increased from 2.941 to
5 is mainly due to an increase in the open-loop amplitude characteristic of the re-
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sponse taken from the voltage reference deviation to the PSS output. On the other
hand, the increase in amplitude response around the resonance peak when r3 is
decreased from 2.941 to 2 is mainly caused by a worsening of the open-loop phase
characteristic.

(a)

(b)

Fig. 5.16: Varying r3 while keeping r1 = 2.941 and r2 = 2.941. Solid: r0 =
2.941; dashed: r3 = 2; blue dotted: r3 = 2.941; and green dash-dotted: r3 =
5. (a) FIKS-method. (b) NG-method. Red dashed: PSS disconnected.

5.5 Relations Between Responses of FIKS- and
NG-Methods

This section investigates how changes in the response of the FIKS-method are re-
flected in the amplitude response obtained by the NG-method. Fig. 5.17 investigates
the amplitude response obtained by the NG-method when the values of the param-
eters of the simplified PSS2B are varied to yield new phase characteristics of the
FIKS-method that are below the reference phase characteristic. The values of the
parameters of the simplified PSS2B are provided in Table C.6 in Appendix C.
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(a)

(b)

Fig. 5.17: New phase characteristics of the FIKS-method are below the ref-
erence phase characteristic. Solid: reference response; dashed: high ampli-
tude characteristic; and blue dotted: low amplitude characteristic. (a) FIKS-
method. (b) NG-method. Red dashed: PSS disconnected.

From Fig. 5.17, a new phase characteristic that is below the reference phase charac-
teristic yields an increase in the amplitude response of the NG-method around the
resonance peak. Furthermore, it can be seen that the amplitude characteristic affects
the increase in the amplitude response of the NG-method around the resonance peak.

Fig. 5.18 investigates the amplitude response of the NG-method when the val-
ues of the parameters of the simplified PSS2B are varied in order to yield new phase
characteristics of the FIKS-method that are above the reference phase characteris-
tic. The values of the parameters of the simplified PSS2B are provided in Table C.7
in Appendix C.

The figure shows that in most cases where the new phase characteristics are above
the reference phase characteristic result in a decrease in the amplitude responses of
the NG-method around the resonance peak. It can also be seen that the amplitude
characteristic of the FIKS-method affects the resulting amplitude response of the
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NG-method around the resonance peak. In Fig. 5.18.(a), the blue dotted response
corresponds to a slightly increased amplitude response in Fig. 5.18.(b). In Fig.
5.18.(b), the peak of the blue dotted amplitude response is slightly above the peak
of the reference amplitude response even though the blue dotted phase characteristic
is above the reference phase characteristic in Fig. 5.18.(a).

(a)

(b)

Fig. 5.18: New phase characteristics of the FIKS-method are above the ref-
erence phase characteristic. Solid: reference response; dashed: medium ampli-
tude characteristic; blue dotted: low amplitude characteristic; and green dash-
dotted: high amplitude characteristic. (a) FIKS-method. (b) NG-method.
Red dashed: PSS disconnected.

5.6 Overview of Tested Combinations

Fig. 5.19 shows an overview of the combinations that are tested in the previous
sections of this chapter. The figure shows the values of the amplitude and phase
characteristics of the response of the FIKS-method for a specific angular frequency.
This specific angular frequency is 6.689 rad/s and is equal to the angular frequency
where the resonance peak with PSS disconnected occurs in Fig. 5.5.
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Fig. 5.19: Overview of the tested combinations.

From the figure it can be seen that the tested combinations are mostly located within
15 - 30 dB in terms of amplitude and within -55 - 10 deg in terms of phase.
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6
Dynamic Simulations

The first section presents the results needed to verify the results from the linearized
simulations. The second section presents the results from the dynamic simulations of
the multi-bus power system. The stability performance of the PSS is also analyzed
in connection to this.

6.1 Verification of Linearized Simulations
First, this section establishes the reference responses of the two evaluation methods.
The second section verifies how changes in the response of the FIKS-method are
reflected in the amplitude response of the NG-method.

6.1.1 Reference Responses
This section establishes the reference responses of the FIKS- and the NG-methods.
The reference responses are the responses obtained by the two evaluation methods
when the values of the parameters of the PSS2B are as given in Table 4.3.

Reference Response of FIKS-Method
Fig. 6.1 shows the response from the PSS output to the terminal voltage for offline-,
loaded- (Pe = 80 MW), and lightly loaded operation of the SM (Pe = 0.35 MW).

Fig. 6.1: Response from the PSS output to the terminal voltage for different
operating conditions of the SM. Solid: offline, dashed: loaded, and dotted:
lightly loaded.
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Two things can be noticed in the figure: 1) the amplitude and phase characteristics
are reduced as the SM turns from offline operation to loaded operation, and 2) the
absence of the large peaks in the amplitude and the phase characteristics, as are
visible in Fig. 5.1. Overall, the amplitude and phase characteristics in Fig. 6.1 are
comparable to the amplitude and phase characteristics in Fig. 5.1.

Fig. 6.2 illustrates the reference response of the FIKS-method that corresponds
to offline operation of the SM. For purposes of comparison, the figure also gives the
responses obtained by the FIKS-method when the SM is operating under the same
loaded conditions as in Fig. 6.1.

Fig. 6.2: Response obtained by the FIKS-method for different operating
conditions of the SM. Solid: reference response (offline), dashed: loaded, and
dotted: lightly loaded.

Reference Amplitude Response of NG-Method
Fig. 6.3 illustrates the reference amplitude response obtained by the NG-method.
The figure also shows the amplitude response with the PSS disconnected.

Fig. 6.3: Reference amplitude response obtained by the NG-method. Solid:
PSS connected and red dashed: PSS disconnected.
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The amplitude responses obtained by the NG-method in Fig. 6.3 show similar
characteristics as the amplitude responses obtained by the NG-method in Fig. 5.5.
However, two significant differences can be noticed in the comparison of the ampli-
tude responses: 1) the angular frequencies where the resonance peaks occur differ
in the two figures, and 2) the peaks values of the amplitude responses with PSS
disconnected are significantly different in the two figures.

6.1.2 Relations Between Responses of FIKS- and NG-Methods
Fig. 6.4 shows the change in the amplitude response of the NG-method when the
values of the parameters of the PSS2B are varied in order to yield new phase char-
acteristics obtained by the FIKS-method that are below the reference phase charac-
teristic of the FIKS-method. The values of the parameters of the PSS2B are given
in Table C.8 in Appendix C.

(a)

(b)

Fig. 6.4: New phase characteristics of the FIKS-method are below the ref-
erence phase characteristic. Solid: reference response; dashed: high ampli-
tude characteristic; and blue dotted: low amplitude characteristic. (a) FIKS-
method. (b) NG-method. Red dashed: PSS disconnected.
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Fig. 6.4 shows that the amplitude response of the NG-method is increased around
the resonance peak. Besides that, the amplitude characteristic of the FIKS-method
affects the amount of increase in the amplitude response of the NG-method. The
effects found in Fig. 6.4 are the same as the effects found in Fig. 5.17.

Fig. 6.5 shows how the amplitude response of the NG-method is changed when
the values of the parameters of the PSS2B are varied so that the new phase charac-
teristics of the FIKS-method are above its reference phase characteristic. The values
of the parameters of the PSS2B are given in Table C.9 in Appendix C.

(a)

(b)

Fig. 6.5: New phase characteristics of the FIKS-method are above the refer-
ence phase characteristic. Solid: reference response; dashed: medium ampli-
tude characteristic; blue dotted: low amplitude characteristic; and green dash-
dotted: high amplitude characteristic. (a) FIKS-method. (b) NG-method.
Red dashed: PSS disconnected.

In the figure, the amplitude responses of the NG-method are reduced around the
resonance peak. The decrease in the amplitude response is further affected by the
amplitude characteristic of the FIKS-method. Thus, the effects seen in the figure
are in large similar to the effects seen in Fig. 5.18. However, the peak of the blue
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dotted response in Fig. 6.5.(b) is slightly below the peak of the reference amplitude
response. This represents a difference compared with the case in Fig. 5.18.(b).

Fig. 6.6 shows the amplitude response of the NG-method when the new phase
characteristics of the FIKS-method are significantly above the reference phase char-
acteristic. The values of the parameters of the PSS2B are given in Table C.10 in
Appendix C. The figure illustrates the same effects as found in Fig. 6.5; thus, the
effects are in large similar to the effects seen in Fig. 5.18.

(a)

(b)

Fig. 6.6: New phase characteristics of the FIKS-method are significantly
above the reference phase characteristic. Solid: reference response; dashed:
medium amplitude characteristic; blue dotted: low amplitude characteristic;
and green dash-dotted: high amplitude characteristic. (a) FIKS-method. (b)
NG-method. Red dashed: PSS disconnected.

6.2 Multi-Bus Power System Simulations
This section presents the results from the dynamic simulations of the multi-bus
power system where the PSS2Bs are tuned according to both evaluation methods.
This is done with two different sets of tunings with different characteristics that are
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referred to as tunings A and B. The motivation for doing this is that there are many
ways in which a PSS2B can be tuned so that it is performing within the limits given
by the two evaluation methods.

6.2.1 Replacing Synchronous Machines at Bus 4063
This section considers the case when the existing SM- and PSS-models at bus 4063
are replaced. It comprises two parts: one for each of tunings A and B.

Tuning the Power System Stabilizers with Tuning A
Fig. 6.7 shows the response of the FIKS-method when the PSS2Bs are tuned ac-
cording to the FIKS-method. The figure also shows the amplitude response of the
NG-method when the PSS2Bs are tuned according to the FIKS-method. The values
of the parameters of the PSS2Bs are shown in Table A.7 in Appendix A.

(a)

(b)

Fig. 6.7: PSS2Bs at bus 4063 are tuned according to the FIKS-method with
tuning A. (a) FIKS-method. (b) NG-method. Solid: PSS connected and red
dashed: PSS disconnected.
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From the figure it is clear that the PSS2Bs are within the limits given by the FIKS-
method. However, the PSS2Bs are improperly tuned according to the NG-method.
This is due to that the amplitude response with PSS connected is over the amplitude
response with PSS disconnected for angular frequencies above 12.4 rad/s.

Fig. 6.8 shows the amplitude response of the NG-method when the PSS2Bs are
tuned according to the NG-method. It also shows the corresponding response of the
FIKS-method when the PSS2Bs are tuned according to the NG-method. The values
of the parameters of the PSS2Bs are shown in Table A.7 in Appendix A.

(a)

(b)

Fig. 6.8: PSS2Bs at bus 4063 are tuned according to the NG-method with
tuning A. (a) NG-method. Solid: PSS connected and red dashed: PSS dis-
connected. (b) FIKS-method.

From the figure, tuning of the PSS2Bs according to the NG-method yields properly
tuned PSS2Bs according to both evaluation methods. In order to make a fair com-
parison between the two evaluation methods, the amplitude characteristic in Fig.
6.7.(a) needs to be comparable to the amplitude characteristic in Fig. 6.8.(b) for
angular frequencies in the range of 0.6 - 6.3 rad/s. The comparison of the amplitude
characteristics shows that the two amplitude characteristics differ by a few decibels
inside the relevant range of angular frequencies. This difference is acceptable.
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Table 6.1 shows the lightly damped complex eigenvalues of the Nordic32-system
when the PSS2Bs at bus 4063 are tuned according to each of the two evaluation
methods. For purposes of comparison, the table also shows the lightly damped
complex eigenvalues of the Nordic32-system when the PSS2Bs at bus 4063 are dis-
connected. The table only shows complex eigenvalues with imaginary parts in the
range of 0.6 - 6.3 rad/s since these complex eigenvalues may represent inter-area
modes of oscillation.

Table 6.1: Lightly damped complex eigenvalues when tuning the PSS2Bs at
bus 4063 with tuning A

No PSS FIKS-Method NG-Method

ID ω
ξ

ω
ξ

ω
ξ(rad/s) (rad/s) (rad/s)

O11 6.185 0.135 6.184 0.135 6.185 0.135
O12 5.795 0.150 5.804 0.153 5.802 0.152
O13 5.790 0.077 5.797 0.079 5.796 0.079
O14 5.381 0.101 5.449 0.172 5.393 0.151
O15 3.909 0.185 3.769 0.235 3.825 0.223

From the table, the most significant effect can be seen in the damping ratio of the
complex eigenvalue O14 where tuning of the PSS2Bs according to the FIKS-method
increases the damping ratio of the complex eigenvalue O14 by 70 % compared with
PSS2Bs disconnected. For tuning of the PSS2Bs according to the NG-method, the
increase in the damping ratio is 50 % compared with PSS2Bs disconnected. The
second largest effect is seen in the damping ratio of O15 where tuning of the PSS2Bs
according to the FIKS- and the NG-methods increases the damping ratio by 27 %
and 21 %, respectively, compared with PSS2Bs disconnected.

The participation factors show that the SMs at bus 4063 are among the largest
contributors to the complex eigenvalues O14 and O15; consequently, this explains
the significant changes in the damping ratios of these complex eigenvalues. Further-
more, the SMs at bus 4063 contributes to a small extent to the complex eigenvalues
O12 and O13 and explains the small increase in the damping ratios of these complex
eigenvalues. Furthermore, the participation factors show that the SMs at bus 4063
does not contribute to the complex eigenvalue O11; hence, the damping ratio of this
complex eigenvalue is unaffected.

Making a comparison between the responses of the FIKS-method shown in Figs.
6.7.(a) and 6.8.(b) it can be seen that the amplitude characteristic in Fig. 6.7.(a)
is above the amplitude characteristic in Fig. 6.8.(b) at all angular oscillating fre-
quencies of the complex eigenvalues shown in Table 6.1. Moreover, for the angular
oscillating frequency of the complex eigenvalue O15 it can be seen that the phase
characteristic in Fig. 6.7.(a) is above the phase characteristic in Fig. 6.8.(b). The
opposite holds for the angular oscillating frequencies of the remaining complex eigen-
values O11 - O14.
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Tuning the Power System Stabilizers with Tuning B
Fig. 6.9 shows the response of the FIKS-method when the PSS2Bs are tuned ac-
cording to the FIKS-method. The figure also shows the corresponding amplitude
response of the NG-method when the PSS2Bs are tuned according to the FIKS-
method. The values of the parameters of the PSS2Bs are shown in Table A.8 in
Appendix A.

(a)

(b)

Fig. 6.9: PSS2Bs at bus 4063 are tuned according to the FIKS-method with
tuning B. (a) FIKS-method. (b) NG-method. Solid: PSS connected and red
dashed: PSS disconnected.

From the figure, it is clear that the response of the FIKS-method is inside the limits
of the FIKS-method. Studying the amplitude response of the NG-method when the
PSS2Bs are tuned according to the FIKS-method shows that the amplitude response
of the NG-method with PSS2Bs connected is partly above the amplitude response
of the NG-method with PSS2Bs disconnected; thus, the PSS2Bs are improperly
tuned when evaluated with the NG-method. The amplitude response with PSS2Bs
connected is above the amplitude response with PSS2Bs disconnected in the range
of 9.2 - 9.7 rad/s as well as above 12.3 rad/s.
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Fig. 6.10 shows the amplitude response of the NG-method when the PSS2Bs are
tuned according to the NG-method. The figure also shows the response of the FIKS-
method when the PSS2Bs are tuned according to the NG-method. The values of
the parameters of the PSS2Bs are shown in Table A.8 in Appendix A.

(a)

(b)

Fig. 6.10: PSS2Bs at bus 4063 are tuned according to the NG-method with
tuning B. (a) NG-method. Solid: PSS connected and red dashed: PSS dis-
connected. (b) FIKS-method.

Studying Fig. 6.10, it is clear that the PSS2Bs are properly tuned when evaluated
with both evaluation methods. Comparing the amplitude characteristics in Figs.
6.9.(a) and 6.10.(b), it can be seen that the two amplitude characteristics only differ
by roughly 1 dB for angular frequencies in the range of 0.6 - 6.3 rad/s. Thus, the
comparison between the two evaluation methods is fair.

Table 6.2 shows the lightly damped complex eigenvalues of the Nordic32-system
when the PSS2Bs at bus 4063 are tuned according to each of the two evaluation
methods as well as for disconnected PSS2B. Only complex eigenvalues with imagi-
nary parts in the range of 0.6 - 6.3 rad/s are shown.
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Table 6.2: Lightly damped complex eigenvalues when tuning the PSS2Bs at
bus 4063 with tuning B

No PSS FIKS-Method NG-Method

ID ω
ξ

ω
ξ

ω
ξ(rad/s) (rad/s) (rad/s)

O11 6.185 0.135 6.184 0.135 6.185 0.135
O12 5.795 0.150 5.813 0.153 5.800 0.152
O13 5.790 0.077 5.799 0.079 5.795 0.079
O14 5.381 0.101 5.508 0.161 5.371 0.161
O15 3.909 0.185 3.828 0.236 3.800 0.229

The largest change in the damping ratio can be seen in the complex eigenvalue O14
where the damping ratio increases by 59 % for tuning of the PSS2Bs according to
both evaluation methods. The second largest change in the damping ratio is seen
in the complex eigenvalue O15. The damping ratio of the complex eigenvalue O15
increases by 28 % for tuning of the PSS2Bs according to the FIKS-method. When
the PSS2Bs are tuned according to the NG-method, the damping ratio of the com-
plex eigenvalue O15 increases by 24 %. For the complex eigenvalues O12 and O13,
the increase in the damping ratios are in the neighborhood of 2 % for tuning of the
PSS2Bs according to both evaluation methods. The damping ratio of the complex
eigenvalue O11 is unaffected by the tuning of the PSS2Bs. The extent to which the
damping ratios of the complex eigenvalues are affected can again be explained based
on the participation factors. Here, the explanation presented in relation to Table
6.1 applies.

Studying the amplitude characteristics in Figs. 6.9.(a) and 6.10.(b) at the specific
angular oscillating frequencies of the complex eigenvalues in Table 6.2, it can be
seen that the amplitude characteristic in Fig. 6.9.(a) is slightly above the amplitude
characteristic in Fig. 6.10.(b). This is true for all angular oscillating frequencies.
Turning to the phase characteristics in Figs. 6.9.(a) and 6.10.(b) it can be seen
that the phase characteristic in Fig. 6.10.(b) is above the phase characteristic in
Fig. 6.9.(a) for all angular oscillating frequencies. The difference between the phase
characteristics is smallest at the angular oscillating frequency of the complex eigen-
value O15. The difference increases with increasing angular oscillating frequency;
consequently, it is largest at the angular oscillating frequency of the complex eigen-
value O11.

6.2.2 Replacing Synchronous Machine at Bus 4062
This section considers the case when the existing SM- and PSS-models at bus 4062
are replaced. The section comprises two parts: one for each of tunings A and B.
The case where the PSS2B is tuned with tuning A is considered in the first part of
this section. The case where the PSS2B is tuned with tuning B is considered in the
second part of the section.
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Tuning the Power System Stabilizer with Tuning A
Fig. 6.11 shows the response of the FIKS-method when the PSS2B is tuned ac-
cording to the FIKS-method. The figure also shows the corresponding amplitude
response of the NG-method when the PSS2B is tuned according to the FIKS-method.
The values of the parameters of the PSS2B are shown in Table A.7 in Appendix A.

(a)

(b)

Fig. 6.11: PSS2B at bus 4062 is tuned according to the FIKS-method with
tuning A. (a) FIKS-method. (b) NG-method. Solid: PSS connected and red
dashed: PSS disconnected.

From the figure, it is clear that the PSS2B is properly tuned according to the FIKS-
method. However, studying the amplitude response of the NG-method it can be
seen that the PSS2B is improperly tuned according to the NG-method. This is due
to the fact that the amplitude response with PSS connected is partly above the am-
plitude response with PSS disconnected. The crossing of the amplitude responses
occurs at 11 rad/s.

Fig. 6.12 shows the amplitude response of the NG-method when the PSS2B is
tuned according to the NG-method. The figure also shows the corresponding re-
sponse of the FIKS-method. The values of the parameters of the PSS2B are shown
in Table A.7 in Appendix A.
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(a)

(b)

Fig. 6.12: PSS2B at bus 4062 is tuned according to the NG-method with
tuning A. (a) NG-method. Solid: PSS connected and red dashed: PSS dis-
connected. (b) FIKS-method.

The figure shows that when the PSS2B is tuned with the NG-method it is also prop-
erly tuned when evaluated with the NG-method. In terms of the FIKS-method, the
figure shows that when the PSS2B is tuned according to the NG-method it is also
properly tuned when evaluated with the FIKS-method. Comparing the amplitude
characteristic in Fig. 6.11.(a) with the amplitude characteristic in Fig. 6.12.(b), it is
revealed that the difference between the amplitude characteristics is a few decibels
for angular frequencies in the range of 0.6 - 6.3 rad/s. Thus, the comparison between
the two evaluation methods is fair.

Table 6.3 shows the lightly damped complex eigenvalues of the Nordic32-system
when the PSS2B at bus 4062 is tuned according to the FIKS-method. The table
also shows the lightly damped complex eigenvalues of the Nordic32-system when the
PSS2B is tuned according to the NG-method. For purposes of comparison, the table
also shows the lightly damped complex eigenvalues of the Nordic32-system when the
PSS2B at bus 4062 is disconnected. Only complex eigenvalues with imaginary parts
in the range of 0.6 - 6.3 rad/s are considered.
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Table 6.3: Lightly damped complex eigenvalues when tuning the PSS2B at
bus 4062 with tuning A

No PSS FIKS-Method NG-Method

ID ω
ξ

ω
ξ

ω
ξ(rad/s) (rad/s) (rad/s)

O21 6.184 0.135 6.184 0.135 6.184 0.135
O22 5.785 0.151 5.785 0.151 5.785 0.151
O23 5.784 0.080 5.784 0.080 5.784 0.080
O24 4.900 0.154 4.918 0.163 4.918 0.161
O25 3.694 0.169 3.642 0.199 3.656 0.195

The table shows that the damping ratios of the complex eigenvalues O21 - O23 are
unaffected by tuning of the PSS2B according to both evaluation methods. How-
ever, the damping ratios of the complex eigenvalues O24 and O25 are affected by
tuning of the PSS2B according to the two evaluation methods. The largest effect in
terms of change in the damping ratio can be seen in the complex eigenvalue O25.
Its damping ratio increases by 18 % when the PSS2B is tuned according to the
FIKS-method compared with its damping ratio when the PSS2B is disconnected.
When the PSS2B is tuned according to the NG-method, the damping ratio of com-
plex eigenvalue O25 increases by 15 % compared with PSS2B disconnected. The
increase in the damping ratio of the complex eigenvalue O24 is 6 % and 5 % for the
FIKS- and the NG-methods, respectively, compared with the damping ratio when
the PSS2B is disconnected.

The calculation of the participation factors shows that the SM at bus 4062 is one of
many small contributors to the complex eigenvalues O24 and O25. The contribution
to the complex eigenvalue O25 is larger than the contribution to the O24 complex
eigenvalue, and this is also reflected in the larger increase in the damping ratio of
the complex eigenvalue O25 compared with the increase in the damping ratio of
complex eigenvalue O24. In addition, the participation factors show that the SM
at bus 4062 does not contribute to the complex eigenvalues O21 - O23, and this is
also revealed by the fact that the damping ratios of these complex eigenvalues are
unaffected by the tuning of the PSS2B.

Tuning A considered in this part is the same as tuning A considered in the first
part of Section 6.2.1. Hence, for the comparisons of the amplitude and phase char-
acteristics in Figs. 6.11.(a) and 6.12.(b), the comparisons of the amplitude and phase
characteristics in Figs. 6.7.(a) and 6.8.(b) applies. Thus, for further information the
reader is referred to the first part in Section 6.2.1.

Tuning the Power System Stabilizer with Tuning B
Fig. 6.13 shows the response of the FIKS-method when the PSS2B is tuned ac-
cording to the FIKS-mehtod. The figure also shows the amplitude response of the
NG-method when the PSS2B is tuned to according to the FIKS-method. The values
of the parameters of the PSS2B are shown in Table A.8 in Appendix A.
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(a)

(b)

Fig. 6.13: PSS2B at bus 4062 is tuned according to the FIKS-method with
tuning B. (a) FIKS-method. (b) NG-method. Solid: PSS connected and red
dashed: PSS disconnected.

The figure shows that the response of the FIKS-method is inside the limits when
the PSS2B is tuned according to the FIKS-method. However, in the case where the
PSS2B is evaluated with the NG-method after being tuned according to the FIKS-
method, it can be seen that the PSS2B is improperly tuned. This is due to the
fact that the amplitude response of the NG-method with PSS2B connected is partly
above the amplitude response of the NG-method with PSS2B disconnected. The
amplitude response of the NG-method with PSS2B connected is above the ampli-
tude response of the NG-method with PSS2B disconnected for angular frequencies
above 10.7 rad/s.

Fig. 6.14 shows the amplitude response of the NG-method when the PSS2B is
tuned according to the NG-method. In addition to this, the figure also shows the
corresponding response of the FIKS-method when the PSS2B is tuned with the
NG-method. The values of the parameters of the PSS2B are shown in Table A.8 in
Appendix A.
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(a)

(b)

Fig. 6.14: PSS2B at bus 4062 is tuned according to the NG-method with
tuning B. (a) NG-method. Solid: PSS connected and red dashed: PSS dis-
connected. (b) FIKS-method.

In terms of the NG-method, the figure shows that the amplitude response with
PSS2B connected is below the amplitude response with PSS2B disconnected. Thus,
the PSS2B is properly tuned according to the NG-method. In terms of the response
of the FIKS-method when the PSS2B is tuned according to the NG-method, the
figure shows that the PSS2B is properly tuned according to the FIKS-method. Com-
paring the amplitude characteristics in Figs. 6.13.(a) and 6.14.(b) it can be seen
that the difference between the amplitude characteristics is in the range of 1 dB.
Thus, this implies that the comparison between the two evaluation methods is fair.

Table 6.4 shows the lightly damped complex eigenvalues of the Nordic32-system
when the PSS2B at bus 4062 is tuned according to the FIKS- and the NG-methods.
For purposes of comparison, the table also shows the lightly damped complex eigen-
values of the Nordic32-system when the PSS2B at bus 4062 is disconnected. Table
6.4 only shows complex eigenvalues with imaginary parts in the range of 0.6 - 6.3
rad/s.
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Table 6.4: Lightly damped complex eigenvalues when tuning the PSS2B at
bus 4062 with tuning B

No PSS FIKS-Method NG-Method

ID ω
ξ

ω
ξ

ω
ξ(rad/s) (rad/s) (rad/s)

O21 6.184 0.135 6.184 0.135 6.184 0.135
O22 5.785 0.151 5.785 0.151 5.785 0.151
O23 5.784 0.080 5.784 0.080 5.784 0.080
O24 4.900 0.154 4.918 0.163 4.918 0.163
O25 3.694 0.169 3.642 0.199 3.642 0.199

From the table it can be seen that the damping ratios of the complex eigenvalues
O21 - O23 are unaffected by the tuning of the PSS2B. For tuning according to both
the FIKS- and the NG-methods, the damping ratios of the complex eigenvalues O24
and O25 increase by 18 % and 6 %, respectively. The extent to which the SM at
bus 4062 affects the damping ratios of the complex eigenvalues in the table can be
explained based on the participation factors. The explanation given in relation to
Table 6.3 applies, so the reader is referred there for future information regarding the
participation factors.

Tuning B in this part is the same as tuning B in the second part of Section
6.2.1. Therefore, for comparisons of the amplitude and phase characteristics in
Figs. 6.13.(a) and 6.14.(b), the reader is referred to the comparisons of the ampli-
tude and phase characteristics in Figs. 6.9.(a) and 6.10.(b). These comparisons are
presented in the second part of Section 6.2.1.
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7
Discussion

The first section of this chapter discusses the results from the simulations of the lin-
earized model of the SMIB-system. The following section discusses the results from
the dynamic simulations of the SMIB- and multi-bus-systems. The third section
provides some suggestions for future work based on the findings of the report. The
chapter concludes with discussing the findings of the report in a somewhat wider
perspective.

7.1 Linearized Simulations
From Sections 5.2 - 5.5, it is clear how changes in the values of the parameter of
the simplified PSS2B affect the response obtained by the FIKS-method. In case of
the more complex amplitude response obtained by the NG-method, the open-loop
response characteristic taken from the voltage reference deviation to the PSS output
is used to investigate the reasons behind the changes in the amplitude response of
the NG-method. However, it is desirable to investigate if it is possible to directly
relate the changes in the response of the FIKS-method to the changes in the ampli-
tude response of the NG-method.

Studying the effects of varying the values of the parameters of the simplified PSS2B
that are illustrated in Figs. 5.6 - 5.18, there seems to be a rough relation between the
changes in the responses of the two evaluation methods. For the cases studied, a cer-
tain parameter variation that yields a new phase characteristic of the FIKS-method
that is above the reference phase characteristic of the FIKS-method tends to reduce
the amplitude response of the NG-method around the resonance peak. A certain
parameter variation that yields a new phase characteristic of the FIKS-method that
is below the reference phase characteristic of the FIKS-method tends to increase the
amplitude response of the NG-method around the resonance peak. This is seen in
the cases studied, and some illustrative examples are provided in Figs. 5.10, 5.12,
5.14, 5.17, and 5.18.

There are cases where the amplitude response of the NG-method is slightly de-
creased compared with the reference amplitude response even though the new phase
characteristic obtained by the FIKS-method is slightly below the reference phase
characteristic of the FIKS-method. Such cases can be found in Figs. 5.15 and 5.16.
This is due to the well known fact that the gain of the PSS influences the damping
provided by the PSS.
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7.2 Dynamic Simulations
This section first discusses the verification of the linearized simulations. In the
second section are the results from the dynamic simulations of the multi-bus power
system discussed.

7.2.1 Verification of Linearized Simulations
Comparing Figs. 5.1 and 5.3 with Figs. 6.1 and 6.2 it is clear that the results from
the dynamic simulations show comparable characteristics to the results from the
linearized simulations. It is believed that the larger amount of inherent damping
present in the dynamic model of the SMIB-system compared with the linearized
model of the SMIB-system is mainly due to the differences in the layouts of the
SMIB-systems. Including the damper windings in the model of the SM should have
an influence on the inherent damping of the SMIB-system. This effect is accounted
for in the used dynamic SM-model but not in the used linearized SM-model.

The differences in the inherent damping of the two SMIB-systems are visible when
comparing Figs. 6.3 and 5.5, and it is the cause for the large differences in the am-
plitude responses around the resonance peaks with PSS disconnected. Furthermore,
the doubling of the angular frequency where the resonance peak occurs in Fig. 6.3
compared with the angular frequency where the resonance peak occurs in Fig. 5.5
is also caused by the differences in the layouts of the SMIB-systems. This stated
difference in terms of the amplitude response with PSS disconnected can also be
seen when comparing Figs. 6.4.(b) and 6.5.(b) with Figs. 5.17.(b) and 5.18.(b).

In Figs. 6.5.(a) and 6.6.(a), the blue dotted responses showing the response of
the FIKS-method with low amplitude characteristic yields a slightly reduced peak
of the amplitude responses in Figs. 6.5.(b) and 6.6.(b) compared with the peak of
the reference amplitude response. This is not seen Fig. 5.18.(b) where the the peak
of the blue dotted amplitude response is increased slightly compared with the peak
of the reference amplitude response. This represents a small difference between the
results from the linearized and dynamic simulations; however, the findings of the
linearized simulations are in large verified by the findings of the dynamic simulations.

7.2.2 Multi-Bus Power System Simulations
The amplitude and phase characteristics of the FIKS-method when the PSS2Bs are
tuned according to the FIKS- and the NG-methods with tuning A can be seen in
Figs. 6.7.(a) and 6.8.(b), respectively, and they can also be seen in Figs. 6.11.(a)
and 6.12.(b). The comparison between the phase characteristics of the FIKS-method
shown in Figs. 6.7.(a) and 6.8.(b) shows that the phase characteristic in Fig. 6.7.(a)
is above the phase characteristic in Fig. 6.8.(b) for angular frequencies below 4
rad/s. The opposite is true for angular frequencies above 4 rad/s. Obviously, the
same result is found if the phase characteristics in Figs. 6.11.(a) and 6.12.(b) are
compared.
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The same comparison can be performed between the phase characteristics of the
FIKS-method when the PSS2Bs are tuned according to the FIKS- and the NG-
methods with tuning B, which can be seen in Figs. 6.9.(a) and 6.10.(b). The same
phase characteristics of the FIKS-method can be seen in Figs. 6.13.(a) and 6.14.(b).
The comparison reveals that the phase characteristic in Fig. 6.10.(b) is slightly
above the phase characteristic in Fig. 6.9.(a) for angular frequencies below 3 rad/s,
and the difference increases as the angular frequency increases. Thus, the situation
is the opposite compared with the phase characteristics in Figs. 6.7.(a) and 6.8.(b)
where the PSS2Bs are tuned according to the FIKS- and the NG-methods with
tuning A.

The fact that the order of the phase characteristics of the FIKS-method are the
opposite when the PSS2Bs are tuned with tunings A and B as pointed out in the
previous discussion is important. It is possible to vary the responses of the two
evaluation methods in various ways and still make them appear inside the limits
given by the two evaluation methods. This is especially true for the NG-method.
The fact that the order of the phase characteristics is the opposite when the PSS2Bs
are tuned according to tunings A and B shows that tunings A and B are not too
similar. This adds robustness to the findings. Furthermore, in Sections 6.2.1 and
6.2.2 it is shown that the comparisons between the two evaluation methods are fair,
and this adds trustworthiness to the findings in Section 6.2.

Tables 6.1 and 6.3 show the complex eigenvalues when the PSS2Bs at buses 4063
and 4062 are tuned according to both evaluation methods with tuning A. Studying
the changes in the damping ratios of the complex eigenvalues in the tables it is clear
that when the damping ratios change, tuning of the PSS2Bs according to the FIKS-
method yields higher increase in the damping ratios than tuning of the PSS2Bs
according to the NG-method does. This is true for all but one complex eigenvalue,
namely the complex eigenvalue O13 in Table 6.1 where the increase in its damp-
ing ratio is the same for tuning of the PSS2Bs according to both evaluation methods.

Tables 6.2 and 6.4 show the complex eigenvalues when the PSS2Bs at buses 4063
and 4062 are tuned according to both evaluation methods with tuning B. The com-
parison between the damping ratios of the complex eigenvalues in Tables 6.2 and
6.4 reveal that tuning of the PSS2Bs according to both evaluation methods yield
the same increase in the damping ratios. This is true for all complex eigenvalues
except for the complex eigenvalues O12 and O15 in Table 6.2 where the increase in
their damping ratios are larger when the PSS2Bs are tuned according to the FIKS-
method compared with tuning of the PSS2Bs according to the NG-method.

To summarize the above, it is clear that when the damping ratios of the complex
eigenvalues in Tables 6.1 - 6.4, tuning of the PSS2Bs according to the FIKS-method
results in a larger increase in the damping ratios of the complex eigenvalues com-
pared with tuning of the PSS2Bs according to the NG-method.
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7.3 Future Work

This section discusses some suggestions for future work based on the findings of the
study. The purpose of the suggestions for future work are threefold: 1) to further
increase the understanding of the two evaluation methods and their relationship, 2)
to further verify the results from the linearized simulations by dynamic simulations,
and 3) to increase the generalizability of the findings of this study.

The linearized model of the SMIB-system is a widely recognized model, and it
has been used in research previously. The model is sufficient for investigating basic
concepts even though it does not properly account for the effects of damper wind-
ings other than through the damping factor KD. The model shows reasonable and
expected behavior during the simulations, but the model is very lightly damped.
The coefficients K1, . . . , K6 and the field circuit time constant are dependent on the
current operating condition as well as the parameter values of the SM. In addition,
the effects of magnetic saturation also affect the values of the coefficients and the
field circuit time constant. This may affect the generalizability of the results ob-
tained by the linearized simulations to some extent. Thus, a suggestion for future
work is:

• Investigate how different operating conditions and/or how the effects of mag-
netic saturation affect the responses obtained by the two evaluation methods
through further simulations of the linearized SMIB-system. In addition to this,
it should also be investigated how different operation conditions and/or the in-
clusion of magnetic saturation affect the way in which changes in the response
of the FIKS-method are reflected in the amplitude response of the NG-method.

The model of the excitation system and in particular the model of the PSS imple-
mented into the linearized model of the SMIB-system and the dynamic models of
the SMIB- and multi-bus power system are likely to affect the responses obtained
by the two evaluation methods. This may further affect the generalizability of the
results to some extent. Thus another suggestion for future work is:

• Through both linearized and dynamic simulations, investigate if, and also
possibly how, different models of the excitation system and PSS affect the
responses of the two evaluation methods. Subsequently, also investigate if and
how different models of the excitation system and PSS affect how changes in
the response of the FIKS-method are reflected in the amplitude response of
the NG-method.

Figs. 5.17 and 5.18 illustrates how changes in the response of the FIKS-method are
reflected in the amplitude response of the NG-method. This relation may be further
investigated as pointed out previously; however, a more theoretical approach may
be taken by trying to establish a mathematical relationship between the responses
of the two evaluation methods. Thus, a third suggestion for future work is:
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• Establish a mathematical relationship between the responses of the two evalu-
ation methods. It is believed that this may be done by starting with obtaining
the transfer function of the block diagram shown in Fig. 5.2; then, try to
relate this transfer function to the transfer function of the open-loop system
from voltage reference deviation to the PSS output. Finally, relate this to the
closed-loop amplitude response of the NG-method.

The Nordic32-system is a power system model that mimics large parts of the Nordic
power system, and the model has been used in various studies. The fact that the
Nordic32-system mimics the Nordic power system is not very important; rather,
the importance lies in the fact that the model captures many types of oscillation
modes. Thus, the Nordic32-system is suitable for purposes of analyzing the stability
performance of the PSS.

The analysis of the stability performance of the PSS is based on the comparison
between the damping ratios of the complex eigenvalues of the Nordic32-system ob-
tained with PSSs disconnected and PSSs connected. This makes sure that the
changes in the damping ratios are only caused by the differences in PSS tuning,
rather than being caused by the actual replacements of the existing SM- and PSS-
models.

The above discussion suggests that the results from the dynamic simulations are
reliable; however, they may not be fully generalizable to hold for any PSS in any
SM. Hence, a suggestion for future work is:

• Model a real power system during operating conditions where measurements
have shown that the FIKS- and the NG-methods do not agree. Then, the
stability performance of the PSS is to be analyzed.

Tunings A and B show somewhat different characteristics, and it could be desirable
to investigate the effect of increasing the differences in the characteristics even more.
Therefore, it is suggested that:

• Varying the values of the parameters of the PSS2Bs in order to make the dif-
ference in the order of the phase characteristics of the FIKS-method obtained
when the PSS2Bs are tuned with tunings A and B more pronounced when the
PSS2Bs are evaluated with each of the two evaluation methods.

In this study, the PSS2Bs are tuned according to the two evaluation methods and the
stability performance of the PSSs is then analyzed. To gain further understanding
of the two evaluation methods, it would be possible to reverse this process. Thus, a
final suggestion for future work is:

• Tune the PSSs for optimal stability performance by using eigenvalue-placement
techniques. Then, the corresponding responses in terms of the responses ob-
tained by the FIKS- and the NG-methods are to be studied.

85



7. Discussion

7.4 Implications on Ethics and Sustainability
The possible disagreement between the two evaluation methods may imply that
PSSs connected to the power system is not functioning properly. If this is the case,
this may cause stability problems in the power system that may evolve into outages.
If proper action is not taken, such a situation may lead to blackouts potentially
paralyzing cities, regions, countries, or parts of continents. Such a situation may
result in huge economical costs for the society and it may also cause harm to both
people and the environment. The same risk can be identified in the case when new
PSSs are to be connected to the power system since the stability performance of
the PSS may be evaluated with an evaluation method that does not guarantee the
proper functioning of the PSS. The nature of this problem is ethical, but the differ-
ent parties may be unaware of the fact that their current evaluation method may
not be performing as believed. It is believed that the problem can be partly or fully
avoided if one of the two evaluation methods can be widely established as the better
to use when evaluating the stability performance of a PSS.

The power system is facing the challenge of adapting to increasing energy demands
worldwide. At the same time, the concern for the environment has brought about
increasing demands on power generation where decreased usage of fossil fuels in
power generation is demanded. Increased usage of RES is regarded as a feasible
solution to the challenge of decreasing the usage of fossil fuels, and power system
stability is one of the prerequisites for succeeding with the integration of RES. Thus,
the PSS may have an important role in the process of ensuring the stability of the
power system.

In the short term, the findings of this study primarily provides a basis for future
studies. In the long term, the findings of this study together with the findings of fu-
ture studies may broadly establish that one of the two evaluation methods is better
to use when evaluating the stability performance of PSSs. Thus, in the long term,
the implications of the findings of this study are believed to contribute towards
the successful integration of RES. In addition to this, it is also believed that the
findings of this study can contribute towards reducing the identified ethical problem.

Furthermore, additional implications of the findings of this study can be found in
the long term and may go beyond the demand of decreasing the need for fossil fuels
in power generation. The integration of RES brings additional positive effects in
terms of sustainable development. Reduced usage of fossil fuels in power generation
helps in managing the natural resources for future generations since today’s demand
on these resources may decrease. Moreover, increased usage of RES is believed to
bring various job opportunities worldwide.
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Conclusion

The simulations of the linearized model of the SMIB-system show that the change in
amplitude response obtained with the NG-method is primarily related to the change
in phase characteristic of the response obtained by the FIKS-method. It is shown
that the new amplitude response of the NG-method decreases relative to its refer-
ence amplitude response when the new phase characteristic of the FIKS-method is
above the reference phase characteristic of the FIKS-method. Moreover, the simula-
tions also indicate that a change in the amplitude characteristic of the FIKS-method
affects the change in the amplitude response of the NG-method.

The dynamic simulations support the findings of the linearized simulations in terms
of how changes in the response of the FIKS-method are reflected in the amplitude
response of the NG-method. Furthermore, for the simulated PSS locations where the
PSS2Bs are tuned according to both evaluation methods with tunings A and B, the
eigenvalue analysis shows that tuning of the PSS2Bs according to the FIKS-method
generally yields higher increases in the damping ratios of the complex eigenvalues
with imaginary parts in the range of 0.6 – 6.3 rad/s compared with the increases in
the damping ratios of the same complex eigenvalues when the PSS2Bs are tuned ac-
cording to the NG-method. This infers that the stability performance of the PSS2Bs
is better when the FIKS-method is utilized for tuning of the PSS2Bs. Consequently,
this suggests that the FIKS-method should be used in front of the NG-method for
purposes of evaluating the stability performance of a PSS.

In the short term, the findings of this study provides a basis for future studies.
In the long term, the combined findings of this and future studies may broadly es-
tablish that one of the two evaluation methods is better to use when evaluating the
stability performance of a PSS. It is recommended that future work is focused to-
wards increasing the understanding of the two evaluation methods, and future work
should also focus towards increasing the generalizability of the findings of this study.
The former can be achieved through: further investigating how model changes affect
the responses obtained by the two evaluation methods, and also by establishing a
mathematical relationship between the responses obtained by the two evaluation
methods. The latter can be achieved through the modeling and simulation of real
power systems where measurements have shown that the two evaluation methods
does not agree.
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Appendix A

Values of the Parameters of the Linearized Model
of Single-Machine Infinite Bus System
Table A.1 presents the values of the parameters of the SMIB-system in Figure 3.1.

Table A.1: Values of the parameters of the SMIB-system

Description Parameter Value Unit
Amplitude of infinite bus voltage |EB| 0.995 p.u.

Phase of infinite bus voltage θB 0 rad
Amplitude of terminal voltage |Vt| 1 p.u.

Phase of terminal voltage θt 0.471 rad
Line reactance XE 0.65 p.u.

Amplitude of internal voltage |E ′
f | 1.0759 p.u.

Phase of internal voltage δt 0.673 rad
Amplitude of line current |I| 0.7165 p.u.

Phase of line current φ -0.246 rad
Active power Pe 0.695 p.u.
Reactive power Qe 0.1745 p.u.

Table A.2 presents the values of the parameters of the transient SM-model.

Table A.2: Values of the parameters of the transient SM-model

Description Parameter Value Unit
Rated rotor angular frequency ω0 314.16 electrical rad/s

Inertia constant H 2.6000 (MW · s)/MVA
d-axis synchronous reactance Xd 1.15 p.u.
q-axis synchronous reactance Xq 1 p.u.
d-axis transient reactance X ′d 0.31 p.u.

Leakage reactance Xl 0.19 p.u.
Armature resistance Ra 0.003 p.u.
d-axis open circuit

T ′d0 8 stransient time constant
Note: Per unit reactance values are equal to per unit inductance values.
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Values of the Parameters of the Dynamic Models
of Power Systems
The first section presents the values of the parameters of the dynamic model of
the SMIB-system. The second section presents the values of the parameters of the
dynamic model of the multi-bus power system.

Values of the Parameters of Single-Machine Infinite Bus Sys-
tem
Table A.3 presents parameter values of the SMIB-system defined in Section 4.1.

Table A.3: Values of the parameters of the SMIB-system

Values of the Base Parameters
Description Parameter Value Unit
Base power SB 120 MVA

Base frequency fB 50 Hz
Bus 1 base voltage VB1 10 kV
Bus 2 base voltage VB2 130 kV
Bus 3 base voltage VB3 130 kV

Values of the Parameters of the Power System
Parameter Symbol Value Unit

SM active power Pe 100 MW
Bus 1 nominal voltage* VN1 10 kV
Bus 2 nominal voltage** VN2 130 kV
Bus 3 nominal voltage VN3 130 kV

Transformer short-circuit
Xk 0.1 p.u.reactance

Load active power PL 80 MW
Line resistance RL 0.0001 p.u./km
Line reactance XL 0.01 p.u./km
Line length l 60 km

Short-circuit resistance RB 0.224 Ω
Short-circuit reactance XB 2.24 Ω
Infinite bus voltage EB 1 p.u.

Angle of infinite bus voltage θB 0 rad
Notes: *Equal to nominal voltage of the SM and equal to the nominal voltage
of the low-voltage side of the transformer. **Equal to the nominal voltage of
the high-voltage side of the transformer.

II



Table A.4 presents the values of the parameters of the dynamic model of the SM.

Table A.4: Values of the parameters of the dynamic model of the SM

Description Parameter Value Unit
Inertia constant H 2.6 (MW · s)/MVA

d-axis synchronous reactance Xd 1.15 p.u.
q-axis synchronous reactance Xq 1 p.u.
d-axis transient reactance X ′d 0.31 p.u.
q-axis transient reactance X ′q 0.83 p.u.

d-axis subtransient reactance X ′′d 0.23 p.u.
q-axis subtransient reactance X ′′q 0.23 p.u.

Leakage reactance Xl 0.19 p.u.
Armature resistance Ra 0.003 p.u.
d-axis open-circuit

T ′d0 8 stransient time constant
q-axis open-circuit

T ′q0 2 stransient time constant
d-axis open-circuit

T ′′d0 0.05 stransient time constant
q-axis open-circuit

T ′′q0 0.2 stransient time constant

Tables A.5 and A.6 presents the values of the parameters of the turbine and governor
models, respectively.

Table A.5: Values of the parameters of the turbine model

Description Parameter Value Unit
Engine dead time TT1 0.1 s

Fuel valve time constant TT2 0.1 s

Table A.6: Values of the parameters of the governor model

Description Parameter Value Unit
Governor gain KG 10 p.u./p.u.

Equivalent time constant TG1 0.1 s

Values of the Parameters of Multi-Bus Power System
Tables A.7 and A.8 give the values of the parameters of the PSS2Bs when the
PSS2B is tuned according to tunings A and B. The tables show the values of the
parameters of the PSS2B for tuning of the PSS2Bs according to both the FIKS- and
the NG-methods.
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Table A.7: Values of the parameters of the PSS2Bs when PSS2Bs are tuned
with tuning A

FIKS-Method NG-Method
Parameter Value Unit Parameter Value Unit

KS1 7 p.u./p.u. KS1 9 p.u./p.u.
TW1 − TW4 5 s TW1 − TW4 8 s

T1 0.29 s T1 0.1 s
T2 0.09 s T2 0.02 s
T3 0.27 s T3 0.1 s
T4 0.09 s T4 0.02 s
T10 1 s T10 0.12 s
T11 1 s T11 0.02 s

Table A.8: Values of the parameters of the PSS2Bs when PSS2Bs are tuned
with tuning B

FIKS-Method NG-Method
Parameter Value Unit Parameter Value Unit

KS1 9 p.u./p.u. KS1 10.3 p.u./p.u.
TW1 − TW4 7 s TW1 − TW4 7 s

T1 0.08 s T1 0.1 s
T2 0.05 s T2 0.035 s
T3 0.22 s T3 0.1 s
T4 0.1 s T4 0.01 s
T10 0.22 s T10 0.15 s
T11 0.1 s T11 0.02 s
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Appendix B

Calculating K1, K2, K3, K4, K5, K6, and Tfd

It is assumed that the effect of magnetic saturation is neglected. Hence, Ksd and
Ksq are put to one. The values of the following parameters are then calculated [25]:

Ladu = Ld − Ll (B.1)
Laqu = Lq − Ll (B.2)
Lads = KsdLadu (B.3)
Laqs = KsqLaqu (B.4)
Xds = KsdLadu + Ll (B.5)
Xqs = KsqLaqu + Ll (B.6)
Lds = KsdLadu + Ll (B.7)
Lqs = KsqLaqu + Ll (B.8)

Lfd = Ladu(L
′
d − Ll)

Ladu + Ll − L
′
d

(B.9)

Rfd = Ladu + Lfd
ω0T

′
d0

(B.10)

δi = tan−1
(

|I|Xqs cosφ− |I|Ra sinφ
|Et|+ |I|Ra cosφ+ |I|Xqs sinφ

)
. (B.11)

Expressing the terminal voltage of the SM, the infinite bus voltage, and the line
current in the same rotating reference frame by the following equations [25]:

ed0 = |Et| sin δi (B.12)
eq0 = |Et| cos δi (B.13)
id0 = |I| sin(δi + φ) (B.14)
iq0 = |I| cos(δi + φ) (B.15)

EBd0 = ed0 −REid0 +XEiq0 (B.16)
EBq0 = eq0 −REiq0 −XEid0 (B.17)
EB = (E2

Bd0 + E2
Bq0)1/2 (B.18)

δ0 = tan−1
(
EBd0

EBq0

)
. (B.19)
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This allows for the calculation of the following parameters [25]:

ifd0 = eq0 +Raiq0 + Ldsid0

Lads
(B.20)

Efd0 = Laduifd0 (B.21)

L
′

ads = 1
1

Lads
+ 1

Lfd

(B.22)

Ψad0 = Lads(−id0 + ifd0) (B.23)
Ψaq0 = −Laqsiiq0 (B.24)
RT = Ra +RE (B.25)
XTd = XE + L

′

ads + Ll (B.26)
XTq = XE + Laqs + Ll (B.27)
D = R2

T +XTdXTq. (B.28)

After calculating the values of the parameters given by (B.1) - (B.28), the coefficients
K1 - K4 are calculated by the following equations [25]:

K1 = n1(Ψad0 + Laqsid0)−m1(Ψaq0 + L
′

adsiq0) (B.29)

K2 = n2(Ψad0 + Laqsid0)−m2(Ψaq0 + L
′

adsiq0) + L
′
ads

Lfd
iq0 (B.30)

K3 =
L2
fd

Ladu(Lfd − L′
ads +m2LfdL

′
ads)

(B.31)

K4 = m1L
′
adsLadu
Lfd

(B.32)

where m1, m2, n1 and n2 are equal to [25]:

m1 = EB(XTq sin δ0 −RT cos δ0)
D

(B.33)

m2 = XTq

D

Lads
Lads + Lfd

(B.34)

n1 = EB(RT sin δ0 +XTd cos δ0)
D

(B.35)

n2 = RT

D

Lads
Lads + Lfd

. (B.36)

The field circuit time constant is [25]

Tfd =
L2
fd

ω0Rfd(Lfd − L′
ads +m2LfdL

′
ads)

. (B.37)

The coefficients K5 and K6 are calculated by [25]:
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K5 = ed0

|Et|
(−Ram1 + Lln1 + Laqsn1) + eq0

|Et|
(−Ran1 − Llm1 − L

′

adsm1) (B.38)

K6 = ed0

|Et|
(−Ram2 + Lln2Laqsn2) + eq0

|Et|

(
−Ran2 − Llm2

+ L
′

ads(
1
Lfd
−m2)

)
.

(B.39)

Calculating a1, . . . , a5 and b1, . . . , b6

With ∆Ψfd = P (s)∆δt, it is possible to express (3.9) as follows:
∆Te = K1∆δt +K2P (s)∆δt. (B.40)

The equation for P (s) is found after rewriting (3.18) and by inserting the equation
of the transfer function of the brushless exciter and AVR that is given by (3.17);
consequently, P (s) can be written as:

P (s) =
−K3

K4(1 + TRs) +K5

(
KPKdTiTds

2+(KPKdTi+KPKdTd)s+KPKd

TdTbexTis3+(KdTbexTi+TiTd)s2+KdTis

)
TRTfds2 + (TR + Tfd)s+ 1 +K3K6

(
KPKdTiTds2+(KPKdTi+KPKdTd)s+KPKd

TdTbexTis3+(KdTbexTi+TiTd)s2+KdTis

)∆δt.

(B.41)
Reduction of the algebraic equation in (B.41) yields an equation for P (s) that is on
the form

P (s) = a1s
4 + a2s

3 + a3s
2 + a4s+ a5

b1s5 + b2s4 + b3s3 + b4s2 + b5s+ b6
∆δt (B.42)

where the coefficients a1, . . . , a5 and b1, . . . , b6 are given by

a1 = −K3K4TRTdTbexTi (B.43)
a2 = −K3(K4TdTbexTi +KdTbexTiTR + TiTdTR) (B.44)
a3 = −K3(K4KdTbexTi +K4TiTd +KdTiTR +K5KPTiTd) (B.45)
a4 = −K3(K4KdTi +K5KPTiKd +K5KPTd) (B.46)
a5 = −K3K5KPKd (B.47)
b1 = TRTfdTdTbexTi (B.48)
b2 = TRTfdKdTbexTi + TRTfdTiTd + TfdTdTbexTi + TRTdTbexTi (B.49)
b3 = TRTfdKdTi + TfdKdTbexTi + TiTfdTd + TRKdTbexTi

+ TRTbexTd + TdTbexTi (B.50)
b4 = TfdKdTi + TRKdTi +KdTbexTi + TiTd +K3K6KPTiKdTd (B.51)
b5 = KdTi +K3K6KPKdTi +K3K6KPKdTd (B.52)
b6 = K3K6KdKP . (B.53)

(B.54)
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Appendix C

Varying Time Constants of the Lead-Lag Filters
Table C.1 presents the values of the time constants of the lead-lag filters used when
obtaining the result in Fig. 5.10.

Table C.1: Values of the time constants of the lead-lag filters

T1 T2 T3 T4 T10 T11

r0 = 2.941 0.1 0.034 0.15 0.051 0.15 0.051
r = 5 0.1 0.02 0.15 0.03 0.15 0.03
r = 2 0.1 0.05 0.15 0.075 0.15 0.075

Table C.2 presents the values of the time constants of the lead-lag filters used when
obtaining the result in Fig. 5.12.

Table C.2: Values of the time constants of the lead-lag filters

T1 T2 T3 T4 T10 T11

r0 = 2.941 0.1 0.034 0.15 0.051 0.15 0.051
r = 2.941 0.2 0.068 0.3 0.102 0.3 0.102
r = 5 0.2 0.04 0.3 0.06 0.3 0.06
r = 2 0.2 0.1 0.3 0.15 0.3 0.15

Table C.3 presents the values of the time constants of the lead-lag filters used when
obtaining the result in Fig. 5.14.

Table C.3: Values of the time constants of the lead-lag filters

T1 T2 T3 T4 T10 T11

r0 = 2.941 0.1 0.034 0.15 0.051 0.15 0.051
r = 2.941 0.05 0.017 0.075 0.0255 0.075 0.0255
r = 5 0.05 0.01 0.075 0.015 0.075 0.015
r = 2 0.05 0.025 0.075 0.0375 0.0375 0.075
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Table C.4 presents the values of the time constants of the lead-lag filters used when
obtaining the result in Fig. 5.15.

Table C.4: Values of the time constants of the lead-lag filters

T1 T2 T3 T4 T10 T11

r0 = 2.941 0.1 0.034 0.15 0.051 0.15 0.051
r = 2.941 0.05 0.017 0.15 0.051 0.3 0.102
r = 5 0.05 0.01 0.15 0.03 0.3 0.06
r = 2 0.05 0.025 0.15 0.075 0.3 0.15

Table C.5 presents the values of the time constants of the lead-lag filters used when
obtaining the result in Fig. 5.16.

Table C.5: Values of the time constants of the lead-lag filters

T1 T2 T3 T4 T10 T11

r3,0 = 2.941 0.1 0.034 0.15 0.051 0.15 0.051
r3 = 2.941 0.05 0.017 0.15 0.051 0.3 0.102
r3 = 5 0.05 0.017 0.15 0.051 0.3 0.06
r3 = 2 0.05 0.017 0.15 0.051 0.3 0.15

Relations Between Responses of FIKS- and NG-
Methods
Table C.6 gives the values of the parameters of the simplified PSS2B that are used
when obtaining the results in Fig. 5.17.

Table C.6: Values of the parameters of the simplified PSS2B

KS1 TW1 TW2 T1 T2 T3 T4 T10 T11

Solid 10 7 7 0.1 0.034 0.15 0.051 0.15 0.051
Dashed 30 12 12 0.17 2 0.4 0.06 0.4 0.08

Blue dotted 19.5 12 12 0.17 2 0.4 0.06 0.4 0.08

Table C.7 gives the values of the parameters of the simplified PSS2B that are used
when obtaining the results in Fig. 5.18.

Table C.7: Values of the parameters of the simplified PSS2B

KS1 TW1 TW2 T1 T2 T3 T4 T10 T11

Solid 10 7 7 0.1 0.034 0.15 0.051 0.15 0.051
Dashed 6.3 7 7 0.1 0.025 0.15 0.035 0.3 0.04

Blue dotted 4 7 7 0.1 0.025 0.15 0.035 0.3 0.04
Green dash-dotted 9 7 7 0.1 0.025 0.15 0.035 0.3 0.04
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Table C.8 gives the values of the parameters of the PSS2B that are used when
obtaining the results in Fig. 6.4.

Table C.8: Values of the parameters of the PSS2B

KS1 TW1 TW2 T1 T2 T3 T4 T10 T11

Solid 8 7 7 0.08 0.05 0.22 0.075 0.22 0.075
Dashed 35 14 14 0.1 2 0.4 0.063 0.4 0.063

Blue dotted 21 14 14 0.1 2 0.4 0.063 0.4 0.063

Table C.9 gives the values of the parameters of the PSS2B that are used when
obtaining the results in Fig. 6.5.

Table C.9: Values of the parameters of the PSS2B

KS1 TW1 TW2 T1 T2 T3 T4 T10 T11

Solid 8 7 7 0.08 0.05 0.22 0.075 0.22 0.075
Dashed 5.5 7 7 0.05 0.031 0.2 0.07 0.35 0.05

Blue dotted 3.7 7 7 0.05 0.031 0.2 0.07 0.35 0.05
Green dash-dotted 8 7 7 0.05 0.031 0.2 0.07 0.35 0.05

Table C.10 gives the values of the parameters of the PSS2B that are used when
obtaining the results in Fig. 6.6.

Table C.10: Values of the parameters of the PSS2B

KS1 TW1 TW2 T1 T2 T3 T4 T10 T11

Solid 8 7 7 0.08 0.05 0.22 0.075 0.22 0.075
Dashed 5.5 7 7 0.12 0.01 0.2 0.1 0.35 0.05

Blue dotted 3.7 7 7 0.12 0.01 0.2 0.1 0.35 0.05
Green dash-dotted 8 7 7 0.12 0.01 0.2 0.1 0.35 0.05
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