UNIVERSITY OF TECHNOLOGY

Scalar Potential of the
Squashed Seven-sphere

Stability, the Swampland and Kahler Geometry

Master’s thesis in Physics and Astronomy

Sebastian Bergstrom

Department of Physics
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2019






MASTER’S THESIS 2019

Scalar Potential of the Squashed Seven-sphere

Stability, the Swampland and Kéhler Geometry

Sebastian Bergstrom

CHALMERS

UNIVERSITY OF TECHNOLOGY

Department of Physics
Division of Theoretical Physics
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2019



Scalar Potential of the Squashed Seven-sphere
Stability, the Swampland and Kéhler Geometry
Sebastian Bergstrom

© Sebastian Bergstrom, 2019.

Supervisor & Examiner: Bengt EW Nilsson, Department of Physics

Master’s Thesis 2019

Department of Physics

Division of Theoretical Physics
Chalmers University of Technology
SE-412 96 Gothenburg

Telephone +46 31 772 1000

Cover: Effective 4D potential obtained by compactifying 11D supergravity on a squashed
seven-sphere.

Typeset in ITEX
Printed by Chalmers Reproservice

Gothenburg, Sweden 2019

iv



Scalar Potential of the Squashed Seven-sphere
Stability, the Swampland and Kéhler Geometry
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Abstract

Finding a consistent theory of quantum gravity has been a long-standing problem in
physics and all attempts made share a common feature: quantum gravitational effects
become important only at very high energies, much higher than the energy scales at
which current particle physics are done. Thus, connecting a particle phenomenological
description to a theory of quantum gravity has proven to be incredibly difficult. A recently
proposed solution to this is known as the Swampland program which aims to construct a
set of conjectures dictating how theories consistent with quantum gravity must behave.
Theories not fulfilling these conjectures are said to lie in the "swampland”, while consistent
theories are said to lie in the ”landscape”.

In this thesis the compactification of 11-dimensional supergravity on a squashed seven-
sphere is studied. This scenario seems to contradict the Non-AdS SUSY conjecture, at
least at a perturbative level, and a better of understanding of it is therefore essential for the
swampland program. A thorough description of the geometry of a squashed seven-sphere
is provided, which then is extended to spacetime dependent parameters of the sphere
described by scalar fields. The stability in terms of these scalars is analysed, which leads
to the contradiction mentioned above. Finally, an attempt to generalise the setup using
complex geometry is done, treating the scalar fields as coordinates on a Kahler manifold. It
is found that a simple and natural coset structure for the Kéhler manifold, SL(2,R)/U(1),
might not be the correct ansatz. Hence, further studies of the full 11-dimensional theory
would be beneficial in order to determine the true coset structure.

Keywords: quantum gravity, supergravity, the swampland, Kéhler geometry, the seven-
sphere.
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1

Introduction

1.1 Quantum Gravity

What have been the greatest accomplishments of physics in the last century? Any physicist
nowadays would probably give you the same answer to this question: quantum mechanics
and Einstein’s general theory of relativity. Out of these revolutionary theories in the
beginning of the twentieth century, modern physics as we know it today grew rapidly.
General relativity has given us e.g. GPS localization and a far better understanding of
the dynamics of galaxies. On the other hand, lasers, modern computers and a plethora of
things in our daily lives utilize quantum physics.

While the two theories have been very successful in their respective regimes, they have
vastly different foundations. The computational framework of quantum physics, that is
quantum field theory which is the basis for the Standard Model, is considered one of the
most successful theories of all times. Quantum field theory accurately describes three
of the fundamental forces in nature: the electromagnetic force, the weak nuclear force
and the strong nuclear force. In this framework, a force is described by individual force-
carrying particles' interacting with other physical particles. This means that when two
particles of equal charge repel each other (two electrons, for example), quantum field
theory describes the process as one of the particles emitting a photon - the quanta of
the electromagnetic force - which then gets absorbed by the other particle, transferring
momentum and thus causing the repulsion. This description of how forces act is not
applicable to our macroscopic world, but it turns it that it is an extremely good description
of subatomic phenomena. By the virtue of quantum field theory, physicists have been able
to predict the properties of the electron to very high precision [1].

General relativity on the other hand is based on the geometry of spacetime. Here, the
gravitational forces are not carried by particles, but is just an elegant consequence of the
idea that massive objects distort spacetime and give rise to the notion of curvature in the
nearby geometry. Objects in a region where space and time are curved follow the shortest
path in spacetime, which manifests itself as a force to us humans constantly ”pulling” us
towards a nearby heavy object?. This theory has also been thoroughly tested, in its early
days through observations of Mercury’s orbit as well as through very recent discoveries,
such as the observation of gravitational waves, awarded with the Nobel prize in 2017 [2,
3.

! Also called quanta, since they carry ”quantized” chunks of energy. This is the etymology behind the
name quantum mechanics.

2The widely used analogy of putting some heavy object in the middle of a trampoline and then observing
how smaller objects roll towards it due to the curved surface is helpful here.
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However, despite the numerous successes of these theories over the years, physicists have
not succeeded in unifying these two theories in a common framework. Since three out of
four forces are described by quantum mechanics, the obvious path forward would be to
also quantize gravity via the introduction of a force carrying particle called the graviton.
However, in quantum field theory the graviton has to be put in by hand and no matter how
one tries to do it this causes the theory to break down. As of today, the most promising
candidate for a quantum theory of gravity is instead string theory. In string theory, the
proposed graviton is a consequence of the assumption that the most fundamental objects
are not pointlike particles, but rather one-dimensional strings. All particle physics phe-
nomena we observe in our experiments happen at low energies compared to the "natural”
energy scale in string theory, which is close to the Planck energy at ~ 10'° GeV (see be-
low). At low energies, the strings are very short and thus manifest themselves as pointlike
particles when we study them.

While all of the above sounds promising, no one has yet been able to construct a theory
describing our universe starting from string theory. Therefore, whether string theory
is the correct description of quantum gravity or not is still up for debate. Among the
biggest problems lie the prediction of extra dimensions, which we will discuss in the coming
sections.

One might at this point stop and ask why physicists are so keen on finding a single the-
ory of everything that explains all observed phenomena at the most fundamental level.
Could it not simply be that we need different descriptions of reality at different scales?
While there are historical situations where unification has been very successful, such as
when the relationship between electricity and magnetism was discovered and gave us elec-
tromagnetism, the reason for a quantum theory of gravity is actually more fundamental.
Physics is really all about model building, where we try to describe the world we live in
using mathematical equations. Thus, if there exists a situation where quantum physics
and gravity simultaneously are relevant, then we must have a model of quantum gravity.
And in fact there is such a situation, namely in the vicinity of a black hole. There, the
force of gravity is so strong that it is comparable to the the other three forces. Thanks
to recent observations, both by the LIGO collaboration but also more recently the Event
Horizon Telescope, we now also have compelling observational evidence of the existence of
black holes [3, 4]. So, quantum gravity is not needed because it would make our equations
look neat, but rather because it lies in the very core of physics to find a description of all
phenomena that take place in our universe.

1.2 Energy Scales and Realistic Models

Before continuing with how one could construct quantum gravity, let us stop for a moment
and consider the energy scales relevant for the physics currently under discussion. Quan-
tum gravity is believed by most to be important only at very high energies, many orders
of magnitude higher than the particle physicists of today can ever hope to achieve. For a
ballpark estimation, one usually talks about the Planck energy , which is the energy scale
derived by combining fundamental constants of the universe in order to obtain something
with dimension "energy”

hed 19 9
EPlanck = ? ~ 1077 GeV = 10 Joule (1.1)
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where £ is the reduced Planck’s constant, ¢ the speed of light, and G Newton’s gravitational
constant. Note that in natural units, energy is equivalent to mass, so this is the same as
the Planck mass, M,. One immediately sees that this energy is a huge number even in
macroscopic terms, and enormous for particle physics. As a comparison, the current beam
energy of the LHC is at around 10* GeV [5].

So given a theory of quantum gravity, such as string theory, it is in the low-energy limit
where the physics we can probe happens. In this limit, the theory takes the form of
a quantum field theory and we know well how to handle it. The theory will contain a
graviton which might look problematic since it is non-renormalizable, but knowing that
it is the limit of a consistent theory at high energies, this is no longer a problem. Field
theories of this type, that is, those derived from a consistent quantum gravity theory at
high energies, are said to be UV complete? .

There is a caveat here. When one tries to construct realistic models, the usual procedure
is to construct a candidate field theory given some experimental constraints. After all,
the physics we probe only give information regarding the low energy behaviour, so it is
natural to work this way [6]. However, in order to determine if this candidate field theory
is correct, it must be UV complete. And while working down from consistent high-energy
theories ensures that we arrive at UV complete field theories, there is no clear way to
deduce if a specific field theory of quantum gravity is UV complete. This dilemma is one
of the main points in this thesis, and we will return to it at the end of this chapter. Now,
we will instead turn to string theory, the challenges it brings and how one constructs field
theories from it.

1.3 String Theory

Since the advent of string theory as a theory of quantum gravity in 1970’s, there have
been numerous efforts to connect the theoretical advancements to realistic models at low
energies. The major hurdle in this procedure is the fact that string theory is only consistent
in 10 dimensions. At first glance this might look like evidence for string theory being
wrong, but upon further examination one realises this is not necessarily the case. The
arguments for string theory, such as naturally containing gravity, are very compelling and
there are realistic ways in which one can handle the extra dimensions. The procedure is
called compactification . The basic idea is that if there are extra dimensions in our world,
we would not notice their presence as long as they are compact and small enough. So,
starting from a higher dimensional theory, we separate it into one part that is the universe
we live in, and one part consisting of a small compact manifold that we do not perceive
as part of our spacetime.

It then becomes a question what geometries these compact dimensions have. Are they
curled up as tiny circles, or are they combined into more complicated geometrical ob-
jects? This is where the problems start. Even if the compact dimensions don’t appear
as spacetime dimensions to us, their structure is still relevant and determine properties of
the particles we observe in the four-dimensional spacetime. It turns out that there is an
enormous amount of possible string theory compactifications* and that there is no clear
way of immediately figuring out which alternatives produce realistic universes. This fact

3UV = Ultra-Violet ~ short wavelength ~ high energies. It is simply a notion of high energy, and has
nothing to do with the exact range of wavelengths where light is called ultra-violet light.
4Numbers between 10°°° and 10°°° have been proposed.
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is even more remarkable considering that all current variants of string theory are unique.
This problem is what lies behind the commonly heard statement that string theory is un-
able to make predictions. We will soon address this issue and explain how the predictive
power of string theory may have been underestimated. First, however, we will touch on
yet another issue that comes with string theory compactifications.

When performing the compactification, we must also address the question of the geom-
etry of the the four non-compact dimensions which are supposed to describe our four-
dimensional spacetime. The vacuum of any theory must always contain a high degree of
symmetry and we thus assume the vacuum spacetime to be maximally symmetric. This
leads to three different choices of geometry: de Sitter (dS), Minkowski or Anti-de Sitter
(AdS), characterised by positive, zero and negative curvature, respectively. It turns out
that compactifying to AdS yields consistent theories, while dS vacua are very difficult to
construct via string theory. In the early times of string theory research this constituted no
major problem, but today there are a number of experiments showing that our universe
has a small positive cosmological constant [7, 8]. This would imply dS geometry. Thus,
we are faced with yet another problem. How do we construct dS solutions resembling our
universe?

Before continuing, let us summarise the procedure used to construct four-dimensional mod-
els from string theory. First, one goes to the low-energy limit as described above. Then,
the extra dimensions must be taken as compact, with some geometry and topology that
yields the desired particle properties in four-dimensional spacetime. It is worth mention-
ing here that the process of compactification is also affected by working in the low-energy
limit, but at a different scale. More specifically, one of the properties that is determined
by the geometry of the compact dimensions is the particle masses. This means that even
though we have already thrown away all massive modes when going from string theory to a
low-energy theory, the four-dimensional particle spectrum obtained from compactification
will contain massive states whose masses depends on the compact dimensions.

In the Standard Model, all particles we observe have zero fundamental mass, and instead
obtain their masses from the Higgs mechanism [9]. The reasoning behind this is that
any possible fundamentally massive states lie above the energy scales that we can probe.
Thus, the most common approach is to throw away massive modes also after performing
the compactification which is known as dimensional reduction. This then increases the
difficulty we mentioned in the last section, namely that it is very hard to figure out whether
a given field theory in at low energies in four dimensions has a UV completion or not.

In the next section, we will discuss some recently proposed solutions to this difficulty. First
however, we will zoom out and look at the bigger picture of string theory. When string
theory was developed during the end of the 20th century, physicists discovered that there
were actually five different ways of formulating the theory. It later became clear that the
seemingly independent theories were all related to each other via duality transformations.
Furthermore it was found that they could all be related to a unique 11-dimensional theory
called M-theory. The low-energy limit of M-theory is called 11-dimensional supergravity,
which is a field theory that has been well understood since the 1980’s. It will be this
theory that is the focus of this thesis. The relations between all theories are represented
schematically in figure 1.1.
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Type ITA Type 11B
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Heterotic Fg x Eg

Figure 1.1: Schematic representation how all string theories are related by a set of
dualities. Each solid line represents a duality transformation, while dashed lines represent
compactifications.

1.4 The Swampland Program

The vast number of possible of compactifications mentioned above has given rise to the
terms "landscape” and "swampland” [10]. Compactifications which give rise to consistent,
UV complete, field theories are said to lie in the landscape while field theories that cannot
be derived from quantum gravity are in the swampland. This leads to the very relevant
question: are there theories with dS geometry that belong to the landscape? This question
turns out to be very hard to answer. However, recently a number of conjectures were
proposed which determine whether the vacuum of a theory is in the swampland or not.
These conjectures have been formulated based on current knowledge of the behaviour of
string theory compactifications in combination with ideas from black hole physics [11].
We will briefly go through some of these conjectures below, in order to get an idea about
their general structure.

One conjecture is the de-Sitter swampland conjecture | which states that for any effective
field theory obtained from string theory we must have, with some constant ¢ > 0 of O(1)

&
> —V. 1.2
S (12)

for the scalar potential V' [12]. This bound excludes any stable, or meta-stable, dS vacua
from the landscape. By (meta-)stable vacua we mean those where the potential is at an
(local) absolute minimum, i.e. where |[VV| = 0. If the above conjecture is true this never
happens for positive V. There is a modification to this conjecture known as the refined
de-Sitter conjecture [13]. It states that either the bound in (1.2) holds or, with some
constant ¢ > 0 of O(1)

/

min(V;V,;V) < —%V (1.3)
p

The indices i and j here indicate all combinations of derivatives with respect to the scalar
fields in the potential. This condition then allows for dS extrema of the potential, but
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only if the second derivative is sufficiently negative. Thus, it still does not allow for stable
de-Sitter solutions. Both of the above conjectures are automatically fulfilled in AdS-space.
There is however another very recent conjecture proposed in [14], called the Strong scalar
weak gravity conjecture which states that

Q(V///)Q \v&d

m
v L= M2
p

(1.4)

This conjecture is not yet formulated in terms of multiple scalar fields, thus the prime
means derivatives with respect to the single scalar field. This constraint is quite interesting,
as it does not depend on the potential directly and thus should be unaffected of the sign of
the potential at any extrema. That is, not distinguishing between dS and AdS solutions.

Lastly, we also want to point out the the Non-SUSY AdS conjecture [15]. It states that any
non-supersymmetric AdS theory must exhibit instability. Initially, this seems to not be
very relevant to real world physics, as it does not put any constraints on de-Sitter solutions.
However, the conjecture is actually a consequence of the Weak gravity conjecture, proposed
first in [16]. The weak gravity conjecture is a much more general statement and as such
it is of interest to investigate the consequence even in AdS space. We will get back to the
Non-SUSY AdS conjecture in the later chapters of this thesis.

1.5 Aim

The aim of this thesis is to study the compactification of 11-dimensional supergravity
to four dimensions. Specifically, we will consider first the compactification to a static
squashed seven-sphere and then promote it to a dynamic one over spacetime. This will
allow for analysis of the emergent four-dimensional scalar potential. The final goal is then
to study the potential using complex fields, which in the future could lead to a better
understanding of the stability of the solutions.

1.6 Outline

The outline of this thesis is as follows.

In Chapter 2 we will present supersymmetry and 11-dimensional supergravity together
with its connections to M-theory and string theory. We will explicitly check that the
SUSY variations of the theory is consistent.

Chapter 3 starts with an introduction to Freund-Rubin compactifications, followed by a
geometrical discussion of the squashed seven-sphere. We end by computing the two static
(Einstein metric) squashed versions of the seven-sphere.

Chapter 4 generalises the previous results to incorporate the possibility of spacetime de-
pendent parameters for the sphere. This is necessary in order to study the stability of the
solutions under spacetime variations, an analysis that will conclude this chapter.

Chapter 5 is dedicated to generalising to the previous analysis by introducing new pseu-
doscalar fields and further investigate the issue of stability. Kéhler geometry will be
discussed followed by treating the potential as a Kéhler potential and extending the fields
to complex fields.

Chapter 6 summarises the conclusions of the thesis, and provides some potential outlooks.
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Supersymmetry and Supergravity

The very first step towards the final goal of this thesis will be to establish and under-
stand 11-dimensional supergravity, the low-energy limit of M-theory that we later on will
compactify to four dimensions and connect to the string theory landscape. We start this
chapter by a general introduction to the general idea behind supersymmetry. Then, we
proceed by introducing gravity and present the equations for 11-dimensional supergravity.
In order to familiarise ourselves with the theory we also perform an explicit check of the
supersymmetry invariance of the theory.

In the last part of the chapter we will also introduce compactification in some more detail,
before specialising to the Freund-Rubin ansatz in the next chapter.

2.1 Supersymmetry

Supersymmetry (or SUSY for short) is the idea of a symmetry between the two funda-
mental types of particles that exist in our universe, bosons and fermions. It is today an
essential component in almost all theories of quantum gravity. Supersymmetry in its first
incarnation was proposed in 1966 [17]. A few years later it was incorporated also into
the development of string theory, eventually leading up to the five superstring theories we
have today [18].

While the idea of some symmetry between particle types is quite natural, it must be
incorporated in a certain way to not invalidate the the Coleman-Mandula theorem [19].
This theorem was developed in 1967 and says in essence that no internal symmetries can be
combined with Lorentz symmetries, without rendering the theory trivial. The reason that
supersymmetry does not violate the theorem is that it does not have the usual Lie algebra
structure of symmetries, but rather the structure of a superalgebra, instead involving
an anti-commutator. This construction avoids the restriction of Coleman and Mandula’s
theorem. The generators of the supersymmetry algebra are fermionic and their defining
property is given by [20]

{Qu, Qs = 200" P. (2.1)

where Q) are fermionic generators of SUSY, o# = (1,0%), o' the Pauli matrices and P,
the generator of momentum. As of now, no evidence of supersymmetry has been found in
any particle physics experiments. Thus, it must be the case that SUSY is spontaneously
broken, similar to how the Higgs potential works [21]. We will not delve deeper into this
process in this thesis and simply take supersymmetry as an underlying assumption. The
interested reader can consult for example [20] for a review.
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Schematically, one can think of supersymmetry in terms of variations as
d(boson) = ¢(fermion), 0 (fermion) = ¢(boson), (2.2)

where € is the fermionic supersymmetry parameter. The exact appearance of these ex-
pressions depend on the theory in question. By gauging this theory, that is promoting €
to a local parameter €(x), one obtains a supergravity theory much like how gauging the
Poincaré algebra yields general relativity [22]. The exact process of going from supersym-
metry to supergravity is quite complicated and we will not delve further into it in this
thesis.

2.2 Supergravity in 11 Dimensions

Supergravity in eleven dimensions is the low-energy limit of M-theory, which is believed to
be the unique 11-dimensional theory that unifies all string theories. It turns out that 11
dimensions is a quite special case, as it is the highest dimension! in which we can construct
a supersymmetric theory with spin-2 or lower [24]. As for all higher-dimensional theories,
in order to construct four-dimensional effective theories we perform a compactification.
The procedure we will employ here is Kaluza-Klein compactification, or dimensional re-
duction. This type of compactification means that we split up the full theory as a product
of two spaces, Mp = My x Mp_4, where d = 4. The manifold M, is taken to be our
four-dimensional spacetime and Mp_g4 is the internal compact space, whose dimensions
are very small so that we are not able to detect them [22].

The field content of the 4-dimensional theory is given by harmonic expansion of the 11-
dimensional fields on the internal space. In Kaluza-Klein, all harmonic modes are kept,
which describes the full set of fields in d dimensions. In dimensional reduction, only a
finite number of modes are kept. The modes kept are those giving rise to massless or very
light fields, since the heavy modes require much higher energies than we have access to
in order to be excited. This process is called consistent truncation. The requirement for
such a truncation is that the heavy modes that are thrown away cannot have light modes
as sources. If this is fulfilled, then the truncation is consistent with the field equations.

Later on, we will compactify 11-dimensional supergravity to four dimensions. This section
however, will be devoted to better understanding the 11-dimensional theory. We will do
this by stating the general form of the action and explicitly check the invariance under
supersymmetry transformations to linear order in the fermionic field. For a treatment of
higher order fermionic terms, the reader may consult [25].

2.2.1 The Lagrangian

11D supergravity can be constructed in a number of ways. We will not do any full deriva-
tion of the equations of motion in this thesis, but refer the reader to for example [22, 26]
for more details. Instead we will just state the different parts of the action, argue for their
validity and then check that it is consistent by performing SUSY variations.

The bosonic part of the action is [27]

1 1

1
11 v v
So =355 /d xe(eaﬂeﬂ Ryvap = g Huwpo H" P”) -

12K2

/BAHAH (2.3)

!There is an idea of a 12-dimensional theory called F-theory that has been proposed, but as of now no
one really knows how to construct that theory properly [23].
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Here, e is the vielbein, e = detel, R,,os the Riemann tensor and H = dB a field
strength. This structure is actually quite natural. First is the usual Einstein-Hilbert term
and then there is a quadratic term in the field strength, much like in electromagnetism.
The last term is called a Chern-Simons term. It is only topological, which means that it
is fully independent of the metric gpsy.

Since the theory is supersymmetric we expect the graviton to have a superpartner, a spin-
% field called the gravitino. This field has a kinetic term given by the Rarita-Schwinger
action [22]

2/‘@2SRS = /d11$ ei)ua(rul’p)abl)u(wﬁbpb» (2'4)
where 1, is the Rarita-Schwinger vector spinor field. The spinor index b is normally not
explicitly written out. There is an undetermined constant for this term relative to Sp that

will be determined later when we check the SUSY invariance. The last part of the action
s [24]

2285 = / A"z e[ GAT PN, 4 1205 | (Hypo + Hywpo ), (2.5)

also with an undetermined prefactor. Here we have also introduced the supercovariant
field strength

ﬁ,u,l/po = H,uz/pcr 3i&[urupwa]' (26)

Our goal now is to check that the action is invariant under local supersymmetry transfor-
mations and determine the prefactors. The full action is

S = S + Srs + S5, (2.7)

where the relative weighting of the terms will be determined soon. The SUSY variations
under consideration are [25]

deg ! = —2iel M), 0Buvp = 61el 1),

1 oT vpoT (28)
0 = Dye+ —=(=8H o7 """ + Hypor 1))/ e
288
A general variation of the action takes the form
0 ) 0S4
58 = —S(s +—55¢+—553+—S—“5 (2.9)

o) dw de

In order to simplify the procedure, we may use the ”1.5 order” formalism [22]. This
essentially means that we think of the spin connection as a function of the vielbein, w =
w(e, ), defined by its algebraic equations of motion. Then we have that 0S/dw = 0
and need not consider the last term above. Thus, before verifying the invariance we will
compute the variations with respect to the spin connection as well, in order to obtain the
torsion and contorsion tensor.

2.2.2 Equation of Motion for the Spin Connection

Consider the variation of the Einstein-Hilbert term with respect to the spin connection,
w. We find

B
5SEH _ 7/de eeaueﬁu(sRMVOé (w) _

/dD;U ee*teg” {D Swye — D VOWpa }

~ox2



2. Supersymmetry and Supergravity

Now, we may rewrite the Lorentz covariant derivatives as full covariant derivatives, if we
add the compensating affine connection term. The fully covariant derivative is related to
the Lorentz covariant derivative by V“eyﬁ = D“eyﬁ - Fm,pepﬁ. This achieves two things:
First, the full derivative fulfils V,eg” = 0, i.e. the metric postulate. This means that we
can use partial integration and we will only pick up the terms which contain derivatives
on e = det eg”. Second, since the two terms are antisymmetric in ¢ and v, the two added
connections will combine to form the torsion, defined by

T’ =Ty’ —Ty° (2.11)

The variation is then

5?5}1 = % /de e(Zeo‘“egl’V[uéwy}aﬂ + ea"e/g”Tm,péwpa'B) = .12)
= % /dDa; e(—2ea“65”Kp[up5w,,]a5 + ea”eg”TWpéwpaﬁ). ‘
Introducing the contorsion related to the torsion via
Kywp = _%(Twp — Topp + Ty )- (2.13)

From this we can see that in our case, when the first and last indices are contracted, the last
term vanish (the torsion is anti-symmetric in the two first indices, while the contorsion is
anti-symmetric in the two last ones). Renaming indices together with raising and lowering
of flat indices lead to the final answer

ow

1 1
=53 /dee<2(ea”egg(Tpup — Tupp)dwmﬁ — %eg” (T, — Typp)éwmﬁ)—i—

1
+ eo‘“eg”TW"éwme> =53 / dPze (650Tpap — e’ T,p" + Ta5”> Sw, P,
(2.14)

The other term contributing to the variation with respect to the spin connection is the
Rarita-Schwinger term. We consider it with the usual Lorentz covariant derivative, defined
acting on the gravitino as

1
DV(W)wp = 8}/‘/}/) + Zwuaﬁraﬂwp (215)

Plugging this into the RS-action and varying with respect to the spin connection we arrive

at
0SRs _ 1

D .- v «
= @/d x eit), I*PT o g1h, (6w, B) (2.16)

Here we may expand the gamma matrix product according to
— ol ol
DM g5 = TR o5 + 6T 557 + 6T 161557, (2.17)
The second term contains a rank 3 gamma matrix, which is antisymmetric. Thus we can

use the Majorana property (see Appendix A.1) to exchange the two gravitini and then use
the antisymmetry in g and p to see that that term will vanish.

10



2. Supersymmetry and Supergravity

The equations of motion for the spin connection are then

dSRrs + 0SEn
_— = 0 — VT p_ VT p T v —
5w €8 Lpa” = Co’Lpp" T Lap (2.18)

= — (Dl agty + 20,0 Yaes” — 20, Pgea” + 20al )

Contracting with e, yields T,5” = —2@'1%1““1/}5, and then we can convert all indices to
curved and obtain the torsion

T,uzzp = i&aFUT;Wp@/)T - 21'1%11,)%- (2'19)
This then leads directly to the contorsion tensor, simply using the definition

1
Kuwp = _i(Tqu = Topp + To) =

i B B B (2.20)

= —5%1“”#1/;;1/17 + i(@bur‘pdju - ¢urp¢p + d}prud}u)-
There are two important points worth stressing in this section. First, we see explicitly that
the equations of motion for the spin connection actually are algebraic and thus the 1.5
order” formalism is consistent. If the spin connection would have had differential equations
of motion, this would not have been the case. Second, the torsion (and of course also the
contorsion) are of second order in the fermionic field, ¢). Doing computations in differential
geometry in theories with torsion is quite difficult, since many relations we are used to
get extra contributions from the torsion. An example would be that the Ricci tensor is
not necessarily symmetric in theories with torsion. In this case however, since the torsion
is quadratic in ¢, we can actually treat the theory as torsionless as long as we are only
interested in effects up to linear order of 4. This is precisely what we will do in the
following section.

2.2.3 Supersymmetric Invariance

Now we will check the SUSY variations up to linear order in 1 and determine the prefactors
for Sgg and S5. Even though we do not consider all orders in 1 there will be a lot of terms
that must cancel each other in the following calculations. Thus we will try to employ a
systematic approach. We will first treat terms with no dependence on the H-field. Then
we will work our way upwards and first treat terms of order H followed by H?2. These
are all the terms needed to check SUSY to linear order in . Note that any quantities,
such as I'-matrices and indices, are always 11-dimensional in this section. We define the
variation of the action by

5 = T;/d“xéﬁ. (2.21)

This will reduce the cluttering of the equations somewhat. We start with the Einstein-
Hilbert term. The variation looks like

0Lem = [ec™e™ Ryyap(w)| = 029,
= {(66)60‘“6’8”Rum5(w) + 2e(3e™")eP Ryap(w) + eea“eﬁ”(éRWag(w))}. '

In the 1.5 order formalism, we throw away the last term since it is a variation only with
respect to w. It is in fact also so that 01, s is a total derivative, if we consider only

11



2. Supersymmetry and Supergravity

terms up to order 2. This is also a consequence of the torsion being quadratic in 1. Now
we need the following

de = ee,(de,”),

(2.23)
5ot = P (Jegh) = —e®(de, Ve .
This leads to the expression
6Lpn = eles R — 2ee, 'R0 (w)](0€)) = e[es” R — 2R, " (w)](de,”). (2.24)

We see that this is Einstein’s equations, in a somewhat different form, as we would expect.
Now we plug in the SUSY variation for the vielbein, which is

Sey) = —2iel g (2.25)

This then leads to the expression
1 1 _
0 LEH = 4die (pr - 2efR) e, = —4ie (RW - 2gWR) YT e, (2.26)

where in the last step we used the symmetry of I'* to flip € and 1, producing the extra
minus sign. Next, we will investigate the Rarita-Schwinger term. A general variation will
be

6Lrs =(6€)1, T*P Dyab, + e(59,) T*P D,
+61/;u (6ea“65”e,yp)Faﬁ'yD,,¢p + e@Z;MF“”pDZ,(&[)p).

Note that terms 1 and 3 will not be needed when we check SUSY to linear order, they
already contain two v so the variation of the vielbein makes them cubic in .

(2.27)

The transformation for the gravitino is

dethy, = Dﬂe, where
2 1 poT vpoT (228)
Dye = D,e+ @(—8HHPMF + Hypor L'y )e.

We want to check orders of H separately, so we split the variations of ¢ as follows
0LRrs = 5/ERS + 5//£RS~ (2.29)

where §'L means we take only 0.4, = D,e and §”L means only the second term, i.e.
52/7% = Tés(—SHupMFpJT + HVPUTFMVWT)G-

Returning to terms 2 and 4 in the general variation, equation (2.27), we may see that by
using partial integration and the Majorana properties the two terms actually add. This is
outlined as follows

term 2 = e(6¢, ) T*PDy1p, = e(Dyip,)T* P51, = {p 5 p, TPVH = THP} =
= —e(Dy ) T*P6¢, = =Dy (...) + (Dye)ih, T*P51p,+ (2.30)
+ e, (D, THPY5ep, + ep, THP D, 51, = e, L*P D, 6,

where in the last step we used that we do not consider higher order terms in v together
with

Dye =0+ 0(¢2),

D, = [Dy (e’ .. )T =0+ O(y?). (231

12



2. Supersymmetry and Supergravity

So, term 2 and 4 in (2.27) add. Now we proceed to computing the variation of Lgg to
zeroth order in H, hoping that it will cancel the Einstein-Hilbert term. We will need the
definition of the Riemann tensor as a commutator of covariant derivatives acting on a
spinor [24]

[Dy, Dy]e = L R,0sT*e. (2.32)

Then the variation is
_ - 1 1 -
&' Lrs =2e, IT*PD,(8"),) = 26¢NF“VP§[D,,, D,le = Zewuf“”pRVpaﬁFage. (2.33)
From here, we will use the identity

4 d 5 5
7T = Dag™ + 601 T5°) — 6575 T, (2.34)
which we may use in the above equation if we convert the indices on the first gamma
matrix by extracting vielbeins, e * etc. We get

1 -
OLhs = JeRs My (Tag™™ + 60T — 66151 )e. (2.35)

Here, we note that the first term vanishes, since it yields the Riemann tensor with full
anti-symmetry in all indices, which is zero up to O(¢)?) term. The second term is best
analysed by breaking up the antisymmetry in the upper indices

6 1 af,7. € " € 7 [}

1651 (2R 0l = 20y Rgs™ Ty o+ 200 Rygo ™ T% ) = (2.36)

1 -1 1 € 1 € .
:16(0 + 40 3 (Re"T7 = Res™Ts 7)e=0+0(v?).

We put the first term to zero by the same argument as above, it is anti-symmetric in 3
index in the Riemann tensor. The remaining terms combine, and after breaking up that
antisymmetry we see that we arrive at two terms with the Ricci tensor. While not fully
symmetric (due to the contorsion) in our context, it is symmetric up to O(?) and thus
vanishes when contracted with the gamma matrices. The final term in ¢’ Lgg is then what
remains. We expand it in a similar fashion below. Note that the delta function always
hits the two last indices of the Riemann tensor. The antisymmetry in those indices is
manifest, so we can drop the explicit notation.

6 1 T e ey 7 €7,
0LRs = *Z€§Q<R5676¢7F + Rsc, 1 + Ry’ ¢7F7)6 =

1 . : . 1 .
— —56( — Rey"T° = Ryt "T° + Ry, 17 ) e = e<RW - 2Rgﬂy> GThe.

We see that this result is what we obtained from the Einstein-Hilbert part, equation (2.26),
apart from a factor of 4i. These two terms are the only terms without H, so they must
cancel. Thus we conclude that that the prefactor for the Rarita-Schwinger term is 41,
relative to the Einstein-Hilbert term.

(2.37)

Now, we proceed to compute the variations which are linear in H and continue with the
Rarita-Schwinger term and the variation 6”Lrg. We start by rewriting dLgrs so that the
derivatives does not act on the variation

5//£RS —
= 261/_1MF‘“’ Dy (0v,) = {Partial integration, dropping terms of (’)(1/12)} =
- 1 - 2.38
= 26(DVw,U)FMVp(6¢p) = me(Duwp)F/Wp(H)\KGTPM)\NUTG - 8H/M€O’TFKOTG) = ( )
3 n oIV VPUOT KT
= _me(DV¢p)(l2F” H P,uo_ + F PH H/LO’/{T)e‘

13



2. Supersymmetry and Supergravity

From where else do we get O(H) contributions? The kinetic term for H will contribute,
which we see by writing out the general variation

L

5£kin = _48

((Ge) H? + 26(3 Hypo ) HMP7 + deHipypo (56" ) Hy 7)) (2.39)
We find that only the second term above is O(H). If we evaluate it using the following
local SUSY variation for B

5B/WP = 6i€F[W¢p}, (2.40)

we find

4
2e(0 Hyuwpo ) HMP? = — ﬂe(DufsBupa)HW’M = —te(Dy(el'y,0,))) HMP =

(2.41)

= —jeHIP? ((D“E)Fl,pzpa + EI‘V,JDH%).
We may check that the second term here indeed cancels the first term in ¢” Lrs, equation
(2.38) above, if we put in the corresponding factor of 4i. Using the Majorana property to
to flip € and D, v, and the symmetry of I',, produces the correct sign. We now collect
the two remaining terms of order H that we have obtained so far

d(Lrs + Lin) 13

1 _
- —¢e<<Dy¢p)rWWeHWT +H“”’)"(D#€)F,,pw0). (2.42)
O(H

The only remaining thing that contributes to O(H) terms is the fifth term, above denoted
S5Z
0Ls = 8| epAl P77, + 126 T4 | (Hypo + Hyupo )- (2.43)

Here, H is the supercovariant field strength, and takes the form H = H + (’)(1/}2). Thus,
to our current approximation we use H + H ~ 2H. Then, the variation with respect to
H, e and the gamma matrices all yield terms of (’)(1/13), so we neglect them. Furthermore,
both T and T are symmetric, so we have

(6P"TVPp" Hyppor = =07 TVP(SYH) Hpppo = YPTVP(597) Hpspor (2.44)
and analogously for '), Thus we may write the variation as

OLs = 4e [pATHP7N (§0b,) + 1201T(507) | Hp o (2.45)

The second term in the variation of ¢ will yield O(H 2) contributions, so we use the same
notation as before to split up the variation. The linear terms in H are

§' L5 = de [QZ)\F’“’W)‘T(DTE) + 121;”F”p(D“e)}Hng = {p.. in the first term} =
= —4e(D\ )T PN e H 1 py — A8 HMP7 (D )Ty by, = (2.46)

1 - _
= 48¢ [m(DTwA)F”W""eHWW + HWPU(DMG)FW%] :
where we in the last step reordered and picked up an overall minus sign. The partial
integration in the first step also yields extra terms, but they are of O(¢3), except for
D:H,, ,; which is zero since H is a closed 4-form. We may now see that

8 L5 = 48i §(LRrs + Liin) (2.47)

O(H)

14



2. Supersymmetry and Supergravity

So all contributions of order H indeed cancel if we fix the prefactor of L5 to ﬁ.

What remains now is terms of O(H?). This contribution will come from terms 1 and 3 in
equation (2.39) i.e. 0Ly, the §” variation of L5, and from the topological Chern-Simons
term. We start by treating the topological term. A general variation is
S(BNHANH)=(BANHANH)+(BANdOBANH)+ (BANHANdIB) =
=(BANHANH)+2(BANdéBANH)
= (SBAHANH)—2d(BASBAH)+2(dBASBAH)+2(BASBAdH) =
= 3(6BAH A H),

(2.48)

where in the last step we dropped the total derivative and used that dH = 0. In coordinates
this is

1 3
6314141 Hyug.opr Hpss..pns - (2.49)

Here, the € symbol indicates the metric independent Levi-Civita symbol, i.e. a tensor
density. If we now plug in the variation of the B-field, 0B, = 6i€l'[,, 1, we find

eﬂlmﬂuéB

1
55082*65(3/\HAH): M1 p2 3

Hyg. s (2.50)

dLcs = ghvpra—tiy I eHy,

i
2(24)2 b7
where we have dropped the explicit antisymmetrisation, it is already manifest in the e
symbol. We also picked up an extra minus sign by exchanging € and v,. We now collect

the rest of the contributing terms, starting with the kinetic term

1 /
0 Lyxin = —— o (e H2 — &g (1 au) 8erVH oo H,o ') =
Ly o) 486(6 (6es) 89" ext (0er%)H yypo H,, )
= —%e(—%EFT@bTHQ + 1600 ) o Hyp 77 ) = (2.51)

e - e -
= _ﬂwTFTHQ + §¢TFuGHqu0'HTVpU-

Now we write out the §” L5 terms. These are the most complicated ones, so we will take
them one at a time. The gamma matrix algebra will be done using Ulf Gran’s Mathematica
package "GAMMA?” [28]. We start by rewriting the variation, now including the factor of
i

48 .
5L5 = 75 [GAD 7N (34br) + 1209 T (34) | Hypo- (2.52)

Then we treat the first term. Inserting the §” variation of v yields
1 _
5//55 —

e -
— Ed))\FH‘VPO'AT((S//wT)HHVpU —

e - 1
= ﬁw)\rlwpa)ﬂ-@(_8H7H15253PK1K2K3 + H5152H354FTK1H2K3,{4)GHquJ =

.- (1 1 7
= 'L€¢»y (24I‘7H2 _ 6F60H50515253HW616263 _ %F63647H(50515253H60616254* (253)

1

L 53646
_ 30405 7770102 0102638405067y 00 _
gr H 72F H50515253H 046566

03 H51525455 -

1

288

i 5162636465666758’)/}[

5169636465065
[01020804950697 [TV 5 5065 H 51656657 — 576F 61525364H65565768>5-

15



2. Supersymmetry and Supergravity

The next term is

5//£é2) — Z'e'leFV'o((S”T/JU)HMVpO- —

= ieiﬁufl,p@(—SHUHMM?)meng + HH1R253H4I‘O_K11‘62K3K4)Huypg' _
s 1 1
— Zew’y < - gréo H50616253H’7515253 + §F535455 H’Y515263 H515254§5 (254)

L 5162656405065
+ 2881“ 10203040506 7H7616263H6455§667€ €.

To our delight, these two last terms cancel two terms in §” ,Cél) and the first simply adds

to another term. What then remains is

1 2
5L 8" =

(1 1 Y
= ie,, <24F7H2 _ ,F50H60515263H7515253 _ %F53547H60516263H50515264

3 (2.55)

1 1
010203040506 6 616203040506070;
g DO H 5, H5 5, — L 020001000007 87H51525354H55565758>e.

The first two terms here cancel exactly the contribution from §Ly;,, equation (2.51).

Next note that the two partially contracted H-fields are symmetric in their remaining
indices, seen by writing it as follows

50615 1 50615 50515
Hso 5,605, H %5, = §(H50515253H 001025 4+ HO0N 253H50515254) =

1
2

(2.56)
00010 60010 60010
(H50515253H 00102 5 4 H. 5508, HOO 253) = Hio500(55 HO%1%2 5,9,

But d3 and d4 are antisymmetrised in the gamma matrix, so the third term in (2.55) is
zero. A similar argument holds for the H part of the fourth term, which is symmetric
under simultaneous interchange of 1 < 4,2 < 5,3 <> 6 while the gamma matrix is
antisymmetric.

What remains is thus only the last term. In order to show that it cancels the Chern-Simons
term we must investigate the gamma matrices further. In odd dimensions not all gamma
matrices are needed to form a complete basis and some of them are related to each other.
The general formula, for D = 2m + 1 dimensions, is [22]

F51---5r — (i)m-i-l} 1

61...(5[)1—\
e(D—r)° 550

(2.57)

r+1°

Note here the factor of % It appears since the gamma matrices are expressed in flat
indices. We may use this, with D = 11 and r = 9, to rewrite the last term in (2.55) as

% %F515253545566676m
1(2)6 lgél...'y&o&lq;
(24)% 2! !
1

202

€Hs, 55655, H65566765 =

]‘—‘5115106H5152§364H55565758 (258)

0110 01...08\ /.
— MO8 )0 U511 510 €H 61558565 His 566755 -

16



2. Supersymmetry and Supergravity

Written in this way, it is precisely what we found in equation (2.50), but with an opposite
sign. Thus we have found both the remaining prefactors of the Lagrangian and proved its
SUSY invariance. We end this section by collecting the final results.

The 11-dimensional supergravity action is

1 1 1 . -
S=353 /d“w [eR - @em — gBAHNH + died, "D, [%(w + w)]¢p+
. (2.59)
b e (B, T (Hypo + e
@6 w)\ ¢T Tﬁ w uvpo puvpo | |-
For the local SUSY variations
des) = —2iel 1), 5Buyp = 6’L'€F[w,1/)p],
1 poT vpoT (260)
6'lp = D/JE + @(_SH/JPUTF + HVpO'TF[L )6,
we have checked the invariance up to quadratic order in ¥
08 =0+ 0(v?). (2.61)
This Lagrangian also leads to the Einstein equations of motion [29]
1 L (5 [T poA 1 7 (701020304
R/“/ — §g#yR = ﬁ H[ApO'AHZ/ — ggMVHP1P2P3P4H . (262)

2.2.4 Rescaling of the Fields

Before proceeding we will do some rescaling, in order to conform with the numerical values
of a work by Duff et al. [24]. This will be helpful later when we work with the seven-
sphere, since the definitions in this thesis will match theirs. We find that the following
rescalings

1
Bup = 2Bup = Hywpo = 2o, = 50y (2.63)

NG

leads to the following redefinition of the supercovariant field strength

12 - - =
Hyvpo — 2H, 1 p5 — ?Zw[urup¢a] = 2(Hpuvpo — 30, Luptho)) = 2H upo, (2.64)
which then together with an overall factor of i in the Lagrangian leads to
5= [aiy |5 Len? - Lpamam g Leg, e, [Lw +
(2.65)

i _ _ -
+ ¢ (DA 4 1201720 ) (Hpwpr + H,ng)] .
This also causes a change in the transformation laws. Note that the fermionic parameter
€ gets rescaled in the same way as v, which leads to

des’ = —iel ")y, 0By, = gigf[uu%lv
2 (2.66)

~ 1
51/} = DME = DME + m(_SHMPUTI“pUT + HI/pO”TPMl/pUT)G'
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2. Supersymmetry and Supergravity

Finally, we summarize the rescaled equations of motion

1 17~ = 1 -
Ry — §gm,R ~ 3 H,por H,7T — §9WH2 : (2.67)
- 1 ~ ~
DMH“”‘M — %egupan...TgHTlmmHTsmTG_ (2.68)
Ful/pbywp =0. (269)

These results then match the results of Duff et.al. [24] up to signs and factors of i.

2.2.5 Supercovariant Quantities

Following this discussion, we summarize some important results here for future reference.
First, we have the supercovariant connection

) i o - _ _
Wpaf = Wpap + §¢0F papPr = wuap(e) + Z<¢uFa¢/5 — Yl ptha + warﬁ@bu) (2.70)

Any connection-dependent quantities, such as the Riemann tensor, with a tilde superscript
are then meant to be defined with respect to this connection. Finally, the supercovariant
field strength and the derivative is

ﬁuupo’ = Huypa - Siﬁ[urupwo]
i 1 (2.71)
D,=D,+ m(H,,poTFH”pUT — 8H peI'P7)
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3

Seven-Sphere Compactification

This chapter will lay out the framework of the compactification from eleven to four di-
mensions. The Freund-Rubin ansatz for the compactification of the field strength will be
described, followed by a thorough examination of the geometry of the squashed seven-
sphere. We will see that the seven-sphere actually is a quite natural object to study
in this context, as it is one of the simplest non-trivial manifolds that yields consistent
compactification to four-dimensional spacetime.

3.1 The General Freund-Rubin Ansatz

Compactifying 11-dimensional supergravity to four dimensions with zero expectation value
for the field strength, Hpy npg, in all directions yields solutions for Ricci flat internal
manifolds[24]. However, when allowing non-zero values for the expectation value of the
field strength we will see that the constraint weakens and we can let the internal space
admit an Einstein metric'. This allows for other choices of topologies, in particular higher
dimensional spheres. Below we will consider a specific choice of background value for the
field strength which is called the Freund-Rubin ansatz [30].

Since we will be discussing splitting of indices and gamma matrices between different
manifolds, we will pass to a new notation, which differs from the one in chapter 2. Now,
capital letters, M, N, P, ... indicate 11-dimensional indices and Greek letters, u, v, p,...
are 4-dimensional. This leaves the Latin indices, m,n, p, ..., for the 7-dimensional compact
space. As usual, we demand vanishing fermionic expectation values, in order to preserve
maximal symmetry

(M) = 0. (3.1)

Next, we will look for product solutions of the form My x My. This means that the
background value of the 11-dimensional metric is

A _ (G () 0

<9MN(x7y)> ( 0 gmn(y)> ) (3'2)
where the hat notation indicates 11-dimensional quantities and the superscript circle means
background value. The coordinates  and y are coordinates on My and M7, respectively.
Note that the x and y dependence split completely in this case, though in principle we could
include a so called warp factor that incorporates x dependence in the 7-dimensional part.
A maximally symmetric spacetime also demands the following form of the 4D components
of the Riemann tensor

o ... . .
Ruvps = gA(gupguo - guong)- (3'3)

! An Einstein space is a space with Ricci tensor proportional to the metric.
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3. Seven-Sphere Compactification

We set the field strength to be non-zero only in the four-dimensional directions, which we
write as

(Huvpo) = Hyuvpo (), (Hmnpg) = Hmnpg(y) = 0. (3.4)
The x and y dependence here follow from the requirement that all mixed” field strengths
are zero and from the Bianchi identity. Now, we want the non-zero part of the field
strength to be invariant under 4D spacetime symmetries, so we take it proportional to the
only such four-index quantity we have available, the Levi-Civita tensor €,

o

H,ul/pa(x) = _Sméuupaa (35)

with some constant m. This, together with setting the internal directions of the fields
strength vacuum value to zero is what we call the Freund-Rubin ansatz [30]. It is worth
noting that the object €,,,, is the tensor, and not the symbol. From now on and until
the end of this section, we drop the circle superscript notation, since we will exclusively
be working with vacuum values.

Now, we will apply this ansatz to our theory. We start by recalling the field equations of
11-dimensional supergravity2

1. 1 L
Run — SgunR = 5 (HMPQRHNPQR T8 MNH2>’
2 3 8 (3.6)
1 )
Dy HMNPQ — —76NPQR1"'RSHR1R2R3R4HR5RGR7R8'

4.(12)2

In the Freund-Rubin ansatz, the second equation is trivially fulfilled. The left hand side
is zero since € is constant, and the right hand side is zero since we would need to have
repeated 4D indices in the 11-dimensional Levi-Civita tensor. The first equation then, is
what will constrain our theory given the ansatz. When multiplied by §™% it reduces to

R—léMR—l(HQ—l(SMH2> o R—ll_%HQ—iHQ
2 M3 g M IETTEE e T (3.7)

where H? = QmZGWPUG“”pU =-—9m? 4 — m

We find the constraints on the 4- and 7-dimensional metrics by considering those two
equations separately, and plugging in the value for the field strength. The 4-dimensional
equation becomes

1 1 1
Ry, — §gw,(—6m2) =3 (9m2eupmeyp‘” — gg,“,(—Q . 24m2)) =
(3.8)
= {eupore,”" = =3lgu } = 3<_6m29;w + 3m29!“/) = | B = _12m29/w
and in an analogous way we find
Rupn = 6m%gn, (3.9)

This is the constraint that we have background solutions where the internal space is an
Einstein space. Note that this constraint comes purely from the 11-dimensional equations
of motion and the choice of background value for the field strength. We have not yet
specified the geometry of the internal manifold. In fact, one must not even specify the

2Here, the rescaling of the field strength discussed in the end of the last chapter has been incorporated.
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3. Seven-Sphere Compactification

dimensionality of the internal manifold. While we started from the assumption of a My x
My splitting, one can start by analysing the 11-dimensional field equations. Since the field
strength has precisely four indices and should be proportional to some invariant tensor,
the four-dimensional Levi-Civita tensor appears as the natural way of splitting up the
theory. As a consequence, one could argue that 11-dimensional supergravity predicts the
dimensionality of spacetime to be four [30, 31]. One could imagine turning things around
and thinking of the four-dimensional manifold to instead be the compact one, but it turns
out that this way of seeing it has some problems, described in detail in [24, 32].

Furthermore, we see that in this ansatz the seven-dimensional Ricci tensor actually cor-
responds to a compact space, since the constant 6m? is positive, which is precisely what
we desire. The four-dimensional part instead has a negative prefactor, —12m?, and thus
would imply AdS-space if we also want the background to be maximally symmetric.

We now proceed to see how the supercovariant derivatives, Dy look in this ansatz. It will
be important to us since they appear in the Killing spinor equation, which determines the
number of surviving supersymmetries upon compactification. We will address this more
carefully shortly. The derivatives are obtained by plugging in the definition of the field
strength and using the following decomposition of the gamma matrices

La

w®1 A=a=0,1,2,3
_{’Y ® @ (3.10)

Bl A=a=4,5678,910

where I', are the seven-dimensional gamma matrices. Recall the supercovariant derivative

~ 1 ~ A
Dy =Dy + M(HNPQRFMNPQR—8HMNPQFNPQ) (3.11)
We first investigate the case when M = m. The last term then vanishes from the ansatz.
The remaining term contains a rank 5 gamma matrix, with one 7-dimensional index and
four 4-dimensional ones. The matrix =5 anti-commutes with all rank 1 gamma matrices
and is defined as

75 = i7" = — iEar ™ = = ey (3.12)

Note that in the last equality the Levi-Civita symbol is changed to the tensor. The
relevant identities for the Levi-Civita tensor can be found in appendix A.2. Using this we
can rewrite the remaining term as

3m . m ma4! 7
oot = €vpor 57T @ Tm = = —o=1575 @ I = =gl (3.13)

- meupar m = _Z8
For the case M = p, it is instead the first term that vanish, since it will contain a 4-
dimensional gamma matrix with five indices. Writing out the second term yields

8-3m 3!

T oo O 1= {995 = —€upor 1T = — e €uprrt?T b = imyys
144 nvpo o 4! vpoT [ 3! HpoT 6 H (314)

=48 yPoT
Summarizing the answers we have

D“ = D, +imy,7s
~ i (3.15)
D, = D, — Eml“m
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3. Seven-Sphere Compactification

3.1.1 The Killing Spinor Equation

As mentioned earlier, we assume the background solutions we are currently considering
to have a high degree of symmetry. Thus, it is natural to also demand preserved super-
symmetry after compactification [33]. This requirement can be formulated in terms of the
supersymmetry parameter € as

Sthpr = Dpye=0 (3.16)

This is the Killing spinor equation, and we say that those ¢ which are solutions to this
equations are Killing spinors. Much like Killing vectors determine ordinary (bosonic)
symmetries in other theories, this equation determines the number of supersymmetries |2,
22]. The Killing spinors are taken to separate as

e(z,y) = e(x)n(y) (3.17)

and we may then look for solutions on the internal and external manifolds separately.
Focusing on the constraints on the background solution for the internal manifold we thus
look for solutions to the equation

~ m

Dy = Dyn — 7I‘m17 =0 (3.18)

Acting with another supercovariant derivative and taking the commutator then yields
[f)m, Dn}n =0 (3.19)

This is called the integrability condition. The name stems from the fact that if this
condition is fulfilled, there may exist solutions obtainable by integrating the equation.
Though this fact is not obvious when written in the current way. Writing the integrability
condition out explicitly yields

0= [Dm, Dn]77 + [ijmrmv iTan n= iRmnabFabn - mTQ[Fma Fnh] =

1 ab m?2 ab 1 ab (320)
= ZRmnabF n—= TemaenbF n= Zcmn Capn,
where C),,® is the Weyl tensor, defined in general dimensions d, by
4 2
Cuu = Ry = 25 R0 + a=fta=gy 9" (3:21)

Thus, in order to determine the number of supersymmetries surviving after compactifying
the theory, we have to count the number of solutions to the equation

Crin®Tapn = 0. (3.22)

At this point, if we specify the geometry of the internal manifold we could explicitly count
the number of supersymmetries. We will not do this now, but return with a qualitative
analysis of the equation later on in the chapter. In upcoming section, we will focus on
understanding the properties of the seven-sphere and define what is meant by ”squashing”
a sphere.

3.2 A Squashed Sphere in Higher Dimensions

Perhaps the best way to think of a round seven-sphere is as the set of all points at a
given distance from the origin in an eight-dimensional space. Understanding the squashed
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3. Seven-Sphere Compactification

sphere is more difficult but can be done in a number of ways. Here we will take the
viewpoint of it as a fibre bundle. Another common approach is via quaternions® which is
well described in [24].

3.2.1 Fibre Bundles

The fibre bundle structure is used to describe spaces which locally has the structure of a
direct product of two other spaces, but not necessary so globally. It has many applications
in physics, especially in gauge theories [34], although here we will mainly use it to better
understand the structure of the squashed seven-sphere.

Definition 1 A fibre bundle is defined by the following elements [34]:
(i) The total space (differentiable manifold) E

(ii) The base space (differentiable manifold) M

(iii) The typical fibre (differentiable manifold) F

(iv) A surjective projection, w, from the total space to the base space. The inverse
7= Y(p) = F}, is called the fibre at p.

(v) The structure group G, which is a Lie group acting on the fibre

(vi) An open covering {U;} of M, with the mapping ¢; : U; x F — 7~ Y(U;) such that
mo@i(p, f) = p. ¢ is called the local trivialisation.

(vii) For some p € M define ¢;(p, f) by ¢ip(f). Define the transition function between
two patches by ti;(p) = gb;; °o¢jp: I — F. On any overlap of patches, we demand
that tij (p) eqG

This description is quite mathematical, and we will not need it in its entirety to understand
the squashed seven-sphere. In fact, the terminology to be used when referring to a fibre
bundle will be "E is an F bundle over M” without specifying the rest of the structure.
The main point is what we stated above, the manifold E looks locally like M x F. The
projection 7 and the local trivialisations ¢; ensure that this local behaviour is consistent
in all patches U; and the constraint that the transition functions ¢;; € G ensures that
the patches can be "glued together” in a consistent way. If all transition functions are
identity maps the bundles is called a trivial bundle and the total space, E is globally a
direct product of M x F.

A great example of where fibre bundles are useful is the Mobius band. First, define a
cylinder as an R bundle over S'. This means, that base space is a circle and the typical
fibres are taken to be one-dimensional lines extending out from the circle. The cylinder is
a trivial bundle; it is also globally described by a product of a circle and a line segment.
In order to construct a Mobius band from a cylinder one makes a cut along the vertical
direction, twists one end and glues it back together. In the language of fibre bundles, this
construction corresponds to a a non-trivial transition function. Define the patches U; to
be two semicircles overlapping at their endpoints, and make the cut at the overlap and
then ”glue” it together. The transition function between the two patches is no longer the
identity, instead it changes the orientation of fibre. The M&bius band is no longer globally

3Quaternions are, very simplified, a generalisation of complex numbers with three instead of one imag-
inary unit.
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3. Seven-Sphere Compactification

Figure 3.1: A Mobius band and a cylinder. The cylinder is both globally and locally the
direct product S* x R, but the Mébius band only has this structure locally. In particular,
it has only one edge.

a direct product space, but locally one cannot distinguish it from a cylinder.

3.2.2 The Seven-sphere as a Fibre Bundle

In the formalism developed above, the seven-sphere is an S bundle over S*. It does not
have this structure globally however, which is why the fibre bundle description is necessary.
The standard metric on S* is [24]

1
ds?*(SY) = du® + i sin? () %2, (3.23)

where the coordinate p € [0,7] and the ¥; are generators of SU(2). If we wanted to
construct a direct product of S x S from this, we would add a new term similar to the
second term but with a new set of SU(2) generators. The procedure to obtain a fibre
bundle structure is similar, but we also add a term inside the square of the new SU(2)
generators. In order for this to yield something non-trivial, we must take it to depend on
the S* coordinates. Following Duff et al. [24] we take the new term to be

A; = sin2(%,u)2i. (3.24)

Introducing a local S* dependence on the S? is the same as specifying some gauge symme-
try in the system, so we call this new term the gauge potential. The fibre bundle metric
on S7 is then

ds2(57) = dyi2 + % sin2(1)52 + A2(0; — Ay)2, (3.25)

where the o; are a new set of SU(2) generators. The squashing of the sphere is given by
the parameter A, which can be interpreted as changing the S part relative to the S%.

This way of seeing the seven-sphere is quite instructive, but not the best way when com-
puting the Riemann tensor of the sphere. Therefore, we recast the metric to another form.
First, we define the following linear combination

1
o; = 5(% + wi). (326)
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3. Seven-Sphere Compactification

Plugging these into (3.25) yields

1 ~ 1 1 «)\?
ds?(S7) =dp? + = sin?(u)%2 + N2 = (v + w;) — sin? (S )%
4 2 2
9 (3.27)
=dp” + —sin”(pu) X5 + A = (v + wi) + = cos(p)X; — =%,
4 2 2 2
Finally, we set ¥; = w; and two terms in the last parentheses cancel. This leads to the

metric as presented in [24] and is the one we will use in the following section.

3.3 Riemann Tensor of the Squashed Seven-sphere

In this section we will derive the Riemann curvature tensor for the squashed seven-sphere.
At the end of the section we will see why this manifold is interesting when compactifying
11-dimensional supergravity.

Our starting point for the following calculation will be the defining equation for vanishing
torsion, also known as the first Maurer-Cartan equation [34].

T% = de® + w% A e’ =0, (3.28)

where e® are the frame 1-forms and w?®, is the connection 1-form. The metric on the
squashed seven sphere is given by [24]

1 1
ds® = dp* + 1 sin? pw? + 1)\2(% + cos puw;)”. (3.29)

It is worth mentioning the notation here. When writing cos pw; we always mean that the
only argument of cosine is the symbol directly following, i.e., cos uw; = cos(p)w;. If there
is more than one argument, we would always write out the parentheses explicitly. From
the above metric we can read of the frame 1-forms

i i

1 1
e = du, e'=3 sin pws, e = 5)\(14 + COos pw; ). (3.30)

It will be useful later on to also have these expression inverted

2 . 2 .
= sinuez’ v = Xez — cot pe®. (3.31)
The forms w; and v; are related by
v; = 0; + 2, w; = 0; — X, (3.32)

where o and ¥ are left-invariant one-forms satisfying the SU(2) algebra

1 1
do; = _igijko'j N Ok, d¥; = _igijkzj A 2. (333)
In order to find the curvature tensor we will first have to solve for all components of
the connection 1-form. Note the notation introduced above where we split up the 7-
dimensional indices as a = (0,4,7), where i = 1,2,3 and i = 4,5,6 = 1,2,3. Thus, we will
rewrite the connections in terms of their components in the frame fields as follows

Wab = Woabe" + Wighe' + Wigp€'- (3.34)
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3. Seven-Sphere Compactification

But first, we write out the solutions to the Maurer-Cartan equation, de® = wp, A €’
explicitly for the three cases. We start with the simplest case and do it explicitly for
clarity. We have

de® = ddp =0 = woo A € + wip A €' + wig A €. (3.35)

The symmetry w(,;) = 0 means that the first term vanish. For the remaining two terms
we split up the connection in components. Then we find

0 = wpioe’ A el + wjioej Ae+ wﬁoej A€t + wpipel A el + wﬁoej Aet+ wﬁoej A €. (3.36)

Since the left-hand side is zero, all these terms must vanish separately. However, due to
the anti-symmetric property of the wedge product we only know that the component with
antisymmetry in the first two indices vanish. Summarizing the information obtained from
the equation above then leads to

wioijo =0 = wijigo =0, wigo =0,
wioijo =0 == wijijo = 0-

The boxed equations follow from the antisymmetry of the connection in the two last
indices, which implies wg,? = 0. The remaining three equations will allow us to deduce the
remaining components later on, but first we need to solve the remaining Maurer-Cartan

(3.37)

equations.
de’ = $(dsin pr)w; + & sin pdw; = 3 cos e’ A w; — 1 sinpu(ein(oj Aok — T A Sg))
= {Wj/\VkZUj/\O'k—i-UjAZk—E]’/\O'k—Ej/\Ek -
(3.38)
EijkWj N\ Vg = €ijk0j N Ok — €325 N Ek} = %COS ,ueo A w; — %sin HEijwWj N Vg
— 0Nl — Lo oi — 0ppl Lo od p ok N
=cotue ANe 5€ijk€” NV = cot ue” Ne NEijke A e” + cot ug;pe’ Nev.

Here we have used the expressions in (3.31) in order to express everything as exterior
products of the frame 1-forms. This will allows us to read off the connection components
from the right hand side of the Maurer-Cartan equation

de! = ijiej A el + wj()iej N 60-1—
+ wojieo Ael + ijiek Ael + w,;jiek Ael+ (3.39)
+ wojieo Ael + wkﬁek Ael + w,;jiek Ael.

We find that there is five different terms above, since e/ A ¥ = —e% A e/ and so on.
Comparing antisymmetrised coefficients then yields the following

wogli = 0,
1 (3.40)
Wijk)i = €ijk cot pp = ‘w;m-j = &k cot,u‘ 2"‘)[3'1%}1‘ = _Xeijk’ Wikji = 0.

The boxed equations follow immediately from the symmetry of §;; and the antisymmetry
of g1, respectively. Next, we solve the last Maurer-Cartan equation

de? = %)\(dvi + d(cos pw;)) = %)\( — %ij(aj Nog + X ANXg) — sin pe® A wi+

+cos,u(—%e,-jkwj A I/k)> = {I/j AV +wj Awg = 2(0j Ao + 25 A Zk)} = (3.41)

A Acot?
= (— o Cijk —
2sin® p 2

. 1 A ,
Eijk + \ cot? usijk)ej AeF — ﬁaijkej AeF — A A€l
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3. Seven-Sphere Compactification

Here we have again used the results of (3.31) to rewrite the results. Note that there is
two el A eF terms in the above calculation that we have not written out since they cancel
each other. Now we use that

cot? i 1 1
cot? i — > 2y = 5o M(COSQ w—1)= —5 (3.42)
to obtain \ )
de! = —§5ijkej Aek — ﬁsijkej AeF —AeP Aél. (3.43)

Comparing this to the right hand side
de* = wjgiej A el + Wjoiej A eP+
+ woﬁeo Nel + wkﬁek Nel + (.akﬁeiC Ael+ (3.44)
+ woﬁeo Ael + wkﬁek Ael + w,;ﬁeiC A ej,

gives the following results

— _L1yg.. e e g A L A
Wiog)e = _5/\51j7 Wiogle = 0, Wik = —€ijks = |Wjki = —35Eijk

1 1 (3.45)
Wiy = 0, Wik = TaxCijk T | Wik T Ta2xCijk

From the above analysis we have determined six components of wg,. completely, the boxed
equations. Since the 1-form wy. is antisymmetric in its last two indices, each taking three
values, 0,1,7, there are five such omegas. Each having three components then amounts to
a total of 15 components to compute. To figure out the remaining components we will use
the identity

Wabe = Wiab]c + Wicalb — Wibclas (3'46)

which follows from the fact that wgpe is anti-symmetric in its last two indices. We then
find

Wi0i = 0+0+ %)\5” = %/\51‘3‘,

wj‘og:%)\@'j—i-o—(]:%/\(sij, iji:OJrO—O:O,
woij = %CO’D M5ij — %cot uéij —-0=0, Whij = %éjz‘k — %Eijk + Ekij% = E,’jk<% — %),
w(]ij:—%)\éij-f—o—o:—%)\éij, w,;l.j:0+0—O:07
wOijZO—i-O—O:O, wk@jZO—FO—O:O.

Summarizing our results we then obtain

i k A1)k
e, Wij = E;jk COb ne™ + €44k (5 - X)e )

O[>~

wo; = — cot ue’ + %el, wo

<5

(3.47)

= _As 0 Ak e Lk
Wiz = _25z]e 3€ijk€ Wi = —3xEijk€ -

3.3.1 Computing the Curvature Tensor

Having determined all components of the connection we are now ready to compute the
curvature 2-form, ©;;. Writing out the curvature 2-form explicitly will then let us read
off the components of the Riemann tensor. The curvature 2-form is defined by

Oup = dwep + Wae A Wep, (3.48)
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and related to the Riemann tensor as
O = %Rabcdec A e, (3.49)

The components are computed by taking the results in (3.47), plugging them into (3.48)
and computing each component at a time. By using equations (3.38) and (3.43) we are
left with only algebra that needs to be done, eventually leading up to the following result

Qpi = e® A ei(l _ %AQ) +eiped A ei%(l _ Az),

O = e A IN2 4 g6l A e’%(/\Q - 1),

O = Ael(1-302) el neld(1-2%),

0, = eijne’ A e’%(AQ - 1) Fel NI el A e%()ﬁ - 1) LemA eméiji(l - >\2),

. . A ~ 1
Oy = €ijk60 A ek%(l — )\2> + e A ej%(l — )\2) + et A ejw.
(3.50)

This fully determines the Riemann tensor. For example, if one seeks Rg;o;, we turn to the
first line and read off to find

Row; = 65 (1 — 332). (3.51)

Terms like Ry;; are somewhat trickier to find immediately, the procedure is

Opi =+ Aei(l - %/\2) = ~-—i—5§5§-e€/\ej(1 - g)ﬁ) = L Rpiape® A€
) bei (1 32 Ly (352)

The most complicated terms to read off are those mixing hatted and unhatted coordinates,
partly because in those cases we cannot naively impose the antisymmetry as we did above.
Let us consider an example. In order to find Ry;; we need to do the following

Op =+ + (555;‘%)\2 +5§5§%()\2 _ 1) +6€j5iki(1 _ )\2))66 ANel = LRype A et

3.53
Note that the factor of % is not there in this case, it vanishes since the exterior prod-
uct appears in two ways related by antisymmetry when we expand the sum in a and b.
Furthermore, we do not impose explicit antisymmetrisation on the right hand side. The
reason is actually due to our notation. Consider the last term, where we actually have
mixed indices in the Kronecker deltas, e.g. d¢. We have defined this quantity in the
following way

R 1 00
1, f=1land j=1=4 010
1, (=2and j=2=5 1
505 = eI == = 0011 (3.54)
1, {=3and j=3=6
0, else

So, while written as a §, it is not really symmetric under interchange of hatted and
unhatted indices. This becomes evident when viewing it in the matrix form presented
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above. So, we will leave the expression in equation (3.53) as it is of now, and then it will
simplify when we compute the Ricci tensor later on.

Now, we are ready to use the above result to compute the Ricci tensor on the squashed
seven sphere. It is as usual defined by

Rap = Rach = Reaand®. (3.55)

It is worth noting that upstairs or downside indices do not matter here, since both (hatted
and unhatted) flat metrics are Euclidean. The following identity will come in handy in

the calculations to follow
D-1

2
For D = 3, which is the case for the hatted and unhatted metrics, the prefactor is just 1.
We now start by computing the zero-components of the Ricci tensor

54104 = 8. (3.56)

Rop = Riojod! + Riojod? = 81 (1 — 3A2) 67 +6,5 1207 = 3-224+302 = 3(1 - $a?). (3.57)
Ry = Rjo]ﬂﬁi + Rjokiéi =0+ Ejik% (/\2 — 1)5% = {5kik = 0} =0. (3.58)

Roi = Rjokid}, + Ryp:0 = 0+0. (3.59)

Then, proceeding with R;; we will use (3.52), (3.53) and the identity in (3.56). This leads
to

Rij :ROin + Rkigj(gﬁ + R]»m.éjé,‘; = 0;; (1 — %)\2) + 25?;( — %Az)éﬁ
+ (0F813N + 8105 L (X2 = 1) + 856" 3 (1 =A%) )of, = (3.60)
=30 (1= 3N2) 4+ 013N + 015 (W2 — 1) — a1k (W2 = 1) = 6;3(1 - 30%),

where we also used the fact that 6}25;-“6,?, = 5; and 55(% = 3. Next is the mixed term, which
we immediately find to be vanishing

R;; = Roio; + R;ﬁ-gjé,lc + leﬁjéi =0+0+0. (3.61)

Then finally we compute R;;, making use of the results in (3.60) to find

o1 1
jo = Rgi()j + Rkifjdi + R,;u;jdfc = (5@%)\2 + (5@%)\2 + (Sécjzﬁ(sﬁ = (51'3' ()\2 + 2/\2> . (3.62)
So we find that the Ricci tensor is indeed diagonal. In order for it to be an Einstein metric
we require it to be proportional to the metric and thus we solve
9 3,2

1
3—%)\2:>\2+2—)\2:>)\ st (3.63)

That is, apart from the round sphere with A> = 1 (which we knew was an Einstein metric,
since it is maximally symmetric) the squashed sphere with squashing parameter \? = %

also admits an Einstein metric.

It is quite interesting that there is only one specific configuration where we can compact-
ify 11-dimensional supergravity on a squashed seven-sphere in the Freund-Rubin ansatz.
Having determined the geometry of the internal manifold we return to the Killing spinor
equation

Chran®T gpm = 0. (3.64)
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3. Seven-Sphere Compactification

Consider first the case when A = 1 and the round seven-sphere. Since it is a maximally
symmetric space the Weyl tensor is zero and the number of solutions is equal to the number
of components of the spinor[2]. In d = 7 dimensions, a spinor has 2(d=1)/2 — 8 components
and thus we have 8 preserved supersymmetries, which means we have an N' = 8 super-
gravity theory in four dimensions. In the case of the squashed seven-sphere, we do not
have maximal symmetry and the Weyl tensor is non-zero. Using the results of Awada et al.
[35], the Weyl tensor on the squashed S 7 can be seen to have 14 independent components.
One can then go to a specific representation of the seven-dimensional gamma matrices
and solve the Killing spinor equation. It turns out that there exists exactly one solution
for the squashed seven-sphere [35] in the Freund-Rubin ansatz. More importantly, Duff
et al. [24] have also showed that if one changes the orientation of the sphere, by a parity
transformation of the internal metric, there are no solutions to the Killing spinor equation.
We will return to this fact later on, and discuss it in the context of the Swampland.
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4

Stability of the S’ Scale and
Squashing Modes

In this chapter, we will perform the actual compactification on the seven-sphere and
analyse the effective four-dimensional theory it gives rise to. First however, it is worth
taking a step back and summarise what we have done so far.

Our starting point has been 11-dimensional supergravity, the low-energy limit of M-theory
which unifies all five versions of string theory. Due to the theory’s higher-dimensional
nature, we must treat the extra dimensions as directions on a compact manifold. In the
previous chapter we saw that the theory spontaneously compactifies to exactly four dimen-
sions, due to the four index structure of the field strength. We chose the background ansatz
of Freund-Rubin and found that this demanded a hyperbolic four-dimensional spacetime
(AdS) and a compact seven-dimensional Einstein space. This is fulfilled by a round seven-
sphere, but we showed that a certain distortion of the S7 metric also yields an Einstein
space. We stated that the main difference between these two solutions is the number of
supersymmetries in the four-dimensional resulting theory.

We start this chapter by letting the squashing of the sphere be spacetime dependent, in
order to obtain a scalar potential in the four-dimensional theory. Then, we compute the
new curvature tensor and find the equations of motion. Lastly, we will use these equations
to determine the Lagrangian and the effective four-dimensional scalar potential. We also
comment on the solutions linearised around the squashed ground state.

4.1 Spacetime Scalars in the Metric

We begin by writing down a general 11-dimensional metric that is the product of an
arbitrary spacetime metric and a squashed S7. However, we now want to promote the
squashing parameter to a spacetime dependent Lorentz scalar and introduce a so called
scaling parameter which controls the overall size of the S7. We will denote these parameters
v(z) and wu(zx), respectively. In general, when we want distinguish between coordinate
dependencies we take x to be coordinates on spacetime and y to be coordinates on S7.
The squashing parameter will relate to the now z-dependent A from the previous chapter
as

A (g) = e 0@, (4.1)

We will also introduce the following combinations of the scalar fields u and v
A= T, = —u— 3v, = —u + 2v. (4.2)
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4. Stability of the ST Scale and Squashing Modes

The reason for the above definitions is only to write the metric in a convenient form. Note
especially that 2(B —C) = 7Tv. We follow [36] and write the general 11-dimensional metric
as

d8? = fapd XAdX P =e 24y, 5dzda”

1 1 3
+e72B Zd,u2 + 6 sin? ,uZw?
i=1

3
1
+e72¢ Z E(Vi + cos pw;)?.
i=1

The prefactor e~24 in front of the four-dimensional metric is purely there for convenience.
The scalars u and v are parameters of the S7 but we are free to also choose any overall
scale of the metric. This specific choice will eliminate any u-dependent factors in the Ricci
scalar term in the resulting Lagrangian. In terms of the seven-sphere we looked at in the
last chapter the metric is

48? — e dede® + S x as(§7 44
= Napde m—|—4 X ds (4.4)

A=A(z)

where ds?(S7) is the same as in equation (3.29). Our goal is now to find the Ricci tensor of
this metric. Thanks to our notation, we will be able to reuse our results from the previous
section. In order to do this we must reverse engineer this metric from a direct product of
spacetime and S7. We will first define the frame fields in the following way

et = ea(gj)’ e’ = eO(y) = %d/'% (45)

e = e'(y) = 1sinpw’, el =él(z,y) = %e*%”(m)(m + cos juw'). (4.6)
Note that these definitions are very similar to what we used earlier, but now with an
additional factor of % This is to absorb the % in d3%. Since we aim to reuse our previous
results we must note that this change will increase the previous answers for the Ricci tensor
on S” by a factor of 4. In fact, it will be useful to recall the previous results rewritten in
terms of the scalar v. We have

Rap =0 (12 = 6e7™), Ry = 63 (4e7™ 4 2¢™). (4.7)

Here, the index a = (0,4) is on S* while 7 is on S? when we write S” as a twisted product
of 8% x §3. Now, in terms of these frame fields we see that the metric can be written as

ds2 — 2B {6*2(‘4*3)60‘6(1 + e%e® + eiei}. (4.8)

By introducing the rescaled frame field &% = e~(4=5)e®, we note that this metric is related
by a Weyl rescaling with e 28 to the metric

ds? = 696 4 % + el (4.9)

This metric is very close to a direct product of an arbitrary spacetime metric and an S7
metric. However, since there is an z-dependent factor in e’ we cannot directly reuse our
old results. However, it is straightforward to compute the Ricci tensor of this metric in
terms of our old results. In order to simplify the upcoming computations we will introduce
the notation were we split up the exterior derivative as

d=d4+dy. (4.10)
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4. Stability of the S7 Scale and Squashing Modes

The first term acts only on spacetime dependent quantities and the second terms acts only
on the internal directions. Thus, terms like dye’ will produce exactly the results we have
obtained earlier, since the xz-dependent prefactor is a constant with respect to the internal
coordinates. Again we will start from the first Maurer-Cartan equation

de = oppeyte? nec. (4.11)

We use the w notation here to denote that this w receive corrections from the A(x) prefactor
in e’. However, since A does not depend on the internal coordinates, any new components
of W must contain a mix of indices, and such connection components were all zero for
constant A. Note that all quantities now are with respect to the scaled framefields, €%, so
we will have to rescale these coordinates in the end. We see that the only term yielding a
new contribution is given by de’ and thus find

X R R 14 X R
dé' =de' = dye’ +dre’ = X(?a)\éo‘ Ae'+ w[Iﬂ’eI Ae’. (4.12)

Capital indices I,.J,... denote all indices on S7, i.e. I = (0,4,7). We find that almost all
components looks the same as in the previous case with A now equal to A(z). We will
from now on sometimes write A\(x) in terms of v(z) to clean up expressions. The new
components obtained from (4.11) are

R 7 . Dre = Orass - Disnts — Wist . = 0
Wlaj’ = =55 0av0; = ot = Kol g el u;[]f]a (4.13)
2-2 Wiai = Waji = 2W[ajli = 50a00ji
So, the 1-form w,; is
7 ~ s 7=
WDap = §8avc5ijej = §8avei. (4.14)

We may now turn to compute the new 11-dimensional curvature two-forms, coming from
the d5% metric. Since the curvature two-form contains quadratic terms in @ it is possible
that even the two-form in the internal directions receives corrections. We will now use
the notation éaﬁ to denote 11-dimensional 2-forms with A = A(z). In contrast éaﬁ will
denote 11-dimensional 2-forms but with constant A. All quantities are with respect to the
rescaled spacetime frame fields é<.

We start with the 2-form with space-time indices

(:)ag = dWag +Wac ANWeg = dWag +Day AWy — Was AWg; = (:)ag —Was NwWg; = (:)ag. (4.15)
Here we used that w,g = @ap. This allows us to rewrite the right hand side in terms of
the ©,4 Furthermore, the extra term contains only a term of the form e; A e; and is thus
zero. Continuing with the other components we find

= 7~ 7 7T T o~ . )
Ono = AW + WaB A WBY = —Was A Wo; = §8QU€g A 56_2v6¢ = 1 “2Y9,ve" A e (4.16)
O — — _ _ _ 7 _zv“ P 0 7 _ZU~ ~ k
Ouni = dwni +Wap Nwp; = —Waj ANWij = Ze 2 aav(;ije]/\e +Ze 2 aav€ijk€j/\€ ) (4‘17)
_ T . 7o
Oni = dwg; + wps = €7 A 6J§5ji (&Yﬁav + (Dmﬂ@[gv — 2(80[1))(&,1))) +

. . T T -
+el A GKZW[JK}iaO/U —el A ekzeiveijkaav =
; 2 . 4 (4.18)

_ B I 85 A Do — (D >
=é’ Ne 251] (Dgaav 5 (@ﬂ})(@av))

T . 7 7
—e'A e]5ji§8av —el A ekzeijke 2%0,0.
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4. Stability of the ST Scale and Squashing Modes

In the last equation the term containing e/ A ek from dre? cancelled to a similar term
coming from wuj A wj;.

Next, we turn to computing the curvature 2-form components in the internal directions.
We still denote 11-dimensional quantities with A\ = A(z) by ©7;. However, there is no
need to use the notation ©;; since for constant A the metric is block diagonal and the S7
is unaffected by rescalings in the spacetime framefields. We find

C:)Oi = Op; + YA ejéijéa)\. (4.19)
_ 1. L
O = Oy + iea VAN 63(51']'8(1)\. (4.20)
éij = @ij +e* A ekfiijkéaA. (4.21)
. 1 -
GU =0;—¢e* A eV (5l-j8a)\ —e* A ekfaijkaa)\. (4.22)

749

O = Oy — " kel (8)\) 5“ =0 — " kA e (81)) 5“ (4.23)

4.1.1 Computing the Ricci Tensor

From the curvature 2-forms above we find the relevant Riemann tensor components to
obtain the Ricci tensor. It is as previously defined by

_ 1= N B
OB = §RABCDeC AeéEP. (4.24)

The process is analogous to the previously described one of the squashed seven-sphere.
We start with the space-time directions. The Ricci tensor is

Rus = Racspn®?, (4.25)

and the relevant Riemann components are thus immediately found from the curvature
2-forms to be

_ _ _ _ 7 N 7 . -
Rafyﬁé — Ra’yﬁé; Racﬁd — 0, Raiﬁj — 55@] (Dﬁaa'v — 2(85'0)(80/0)), (426)

and thus we find o1 -
Rag = Ra/g + — <Dgaav — 2(550)(5av)>. (4.27)
For the internal S* directions we have

Rab = RaCbDnCDa (428)

so we need the following components

Raabﬁ = 0, Racbd = Racbd7 Raibj = Raibj' (429)
And thus we see that -
Rab = Raba (430)
and for the S3 B B
Rij = Ricjpn“®, (4.31)
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we need the components

z T (Babw— L (50D = . 49 = e
Riajp = 551']' <D58av - 2(‘96“)(3(1”)), Riagp = Riagy,  Ryjzp = Ryjsp — ?(8v)25fk,
(4.32)
which upon contraction yields the Ricci tensor
5 7. = 3-49 -~
Rij = Rij + §6ijD4v — 5UT(82})2 (433)

It is straightforward to verify, from the components in © 45, that the Ricci tensor is still
diagonal so all other components are zero.

4.1.2 Rescaling the Ricci Tensor

Now we have found the Ricci tensor components of the metric
ds? = &% () () + e (y)e (y) + €' (z, y)e' (z,y). (4.34)

In order to find the Ricci tensor of the metric in equation (4.3), we will go through the
procedure we outlined previously. First we will rescale the metric by an overall factor of
e~2B()  Then, we will have our answer expressed in terms of é* and thus we need to also
transform all spacetime quantities. We start by stating the transformation rules that we
will need. First of all we need the Weyl rescaling of the Ricci tensor in flat indices. For a
general rescaling of the form é4 = e=57(X)eA we have [22]

Rap = €27 (RAB + s[nap0i1y + (D — 2)Dpdan]

) ) (4.35)
= 52(D = 2)[nap(97)* — (947)(957)] ).

Note that the [J is with respect to all 11 dimensions, this will be important later. Next,

we need to know how to transform from €% quantities to e®. If we start from the rescaling

€* = e~ %7e“ we may derive the following transformation rules

e* =g, %dat = e Ve, “dat = €, =e e, et = e’Te M. (4.36)
det &, = e*D7 det €n- (4.37)

F = ot eg P = g (4.38)

Do = €410, = €Ve,1Dy, = €¥10,. (4.39)

Oyap = €7 (Wyap — SNyva0p7Y + 51,8047). (4.40)

DB = 85(c"0aB) + ¢G35,70, B =
= 27(Dpo B + 5[20(193) B — 11a5(07) (0B)] ).
E4B — %(%(ﬁ@‘“’&,B) =
V=9
= eSD“’((GMe_S(D_”'Y)gW&/B + e_s(D_2)WDB) = (4.42)

= ¢®7( = s(D = 2)(97)(9B) + 04B).
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4. Stability of the ST Scale and Squashing Modes

Finally we will need the transformation of the rescaled Ricci tensor Rag. It is given in
(4.35) if we let A = o, B = 8 and change the [J to be in 4 dimensions.

Having these matters settled we are now ready to compute the final Ricci tensor, Rup.
We will start with the ab-component, which is fairly simple but illustrative. From (4.30)
we note that there are no extra terms appearing. This means that we can immediately
plug in the result in (4.35) with v = B. Two of the terms vanish, since B is independent
of the internal directions. We find that

Rab = €2B (Rab + nabljllB - 977(117(53)2) . (443)

The final step is now to use the transformations derived above to write the expression in
terms of e® rather than é“. The partial derivatives are straightforward and only pick up
a factor of e2(A=B). The 11-dimensional box however, should be rewritten in terms of a
four-dimensional, which is not trivial. It actually picks up an extra term, which we see
from

|jllB = UABDAggB = 77AB (514533 + (DABCécB> =
4.44)

-~ o~ - " - - 21 -~ - (

= 10,05 B + 1P 20p70, B + 10,70, B = 4B — 5 (070)(9,B).

Now we may simply plug in the expressions for the tilde-quantities and the value for R
to find the final answer. We can also use that v = —%(73 + 2A) to more easily see the
cancellation of the contracted derivatives.

Rap = €% Roy + 51 (04B — 20,(A = B)O"B + 0,(TB + 24)07B — 9(9B)?)

(4.45)
= 2B Ry + €240 04B = nab(12e*2“*3” — e 2u10v _ 67“(D4u + %Dw)).
We perform a similar procedure for ]:Em First we have
é@j =B (R@j + mjljllB + 9Dj5@B - 9771']'(53)2). (4.46)

We need to keep the DOB term here, since the connection term in the covariant derivative
contributes to the result. If we split up the 11-dimensional box as before and plug in R;;
we arrive at

N 7 = 3-49 ~
Rij = 628 (Rij + iniij — nijT(ﬁv)2>+
~ 21 -~ N ~ -
+€2B77ij (D4B — 3(871))(87B) + 9(1)]77873 — 9771']'((93)2) = (4 47)
=e?B Ry + >y (D4C — O4B + 60, (B + 3C)9"(C — B) — 3(9(C — B))*+

+ 4B +60,(B + $C)9"B — 30"(C — B)d,B — 99"(C — B)d, B — 9(53)2).

where we used the fact that A — B = —3(B + 3C) and rewrote 7v = 2(C — B). Now, a
little bit of algebra shows that almost all of the terms cancel and we are left with

R@j = eQBRij + €2A77¢j|:|40 = Nij (46—2u—10v + 26—2u+4v — €7U(D4u — 2|:|4U)>. (448)

Finally, we compute Rag. This is somewhat more complicated since we must perform
an additional Weyl rescaling of the R, term in R,3. Using equation (4.35) we see that
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e = e~ (A=B)e yields

Rap = ¥4 (Rag + napTa(A — B) +2D30n (A — B)—

— 20ap0(A — B)O(A — B) +20a(A — B)ds(A - B)). (4
As before, we start by writing out ﬁag from (4.35)
Rap = 2 (Rag + %Dﬁéau - %(éﬁu)(éauw
+ NagsB — %(5%)(573) (4.50)

+9D380B — a0y BI' B + 90,89, B).

Now all we need to do is to plug in the tilde transformations and perform the algebra.
After a mass slaughter of terms we are left with

o 7 63
R = € (Rap + sl — = (0u) (9gu) — 21(9av) (Bh) )- (4.51)
In curved indices this is
S e ap 7 63
R, =é¢,"¢,"Rog = Ry + §g#yD4u — ?(@u)(@,,u) — 21(0,v)(0uv), (4.52)
since -
e, =e 2%, and e,%¢,"Nup = G, (4.53)

and we have obtained the desired expressions for the case of a seven-sphere with spacetime
dependent parameters.

4.2 Effective 4D Lagrangian

We will now use the results for the Ricci tensor to obtain the effective 4D Lagrangian of
the theory. The idea is that since we have written the spacetime components of the 11-
dimensional Ricci tensor in terms of the scalar fields and the 4-dimensional Ricci tensor,
we will be able to obtain equations of motions for the three dynamical quantities, R, u, v,
if we solve these equations. We start from the Einstein equations in 11D supergravity
with the fermion field set to zero

~ 1 1/A N 1 ~
Ryn — igMNR =3 (HMPQRHNPQR - ggMNH2)7 (4.54)
which we rewrite as
. 1/ N 1 A
Ryun=-(H HyPRR — — gy nH?). 4.55
MN 3 ( MPQRIAN 12gMN ) ( )

The hatted notation refers to the metric in (4.3). We will employ the Freund-Rubin ansatz,
but now allowing for the constant of proportionality m to be dependent on the spacetime.

Thus, we write f(xz) = —3m. The ansatz is then
];AIMNPQ = I:I,u,z/po = fé,uupo = fé4€,uupo = f€_14u6uupa- (456)

Then inserting into the field equation for H

A

Va HMNPQ — ¢, (4.57)
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together with

OMNPQ = o laughMM gNN'GPP GQQ ¢\ 1 niprgy = —3mel 14T ucnver (4.58)
yields
A oA 14 14
VaurHMNFPQ = 29y (e feltueMNPQY = 29 (feTeMNPQ), (4.59)
e e

Here we have used the notation where é = e~ "¢ is the 11-dimensional determinant of the

vielbein and é4 = e~ 4%e, is the 4-dimensional part. Furthermore, in the last equality we
have absorbed the determinant in the Levi-Civita tensor to write it as the tensor density
instead. Since the tensor density is constant, we find that

Opr(fe™)eMNPQ — (%(fem)e“”p” — Q = fe™ = constant. (4.60)

Thus, we may rewrite
H,pra = Qe_zlue;wpo- (461)

Inserting this into Einstein’s equations then yields, for the spacetime components

1 _ _
e 7ugij2€ 14u|€|2>

A Lia A Loomoy Lo o
R;w = g(H,upo"er/poT - EQ’WH ) = g(Q € ue,upo"reupm— - 12

L o o1 4l 4 o o1 4 o _14u,
= gQ e u( - 3!guu + Eg;w) = _gQ € ug;u/ = _gQ € ug;wa
(4.62)
and for the internal components
N 1 a4l 2 14w~
Rmn = nge 14uﬁgmn = §Q2€ 14ugmn- (463)

Equating these results with the ones obtained in the previous section will now yield equa-
tions of motion for R,,, u and v. Note that changing between flat and curved indices
simply means changing g <> 1 since

A

A A U D 4 5 _
Rop = é.1"eg" Ry = *§Q26 14“7]@/3, (4.64)

and similarly for Ry,,. Starting with the internal parts, converting (4.45) to curved indices
and equating with (4.63) yields

2 3
§Q26_14u — 126—2u—3v _ 66—2u—101) _ 67UD’LL _ 567UD’U, (465)

and when comparing (4.48) and (4.63) we find in the same fashion
2
gQQe*M“ = e 2100 4 gp=2utdu _ pTumy 4 2eTU Oy, (4.66)

Since we work in four dimensions now, we denote [J = 4. We obtain the field equations
for the scalar fields by adding these equations together. We find

—9u+4 —9u— —9u—1
DU:—%e 9u+v_‘_%€ 9u 3v_%€ 9u—10v, (w67)
_ 6 _,—9%u+4v 48 —9u—3v _ 12 —9u—10v _ 2 2 _—2lu :
Ou = ze + e =e 3Q7¢ .
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Equating (4.62) and (4.51) and plugging in (4.67) yields

4 - u
By == §gu0u + $(0,0)(0,) + 21(8,0) 0,0) — 5 Q% gy
= Ry =5(0,0)(0,0) + 21(9,0) (Oo0)+ (4.68)
+ guv( g utdv _ 9g,—9u-3v 4 5 —9u-10v QQe—Zlu)'

We are now ready to construct the effective 4D Lagrangian from these equations of motion.
Our starting point will be a Lagrangian of the form

£ =v=g(R+h(u,v)), (4.69)
where h(u,v) is some function of the scalar fields. Then the variation is

6L =06(v/—g) (R+ h(u,v)) +V/—=gdR + /—gdh(u,v). (4.70)

The equations of motion for v and w must come from the dh(u,v) part. Starting with v
we may see that

8((0"0)(0uv)) = —2(0v)0Ov + (9,v)(Dyv)dg™”, (4.71)
where we have dropped the boundary terms. Also note that we have
Se Ut — (§p)ae” T — (fu)9e YUY, (4.72)
for some constant a. Thus, in order to obtain the v equation in (4.67) we set
h(u,v) = g(avf - ée_9“+4” - %e_gu_?’” + %6_9“_101’ +... (4.73)

where A is an undetermined prefactor. Doing the same procedure with the u equation
tells us that we must add two terms to the above expression, (Ju)? and Q%e~2!%. This
leads to the final expression

h(u,v) — %(8?1)2 + %QQG_Qlu + %(80)2 o ée—9u+4v _ %e—Qu—Sv + %e—Qu—lov' (4'74>

We can now write out the variation with respect to the metric

oL

R
dghv +

dghv

_ —%\/jgguy (R + h(u,v)) + V=g Ry + V—gg"
(4.75)

A
V=9 (3 0u) @) + 5 (9,0)(010) ).
where we may drop ?;55 because it is a total derivative. Uncontracted derivatives on u
and v appear only in the last parentheses and we may immediately compare this result
to (4.68) to find that A = —42. This choice reproduces the equations of motion for R,
which can be seen by contracting (4.68) with ¢g*” to find

R =%(0u)* + 21(0v)* — 12”74 — 96e 73 4 2479710V L 4Q%e 7M. (4.76)

and then carrying out the algebra in (4.75). Thus, the effective 4-dimensional Lagrangian
is

£=v=g(R - $ou) - 210) ~ V(u.v)).

(4.77)
V= 2Q2€—Qlu _ 66—9u+4v _ 486—9u—3v + 126—9u—10v.

The potential as a function of the two scalar fields can be seen in figure 4.1
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Effective 4D scalar potential

Figure 4.1: The effective 4D potential obtained by compactifying 11D supergravity on
the squashed S7 in the Freund-Rubin ansatz. Here, the conserved charge has been set to
Q@ = 1. The two points correspond to the two ground-state solutions, round S” with v = 0
and squashed S7 with v = %log 5. While not easily seen in this figure, the extrema also
have different values of u.

4.2.1 AdS Solutions and Linear Stability

Now we will specialise to anti-de Sitter space. Such a space is maximally symmetric and
thus fulfil [2]

R;wpa = %A(gupgua - guagup)- (478)

We now look for the ground-state solution, in which the scalars v and v should be constant.
Looking back at (4.67) we find from the equation for [Jv; = 0 that there are two possible
solutions for constant v. Setting v; = 0 is trivially a solution and corresponds to the
sphere being the normal round S7. However, there is another solution given by

0= —4e? + 24731 — 20e710%1 = _4e™1 4 24 — 20”1

4.79
= M =5 = vlz%logE’). (4.79)

which is precisely the squashed solution with an Einstein metric. Indeed, setting \? =
e~ ™1 yields precisely the results we obtained for the squashed sphere with no spacetime
dependent parameters. The round sphere will not provide much insight to us, so we will
instead focus on the squashed version. For other studies regarding the round sphere and
stability, consult for example [24, 36]. Now, we plug this solution into the Ju = 0 equation
which yields

6101)1

612u1 = TQQ (480)
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Now, we may contract two indices in (4.78) to obtain R,, = Ag,,. If we equate this with
(4.68) and set v = v; and u = u; we get

Ao 2916v5 1 (4.81)
125  (Q3/2
Note that this is also equivalent to
9 610111
e 7t = — 108 (4.82)

We now want to be able to read off the scalar potential, V' from our Lagrangian. The
form of the Lagrangian with a cosmological constant that we seek is

1
——L = R — 2A + (derivatives on scalar fields) — V' (scalars). (4.83)

V=9

So, from equation (4.77) we write
£ =yv=g(R -2\ - §(0u)?* - 21(9v)? - V(u,0)), (4.84)
where

V(u,0) = —2(A — Q%21 4 =Y pgemOuY e oumI0)

— _9A — 2A6—9(u—u1) (%6—12(u—u1) - %6141}1 64(1}—1)1) (485)

2 T ,—3(v—v1) | 1 —10(v—uv1)
ge e + 1g¢ .

Using that e™! = 5 we rewrite this as

V(u,v) = —2A — %Ae_g(“_ul) (276_12(“_“1) — 25401 _ gpe 30 4 26_10(“_”1)).

(4.86)
We may now find and characterise the stationary points of this potential which leads to
information regarding stability with the respect to the scalars v and v. We do this by
looking at the linearised field equations directly. By linearising around the stationary
points u = u; and v = v; corresponding to the ground state we may immediately extract
information about the behaviour of the scalars. Starting with the field equation for v in
(4.67), the linear approximation is given by

00w 00w

Ou ~ Ou — + W — (u — 'LL1) + v |u=u (U — ’01). (487)
V=01 V=01 =
It turns out that % =0 at v =1y and v = v; so we find that
_10 9
O(u —up) & =5~ 7648e™ 7"t = —6A(u — uy). (4.88)

Since A < 0 in AdS space, the coefficient on the right hand side is positive, indicating that
u = uy corresponds to a stable minimum.

Next, we investigate the (Jv equation in (4.67). Again we find that % = 0 so after some

algebra we arrive at

O(v — 1) ~ %A(v — ). (4.89)
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Here the situation is reversed, and perturbations around v seems to be unstable. However,
the answer is actually much more intricate. It can been shown that the squashed seven-
sphere is in fact stable to perturbations in v based on an argument first proposed by
Breitenlohner and Freedman [37]. In fact, the Breitenlohner-Freedman bound states that
stability holds as long as the second derivative for some scalar field ¢ is bounded from
below by (recall that A < 0) .

¢
Qualitatively, this bound relates to the kinetic terms of the scalar field. The hyperbolic
geometry of AdS space means that a dynamical change in a scalar field is not energetically
favourable due to the kinetic term of that field. In certain cases, this unfavourable energy
is enough to change an unstable extremum in the potential to a stable one when consid-
ering the whole theory. The Breitenlohner-Freedman bound specifies precisely when this
happens. If we let v be a small perturbation around the ground state we write v = vy + Av
and find

O¢ > ZA. (4.90)

1 20 80 81 3

The inequality holds since A < 0. We note that in the light of this argument, the squashed
seven-sphere is indeed stable, although not by much. What is even more remarkable is
that this argument still holds if the orientation of the sphere is reversed. Upon performing
a parity transformation, both v and A are unchanged. It is only the conserved charge @
that changes sign, and if we had any pseudoscalar fields in the theory they would too [24].
Recalling our discussion in 3.3.1 regarding the maximum number of supersymmetries from
the Killing spinor equation we may now understand the contradiction with the Non-AdS
SUSY conjecture:

Conjecture 1 (Non-SUSY AdS Conjecture) There are no non-supersymmetric sta-
ble solutions in AdS space

The orientation-reversed squashed seven-sphere has no supersymmetries but still exhibits
perturbative stability, as we just saw. This leads to one of two possible conclusions. Either
non-perturbative effects are needed in order to see the instability of the squashed seven-
sphere, or the above conjecture is wrong. Investigating non-perturbative corrections are
very complicated, but an important first step would be to understand the perturbative
behaviour of the theory in more detail. Our current analysis is actually quite limited, as
we have only looked at two specific scalars in four dimensions. The full 11-dimensional
theory yields a large amount of fields in four dimensions upon compactification. The
reason for only considering these two scalars are of course that if one includes more fields,
the analysis can get very complicated.

Having more knowledge about pseudoscalar fields in four dimensions would however be
very interesting, as they transform under orientation-reversing. In principle one could re-
peat the procedure of this chapter, but include also pseudoscalars in the beginning. This
might be a feasible strategy, although complicated, but we will instead go with another
method in order to find the pseudoscalar fields. The basic idea is that the pseudoscalar
fields always appear in a certain way together with the scalar fields and form complex
scalars in the full theory. Thus, one could view our current results as coming from that
theory, but in the limit where the pseudoscalars are zero. With some knowledge of the
general structure of the theory one could then hope to be able to re-introduce the pseu-
doscalars from our current position, without having to go back to the 11-dimensional
theory. This will be the subject of the next and last chapter of this thesis.
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This chapter will conclude the thesis and present some analysis of the obtained four-
dimensional potential and its connection to the Swampland. At first, we will introduce
relevant theory of complex manifolds which will be the framework we use when trying
to construct the scalar potential including pseudoscalar fields. After reviewing a simple
example from type IIB string theory the method will be applied to our potential.

5.1 Moduli Spaces

When compactifying string theory or supergravity to four dimensions on Ricci flat compact
internal manifolds, one generally finds a number of solutions for a given manifold. These
solutions arise since for a manifold with a specified topology, there is freedom to distort the
geometry of the manifold while preserving the topological properties. These distortions
are usually described by a set of parameters which are taken as scalar fields on the external
space time. If we describe the space of solutions obtained by varying the values of the
scalar fields, we obtain what is called a moduli space. The scalars are called moduli and
are regarded as coordinates on the moduli space.

It turns out that these moduli spaces often are described by a specific class of complex
manifolds called Kahler manifolds. A common example is the compactification of type
IIB string theory a torus T2, where the torus is described by two scalar fields that form
a complex coordinate on the coset space SU(1,1)/U(1). More important for this thesis
is that scalar fields of four-dimensional supergravity theories with one supersymmetry,
N = 1, also parametrise Kéhler manifolds [22]. In the case of S7 compactifications the
"size” and "squashing” parameters on the S7 are moduli. For certain values, these moduli
give an internal Einstein space and N' = 1 supergravity in four dimensions. Therefore, we
provide a short introduction to complex manifolds and the definition of Kédhler manifolds.
For a more thorough explanation, the reader may consult for [20, 22].

5.1.1 Complex Manifolds

Complex manifolds are locally 2n-dimensional real manifolds described instead by n com-
plex coordinates. We may express the coordinates as

2% =% 4+ 0™, a=1,...,n

_ 5.1
Za:(ﬁa_i(ba—l—n:éa’ ( )

where ¢® is real and the complex manifold has a full set of coordinates 2% = (z%,2%),
a=1,...,2n. In terms of the real coordinates, the manifold behaves as if a standard
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Riemannian manifold. In complex coordinates, the situation changes slightly. We can still
write out the metric as
ds? = gapdz?dz?, (5.2)

and we can go from the real coordinates to the complex ones via the transformations
@' — z% as we are used to, e.g. the metric is

¢t Oy

Jab = Qij@@7 where ds? = gijdqﬁid(ﬁ. (5.3)

The important difference arises when we split the complex coordinate z into z¢ and z¢.
The set of coordinates z is not invariant under general coordinate transformations, but
instead we must require that they transform holomorphically, that is 2 — 2/* = f%(z)
where f is a holomorphic function. Knowing this, we can split up the metric as

ds? = 29,5d2°d7” + gogd2®ds’ + g,5dz°d77. (5.4)

Next, we say that the metric admits a hermitian structure if g5 = g, 5=0. The important
part of this definition is that the structure is preserved under holomorphic transformations
of the coordinates. We now want to define a Kéhler manifold. First, from a hermitian
metric we may construct the fundamental 2-form, also called the Kdhler form

Q= —2ig,5d2% A dZ”. (5.5)
The Kahler form is real, since
Q= 2ig,5dz% A df = {éaa = gga} = —2iggads? AdZY = Q. (5.6)
We now state the following definition
Definition 2 A complex manifold that admits a hermitian structure and has a closed
Kdhler form, dQ =0, is called a Kahler manifold.

5.1.2 Kaihler Geometry

We now explore the Kéahler manifolds further. First, we start from the definition and
compute the exterior derivative of the Kéhler form

0=dQ = —i(0y9g,5 — 9ag,5)d2" N dz" A d2f +cc. = 090 = 0alyj (5.7)

From the last equality we may deduce that the Kahler metric can be written as a partial
derivative in its first index, i.e. 9oj = 8aCB for some function CB‘ Then, from the
condition g,5 = gga we see that this condition must hold for both indices and thus we can
write

_9 9
gaﬁ N 0z% 625

where K (z, z) is a scalar called the Kéhler potential. It is invariant under so called Kahler
transformations

K(z %) (5.8)

K — K =K+ f(2) + f(2) (5.9)

Note that the above definition of the Kéhler potential is not always globally defined. Then
the transition function between different patches of the manifold is given by the Kéhler
transformation.
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5.1.3 Example: Type IIB String Theory Scalar Moduli

We will now study the moduli space of the scalars in type IIB string theory. It will prove
instructive to guide us in our understanding of the Kahler potential. The scalar part of
the type IIB supergravity action is [27]

L=— (a,@a% + ewaﬂxaﬂx). (5.10)

Our goal will be to express this via the Kéhler metric, g;;, and some complex coordinate
T as

L= —gr70,70"T. (5.11)

From the appearance of ¢ in the exponential in (5.10) we are led to an ansatz for 7 of the
form

T=x+ie?, (5.12)

which leads to

L=—g-7 ((aux - iefd’auqb)(@“x + iefd)a”gb)) =

(5.13)
= —9r7 (au,XaMX + 6_2¢a‘u¢6“d}) = gr7 = €2¢.
Then, we use the definition of the Kéhler metric to find
_ _ 24 _ -4
K(r,7) = [ drd7e*® = deTm, (5.14)

since 7 — 7 = 2ie~?. Carrying out the integration yields

/deT(7_:47_)2 = /d7<7__47 + f’(r)> = —dlog|r — 7| + f(1) + g(7). (5.15)

As we might expect we determine the Kéahler potential up to a Kéhler transformation.
Note that

ir—7=1-T (5.16)

1

and we take the integration constant to be 4log2 which means we can take the Kéahler
potential as

K = —4log T;i = 4¢. (5.17)

5.2 Kahler Description of the Effective 4D Lagrangian

We now turn to the four-dimensional Lagrangian we obtained in chapter 4. It is written
only in terms of the Ricci tensor and the two real scalar fields v and v. We want to study the
behaviour of the Lagrangian under parity transformations, since the orientation-reversing
of the seven-sphere is the phenomena we are interested in. In other words, we would
like to reintroduce pseudoscalar fields into the Lagrangian, as they transform with a sign
under parity. Recall, we have been very selective when choosing the two specific scalars
u and v to study. The full 11-dimensional theory will in general yield many fields in
four dimensions when compactified where some of them are pseudoscalars. We view the
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Lagrangian we obtained in (4.77) as the limit when all fields except u and v are zero.
Denoting the pseudoscalar fields by x;, i = 1,2 we schematically have

L

= \/fg<R — %(au)Q — 21(dv)* — V(u,v)>,
xi=0 (5.18)

‘/('LL7 U) = 2Q2€_21u _ 66_9u+4v _ 486—9%&—31) + 126—9’11,—10’1).

Of course all other fields that could appear at the four-dimensional level are set to zero
above as well, but we do not explicitly write that out since we want to focus on pseu-
doscalars. Reintroducing the pseudoscalars at this point would be impossible if we had no
further information. We will here utilise the fact that we mentioned earlier, that complex
scalars in N' = 1 supergravity theories are coordinates on Kahler manifolds. From this we
then combine the real scalars u and v with corresponding pseudoscalars y; and yo to form
complex scalar fields, similarly to the example regarding type IIB string theory above. It
is this structure that gives us clues to how the pseudoscalar fields must appear, only from
information of the scalar fields.

Denote the complex scalar fields by 7;. As in the above example, we seek a Lagrangian of
the form .

V=9
with the difference that we now have included the Ricci term and a scalar potential. In
supergravity, the scalar potential is usually divided into two parts called an F-term and a
D-term, that is V = Vp+Vp. A more thorough description on how to obtain the potentials
from a general supergravity multiplet can be found in [22]. The main point for this thesis
is to think of them as distinct parts of the scalar potential. We will mainly focus on the
F-term, Vg, for reasons that will become clear later on. In term of the Kéhler potential
it is given by

L=R—g;0ror -V, i,j=1,2 (5.19)

Vi = 5 (WW;g7 — 3|W)?), (5.20)
J

where K is the Kéhler potential, W the superpotential, and subscripted indices denote
Kéahler covariant derivatives, defined by
ow oK

Wi=——— +W—,
aTi+ aTi

(5.21)

for the complex fields 7;. The superpotential, W, is a holomorphic function of the complex
fields. It is this superpotential that we will be able to tune in order to match the scalar
potential we obtained earlier to Vp. There is one last preliminary step that needs to be
done in order to use this formalism. The kinetic terms in the Lagrangian must be canon-
ically normalised relative to the Einstein-Hilbert term in order for the above expressions
to be valid. At first this looks quite simple, and can be achieved by simply redefining
the fields. However, upon doing this redefinition the exponents in the potential get scaled
by v/63 and /42 for v and v respectively. This actually sets some constraint on what
ansatz we can make for the complex scalar and the superpotential. Due to the fact that
the superpotential must be holomorphic, it can only contain integer powers of 7;. In order
for this to yield exponents with irrational coefficients for u and v, one then has to include
some parameter in the definition of 7.

In light of this argument, we take the ansatz for the complex fields to be

T=x1+ie ", Ty =xa+ie . (5.22)
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We also rescale the fields u and v to get the Lagrangian into the canonical form. With

1 1 . .
U= g and v — B the potential takes the form

V = 2Q% MY — g792u (661’1” 4 48e 72V — 12eb3“>, (5.23)

with the coeflicients

21 . 1 9 1
a = — = =T ay = — = =,
1 63 VT 2 V63 VT (5.24)
poo o2t 3 31 5_10_5\/51 ‘
1= /;42_ 3\/7a 2_\/E_ 2\/?7 3 — /;42_ 3\/?a
and the kinetic terms are in the desired form.
Lign = —5(0u)® = 3(9v)*. (5.25)

We now want to compute the Kéahler potential. The first step is to differentiate the
complex field 71, which yields

o071 = (9x1)? + a2e 2% (Ju)?. (5.26)

The result for 75 is similar. Comparing equations (5.25), (5.19) and last term above leads

to

1 1
g11 = ﬁemu’ go2 = ﬁe%v’ g12 = g21 = 0. (5.27)

20u

We can rewrite this in terms of the complex fields, using that e2** = (Im71)~2, to get

2 1 2 1

———— (5.28)

g = ——3 — 9 g22 = —5-
a? (11 —71)? B2 (12 — 72)?

The Kahler potential can be found by integrating this expression, which follows from the
definition of the K&hler metric 9 9

Then we find the expression

2 2
K = 3 log(m — 71) — 7 log(me — 72) + (Kéhler transformation). (5.30)
As mentioned in the above example, we have the freedom to change the potential by
Kéhler transformations. We will do this in order to obtain a simpler expression. Note

that
log(m1 — 71) = log(2i) + log(e™*") = log(2i) — au. (5.31)

Since constant shifts are contained in the set of Kéhler transformations, we can throw
away the log 2¢ factor and then we get

2u  2v
K=—+— .32
S (5.32)

and the prefactor in the expression for the scalar potential is

K = ot F, (5.33)
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Next, we need one derivative on the Kéhler potential, as it appears in the Kéhler covariant
derivative. We have that
oK 2 1 1 2 1 i

_ _ _ _ B
81K = 877—1 = —?ﬁ = geau 82K = ——F = —s€ U. (534)

The scalar potential, Vg, is thus

2u | 2v

VeE=eo "8 (20[2620“"811/1/ + (81K)W\2
(5.35)
+2532e7 2|9, W + (8. K )W | — BWW).

This expression is quite complicated, and thus we will start to investigate it piece by piece.
Before doing that however, it is instructive to comment on our ansatz. The expressions in
(5.22) both parametrise the upper complex half-plane. This corresponds to the symmetry
group SL(2,IR)/U(1). Since we have two complex coordinates, the manifold is described
by the direct product SL(2,R)/U(1) x SL(2,R)/U(1). Note that at this point this is
merely an assumption, indeed we do not know the structure of the kinetic terms for the
pseudoscalar fields which dictate the full structure of the Kéahler manifold. This is one of
the places where we have to guess, and we take this structure as it is fairly simple, yet
non-trivial and will point us to interesting results.

5.2.1 The Superpotential for v =0, () =0

The first step we want to take is to check the case when both () and v are set to zero. In
this limit, the scalar potential is

V = —42¢ %, (5.36)

We make the simplest possible polynomial ansatz for the superpotential

W =am" (5.37)
with some coefficient a and integer power m. Then we compute the Kéahler covariant
derivative .

i
Wi = amr" ! + —eMar". (5.38)
o

In the expression for Vr we need the absolute value of this, which is

2 2 9 1 e 2
|W1| =a"m (Tlfl)m_ + oA a (Tlfl)m

., (5.39)
a ;neaui'l(Tﬂ_'l)mil +

)
ma~m _ _
5 eau 1( 1 l)m 1

We want to make sure that we obtain the correct scalar potential in the limit when y; = 0,

where 71 = ie”® and 7,7 = e 2%%, Then we find

_ _ a” _ _
’W1|2 —a’m2e 2au(m 1)+7 20u(m—1)

x1=0 (5.40)
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We can now plug this into the expression for the scalar potential and then we obtain

Vi = (g Wi - 3WW) =
-0 =0
X1 ) ) X1 (5‘41)
= eQu(é_o‘m) <2a2a2m2 + % — da’m — 3a2>
a

It is promising that this procedure generates exactly one unique exponential in u. However,
if we would not have considered @ = 0 this superpotential cannot generate the two different
exponential terms needed. We will come back to this issue later on. The next step is to

compare this result to the potential V' = —42e7%%. The exponent yields the equation
1 as 1
o = = —qy = M= — 4+ —. 5.42
(a am) as m=g- + 2 (5.42)

For as = 9/4/63 this yields infinitely many solutions for « if we demand m to be integer
valued. We also get an equation for the coefficient, in which we can insert the above
equation for m in terms of «

) 2
> (20°m® + =5 —4m - 3) = —42 — aQ(% —3) = —42. (5.43)
(8%

Interestingly, the dependence on « vanishes. The constant a? controls the overall scale,
and in this scenario where ay = 9/+/63 the quantity in the parenthesis is negative and we

find 14 196
2
a _42X§_ﬁ' (5.44)
So, we see that it is possible to find a superpotential consistent with our ansatz in the
limit v = 0 and @ = 0. However, generating also the Q-term would require extending the
superpotential. Adding yet another polynomial term in 7 is close at hand and we will
do precisely this in the next section, but for 7 instead. The results obtained there are

however analogous to those for 71 and we will discuss the Q-term in more detail later on.

We proceed our analysis by focusing on the three exponents in v by keeping ) = 0 and
instead setting v = 0. If this proves consistent one could combine that solution with the
one obtained in this section to possibly form an ansatz for the full superpotential of the
theory.

5.2.2 The Superpotential for u =0, Q =0

In this limit, the scalar potential is
V = 61 — 48¢ 702V 4 12¢7 03V, (5.45)

In order to generate three terms, we include one extra term in the ansatz for the super-
potential
W =ar™ +br", T =x +ie P (5.46)

We have dropped the subscript 2 on 7 here in order to reduce cluttering. The procedure
now is similar to that in the last subsection. First, the Kéhler covariant derivative is

Wy = amr™ ™ + bnr™ 1 + Leﬁv(aTm +b1"), (5.47)
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and squaring it yields

2
|W2] =a?m? (7)™ £ 22 (rr)" T 4 54
.am Bv —\m—1 b n—m b n—m
+zﬁe ()" (r(a+ ") = T(a+ b7"™)) (5.48)

+ if;geﬁv(T?)"l (r(b+ar™™ ™) =7(b+am™™™)).

|W| + abmn(TT)m_l(?"_m + 7

We now want to evaluate this expression when xy = 0. We have that 77 = e~2%? and

|W]2 — g2~ 2Bvm  p2,—2Bvn 4 abefﬂv(””")i”*m(l +(=1)"™). (5.49)
x=0

The potential is as stated earlier given by
Vp=e? (26% 5 W2 - 3W ). (5.50)

We can utilise that \VV|2 appears also in the derivative term, with exponential prefactor
such that it combines with the last term above. Evaluating the expression in parentheses

at xy = 0 yields
2
22 — W | = { - 3} W
x=0

62
+ 252 {a2m26—25vm + b2n2e—28vn + abmne—,@v(m—i—n)in—m(l + (71)n—m)

20%m om 2abm o (ntm) e (5.51)
—76 28 —765(+)Z (1+(_1) )
2b2 2ab e _
B 62716—261;11 . ;2ne_ﬁv(n+m)lm (1 + (_1)m n)}
Note that if n — m is odd in the above expression, all terms with e #*("+™) vanish and
the potential simplifies to
Vp = e%v (ew”ma2 [52 —3428%m? — 4m}
(5.52)
2
e 20y { B3t 268%n* — 4nD

This solution is however not sufficient to reconstruct our potential for v, since we require
three unique exponents. For the case when n — m is even, we get any extra term to the
above expression. We also have that (—1)""™ = (—1)""" and thus that ™" = "™,
The scalar potential is then

2
B2

The next step is to match these exponents to b;, b, and b3 respectively, in order to
determine m, n and 8. The scalar potential is invariant under simultaneous exchange of
m <> n and a <> b so there are three possible ways of assigning the exponents

Vi = Vi + e?ﬂ”(m")wmabl — 3+ 2%mn — 4m — 4n] (5.53)

%—B(m+n):b1 %—ﬁ(m+n):—b2 %—,B(m—i—n):—bg
% 206n bg or % —26n=1b or % —20n = —by (5.54)
% 28m = — %—QBm:— %—25m:b1
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It turns out however that for integer n and m there are no solutions for any of the above
cases and the previously specified values of b1, by and b3. Being unable to recover our
four-dimensional scalar potential indicates that something is wrong with our assumptions.
There are essentially two possibilities:

1. The proposed superpotential is incorrect.
2. The coset structure for the v-field, SL(2,R)/U(1), is incorrect.

Alternative 1 is quite unlikely, since it would be hard to modify the current ansatz. Adding
more terms is not an option as it would produce new exponents in the scalar potential.
Other functional dependence on 7 in the superpotential would be possible, but in order
to preserve the holomorphic structure the options are quite limited. The most probable
explanation is thus alternative 2. As mentioned earlier, the specific structure of the Kéhler
manifold depends on the kinetic terms of both the scalar and pseudoscalar field. In our
ansatz with 7 = x + ie PV we assume the kinetic term for the pseudoscalar to be of the
same form as in the type IIB example in 5.1.3. Since this assumption does not reproduce
our four-dimensional scalar potential, the kinetic term for the pseudoscalar is probably
more complicated.

5.2.3 The @Q-term

We now return to the case where we set v = 0 and try to reproduce both exponents in u
in the scalar potential. As we saw in the previous section in equation (5.52), it is possible
to generate only two distinct exponents from a superpotential with two terms. Starting
from the expression in (5.52) and changing v — u and  — « corresponds to instead
considering the case where v = 0 and the superpotential ansatz to be

W = ar{" + br". (5.55)
The scalar potential is
21 9
V =2Q% V&' — 42¢ Ve, (5.56)

so matching the exponents yields the equations

2 21
2 —2am = ——"=
o 63 (5.57)
2 _2an=-——L
@ V63

Solving for « in the first equation and substituting in the second then leads to two solutions

for n in terms of m
3v16m+7
n = 5 (5.58)
(\/16m T4+ ﬁ)

which needs to be solved for integer m and n. It is not obvious whether there exists integer
solutions to this or not, but using any numerical software it can be found that there are
actually a number of solutions. For the case where + = + the three lowest integer solutions
(m,n) are: (21,18),(35,31),(98,91). For + = — we have: (21,25),(35,40),(98,106).
Recall that we have already assumed that m — n is odd, and thus the lowest possible
integer solution to the above equation is m = 21, n = 18. As we saw in equation (5.43),
the prefactor is independent of m and n and we must thus also verify that the correct signs
are reproduced in this setting. As we have already concluded we have that a3/2 —3 < 0
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which gives us the negative term in the scalar potential. Fortunately, a?/2 —3 =1/2 > 0,
so we also get the correct sign of the Q%-term in (5.56). The overall scaling of the terms
can be determined individually by tuning a and . We find that

2 196

p2( 42 _3) = 40 B =
< 2 3> — 11

(5.59)

2
a2<a21 - 3) =2Q% = a2 = 4Q2.
So, in contrast to the case where v # 0, u = 0, it seems like we can obtain exactly our
desired four-dimensional scalar potential for the u-field.

5.3 Structure of the Kiahler Manifold and the Swampland

In light of our findings in this section, it seems like our ansatz must be revised in order to
produce the desired results. The ansatz for u, that is 7, = x1 + ¢~ "%, which parametrises
the upper complex half plane corresponds to the coset structure presented in 5.1.3. While
this ansatz yielded the desired results, we cannot be sure whether it is the correct structure.
The reason is that since the ansatz for v, 7 = ya + ie~??, is incorrect we do not know the
overall structure of the Kéhler manifold parametrised by the two complex coordinates. A
direct product structure, such as SL(2,R)/U(1)xG,/H, where G,/ H, is a consistent coset
structure for v, would imply that the solution we obtained for u could be used. However,
the Kéhler manifold could also be such that the u and v parts are not independent. For
example, one could imagine that the Kahler metric had one component dependent on both
fields, such as g11(u) but goa(u,v). Then the Kéhler potential contains mixed terms of u
and v and the above analysis would have to be performed much more carefully.

Unfortunately, the inability to reintroduce the pseudoscalars in the theory also hinders
any further investigation of the Non-AdS SUSY conjecture. One could try to experiment
with other complex structures for the v-field, but finding the correct one could be very
difficult. A better approach for future work would be to instead find the kinetic terms
for the pseudoscalars in some other way. Hopefully, one could do this by going back to
the full theory. Indeed, if one introduces the pseudoscalars already at the 11-dimensional
level, as we did for u and v, one could find the corresponding four-dimensional equations
of motion and from there construct the terms in the Lagrangian.
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Conclusions

In this thesis the compactification of 11-dimensional supergravity on the squashed seven-
sphere has been studied in the context of the Swampland program. After providing a
brief overview of the 11-dimensional theory, the geometry of a squashed seven-sphere was
reviewed. The compactification was done in the Freund-Rubin ansatz, which was shown
to lead to an AdS background geometry in four dimensions. By taking the scale and
squashing parameters of sphere to be spacetime dependent, we constructed an effective
four-dimensional supergravity Lagrangian containing a scalar potential. It was shown that
the potential features two perturbatively stable extrema, corresponding to the round and
squashed seven-sphere. It was argued that the extremum for the squashed seven-sphere
retains stability after orientation-reversing, a process which breaks all supersymmetry.
This contradicts the Non-AdS SUSY conjecture at a perturbative level.

In order to better understand this effect, an attempt to reintroduce pseudoscalar fields
coming from the 11-dimensional theory was done. The basic idea behind this attempt
rested upon the fact that complex scalars in supergravity parametrise Kahler manifolds.
The size and squashing scalars were combined with pseudoscalars to form two complex
coordinates, each parametrising the upper complex half-plane, which allowed for construc-
tion of the metric and potential of the Kéhler manifold. Taking a polynomial ansatz for
the superpotential and computing the scalar potential on the Kéhler manifold allowed for
comparison with the scalar potential from the compactification. The parametrisation of
the upper complex half-plane, corresponding to the coset structure SL(2,R)/U(1), was
seen to be consistent for the size parameter, but unable to reproduce the desired scalar
potential for the squashing parameter. Thus, it appears as one would need further infor-
mation of the structure of the Kéhler manifold in order to proceed with this method, as
the SL(2,R)/U(1) x SL(2,R)/U(1) structure used in this thesis is not correct.

Obtaining a better understanding of the squashed seven-sphere and any possible contradic-
tions with the Swampland program is highly interesting. Further studies of the perturba-
tive properties, as done in this work, is one possible way. Along the lines of this thesis one
could explore different coset structures of the Kéahler manifold or non-polynomial forms
of the superpotential. A somewhat different approach would be to introduce the pseu-
doscalars already at the 11-dimensional level, and explicitly see how they appear in four
dimensions. Such an approach could possibly be combined with the findings of this thesis
in order to provide a complete understanding of the structure of the Kahler manifold.
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A

Conventions

A.1 Indices and Gamma matrices

We use Greek letters for spacetime indices. Letters from the beginning of the alphabet,
a, B3, ... are flat indices, those from the middle of the alphabet, u, v, ... are curved. Spinor
indices are written with Latin letters, a,b,... for flat and m,n,... for curved. Note that
this means that m,n,... will almost never be used in these context. Instead they will
have a more standard meaning in compactifications, by describing the coordinates on the
internal manifold. Gamma matrices in eleven dimensions are defined by

{00, 17} = 2y (A1)

In the most general case, [ are 11-dimensional, I' are seven-dimensional and  are four-
dimensional. However, in parts where the work is done exclusively in 11 dimensions, I'
(no hat) is also used for the 11-dimensional ones. Antisymmetrised products of gamma
matrices are written

r = peran = plospes | ponl (A.2)

In four dimensions, 5 is defined as

v5 = iyOyly2y? (A.3)

The symmetries of 11-dimensional gamma matrices are taken so that

Dy = —yrimly for m=1,2,5

R . A4
Xy = 4grmly, for m = 3,4 .

for Majorana spinors. Since the flip of the spinors produce a minus sign from the anti-
commuting nature we will, for example, call ['*?® antisymmetric while T'* is said to be
symmetric.

A.2 Tensors

The Riemann tensor is defined by

R,uz/aﬁ(w) = Qa[uwu]aﬂ + 2“[ a|wwu]’yﬁ (A5)

Kl

Where w is the spin connection. If we solve the equation of motion for the spin connection
we will find
w0 = w0, (e) + K, (A.6)



A. Conventions

where K is what we define as the contorsion, and w(e) is the torsion-free connection.

The Levi-Civita symbol is defined as positive with upper indices'. Explicitly in four

dimensions
60123 = 1, £0123 = -1 (A7)

The Levi-Civita symbol can then be used to define the determinant of any matrix as

1
det M = —ﬁebl“'bDealmaDMalbl S MOPy (A.8)
These definitions are however only true if written in the local frame. In order to express
the Levi-Civita symbol in curved indices we use the following definitions

_ -1 al ap
€ur..up = € €ar..apCur  ---Cup (A.9)

ghl-hD = gg™Dg, M1 e, HP

with e = det e, and e~ ! = det e,”. Note that the symbol is not a tensor. It is sometimes
convenient to use the tensor description and thus we define

— Hi--pp — =1 p1...pup
€pr.ip = €Ep1.oup € =e ‘¢ (A.10)

Note that this means that the usual contraction identities can be used also for the tensor,
since the factors of e cancel. A general formula for contractions is

a1...anC1...Cp __

Earoanbl - bpE —plnldy " (A.11)

The Kronecker delta with multiple indices is defined by

07 = 07,0 (A.12)

The covariant d’Alembertian operator acting on scalars is defined by

1

e

Oy (v/=99"0,6) (A.13)

!Comparing to Supergravity [22], this corresponds to s5 = —1
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