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Abstract

Today, industries are working towards Industry 4.0 and smart factories with robots
controlled by artificial intelligence. Smart factories are especially applicable to in-
dustries where a high product variation is common. Furthermore, some robots in
smart factories have to collaborate with human workers. A digital twin of the man-
ufacturing process can then be created and used to check whether the robots can
indeed operate safely in the presence of the human workers.

The aim of this thesis to enable human-robot collaboration in smart factories by
developing a decision framework on top of some existing software packages. Firstly,
we track the movement of the human worker with IMU (Inertial Measurement Unit)
sensors attached to the worker. Secondly, we replicate the movement in a virtual
environment by updating both pose and position of the worker’s digital twin, using
the measured data. Thirdly, our decision framework continuously predicts the next
movements of both the human worker and the robot. Whenever the human worker
violates the minimum distance to the robot (i.e., risk colliding with the robot),
an existing software package uses the digital twins of both the worker and the
robot to calculate a collision-free path for the robot. Finally, the robot receives the
new collision-free path and executes it to avoid collision with the human worker.
Consequently, we can guarantee human-robot collaboration without worrying about
the robot causing injuries.

Keywords: Human-robot interaction, Human robot collaboration,
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1

Introduction

Today, we are entering Industry 4.0 [29] in which artificial intelligence controls the
robots with very little input from human operators. Industry 4.0 introduces what
is commonly referred to as the “smart factory” (i.e., “a manufacturing solution that
provides such flexible and adaptive production processes that will solve problems
arising on a production facility with dynamic and rapidly changing boundary con-
ditions in a world of increasing complexity” [42]). For decision makings within a
smart factory, it is essential that digital twins [40] (i.e., digital replicas of physical
assets, processes and systems) are deployed.

Currently, the cages surrounding industrial robots are often used to separate them
from human workers. Although some industrial robots are deemed safe enough to
be operated outside the cages and in the presence of human workers, they are often
programmed to decrease speed as a human worker approaches and stop if the worker
is in the danger of colliding.

Furthermore, nonrepetitive tasks in an assembly line are often carried out by hand.
In a smart factory, this work can be executed with robots controlled by artificial
intelligence either without or in collaboration with human workers. During collabo-
rative work, it is vital to avoid collision between the robot and the worker. This can
be achived by mapping the movements of the worker and the robot to their digital
twins, who are used to detect and avoid future collisions by changing the robot path.

1.1 Overview of Approach

First, we established a high-level planning system consisting of three main parts:
human tracking, control and path planning of the robot, and a decision algorithm
that includes a prediction part. A digital real time representation of the working
station, including a human worker and a robotic arm, is created in IPS-scene to
enable path planning for the robot.

The human is mapped to the digital environment using inertial measurement units
(IMUs) from Xsens and the Xsens MVN software. We created two manikins (i.e.,
digital twins of the human): one MVN manikin and one IPS manikin, with two

3



1. Introduction

different skeleton models. These two manikins are connected to each other through a
program implemented at FCC. Using recorded motion sequences, different mappings
between the skeletons were evaluated. The precision of the tracking performed of
the Xsens system was tested to determine whether a complementing tracking system
is required.

The robot path planning tools in IPS were evaluated to find appropriate path plan-
ning tools that are both fast and accessible via the communication language LUA.
Furthermore, the decision program communicates between IPS and URSim, which
is a program used to simulate a Universal Robot. We implemented an algorithm
that can retrieve the path from IPS, convert it to robot code, and send it to URSim.
Since the path planner in IPS does not consider changes in velocity, acceleration,
or jerk, the constant velocity approximation was evaluated to determine whether a
more advanced motion model is needed. Moreover, the path planner was tested in
different scenarios to determine the average time it takes to generate a new path.

The time critical decision system is supported by predicting movements of the robot
and the human motions. The prediction of the robot was developed in close col-
laboration with the path planning since information about the future robot path
is required. When choosing the method to visualise the robot, our main priorities
were speed and flexibility.

The human prediction requires information regarding the manikin skeleton model.
Hence, the model was investigated to find the necessary joints to enable a good
estimation of the future human pose, and how that pose can be sent to another
IPS scene efficiently. Moreover, a Kalman filter was used to estimate the velocity
from the humans pose and position. Then a constant velocity model was used to
calculate a prediction of the selected joints. Finally, the predicted pose was used
to detect violations of the minimum distance between the human and the robot, by
executing an LUA script that moves the manikin to the predicted pose and let a
simulated robot step through some seconds of the future robot path.

Whenever the prediction algorithm detects a violation of the minimum distance to
the human, a new path is calculated. Moreover, the decision algorithm communi-
cates with the prediction, path planning, and robot simulator URSim.

1.2 Contributions

For human-robot collaboration (e.g., when a robotic arm operates close to humans),
the safety of the human workers is paramount. Hence our work aims to develop a
system that avoids collisions by controlling the robotic arm and tracking the human
movements. We use digital twins of both the robotic arm and the worker to compute
the distance between them and calculate new paths for the robotic arm whenever
necessary.

4



1. Introduction

Often system tracks the movements of the human worker with IMUs. We used the
Awinda IMU-system from Xsens because it is a non-optical tracking system. Hence
no line of sight between the Xsens receiver and the sensors placed on the body of
the worker is required. The Xsens sensors are capable of capturing full 6 degrees of
freedom (DOF) motion of the body segments. However, these sensors suffer from
drift. For example, the digital twin of the worker may move slowly in the virtual
environment even though the worker was standing still the whole time. In this
thesis, a simulated robot is used hence the human can compensate for the drift by
moving in the real world.

Furthermore, we implemented an algorithm that decides if and how to calculate a
new robot trajectory. The decision is based on not only the current distance between
the worker and the robot but also distances between a predicted state of the worker
and the robot’s future states along its path. Our prediction algorithm approximates
the future human pose uses a constant velocity model. Since only the position of
the worker is known (i.e., his/her velocity is unknown), the worker’s position and
arm joint angles are filtered through a Kalman filter to approximate velocity values
for the prediction algorithm.

Here are our main contributions:

o We developed an algorithm that uses existing online trajectory planning for
robots to quickly generat a new trajectory.

o We built a framework to enable real-time collaboration between human and
robot.

1.3 Related Work

In a general review of human-machine cooperation for assembly operations from
2009 [25], the authors concluded that a safe workspace is essential. To ensure this,
continued research regarding sensors and a cooperation method where multiple hu-
mans are supported by one or more systems are required.

Among the reviewed articles in [25], a common decision strategy is to stop the robot
if a minimum distance between the robot and the human is violated, such as the
distance measured by a tracking-vision-chip in [13].

Safety strategies for human-robot collaboration can be divided into pre-collision or
post-collision [19]. Post-collision safety strategy aims to minimise the injury the
robot causes if it collides with a human. However, it is better to avoid the collision.
Pre-collision safety strategy aims to detect obstacles using sensors and stop the
robot. Additionally, it is mainly pre-collision safety systems that are explored in the
context of decision systems and path planning for collaborative robots.

Requirements and architecture for human-robot collaboration in production systems
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are discussed in [60]. The requirements concern the human interface and aspects
about the robot behaviour. The human should be able to communicate with the
system using a trivial interface, and the system should have access to the informa-
tion which could be used for task planning. The proposed closed-loop architecture
includes collision detection, task planning, control of the robot, and “Worker Assis-
tance modules”. The proposed system for collision detection includes a 3D digital
twin model updated by sensor information. The planning of the tasks and the robot
dynamics is done in a 3D environment and converted by TEC-61499-based function
blocks to robot code. The aim is to create user-friendly and ergonomic interaction
to the “Worker Assistance modules”.

A similar approach that focuses on task planning is used in [41]. The human motions
are, while performing tasks, visualized as sweeping volumes with uncertainties which
are used when choosing among the robot trajectories. The approximated execution
time for each trajectory together with the uncertainty of the duration and the risk
of collision, is used in the task planning to find a feasible solution that minimises
the cycle time. The model of the human’s tasks is probabilistic and integrated with
the motion planning for the robot. The order of the robot tasks and trajectory are
calculated through an iterative process which results in a more flexible scheduling.

In [59], an active collision avoidance is described, where the system visualises the
collaborative scene as a virtual 3D model, the robot is tracked by information from
the robot controller, while two Kinect cameras track the human. The distance
between the human and the robot is measured, and then used to choose between
four robot control strategies. These strategies are:

1. If a human enters the area near the robot, the human is alerted with a sound
and the robot speed is limited.

2. If the human enters within the next safety area, denoted by the hazard zone,
the robot is stopped.

3. If the human has entered the hazard zone but keeps approaching the robot, it
starts to move away from the human.

4. If the human is within the hazard zone but the robot trajectory can be adjusted
to enable the robot to continue its work, the new trajectory is sent to the robot.

By using these strategies, the robot is adapting to the human movements. Once
the human has moved out from the hazard zone, the robot continues from where
it was interrupted. The developed method for control is integrated with the Wise-
ShopFloor framework [58] that is used for real-time monitoring of manufacturing.

A similar method for active collision avoidance is described in [10]. To track the
human, an inertial motion capture suit is used together with an Ultra-WideBand
localisation system. The tracking data is used to create a digital twin by moving
a virtual human, represented as a manikin made out of a hierarchy of bounding
volumes. A similar model is used for the robot that is moved by following the joint
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values from the robot controller. Finally, the robot is stopped if a violation of the
minimum distance between the manikin and robot occurs in the virtual environment.

Another approach is to use both vision and physical contact with the robot to make
decisions and for the control of the robot. This approach is applied in [6] to a
position controlled robot and an admittance controller in an assembly environment.
The robot has an initial path and can switch between active and passive behaviour.
To activate the switch, the system either uses camera information or detects a force
applied to the robot. The camera information can both stop the robot and trigger
different operations. The contact forces are used to start or end an assembly and for
safety function such as changing the robot trajectory to avoid a collision or stop the
robot if the applied force is too high. This framework reduces load for the operator
and makes assembly safer.

Robot behaviour can also be changed by using methods from [24], where the robot
reacts instantaneously to unforeseen events using an online trajectory-generator.
The control system switches between “trajectory-following motions, sensor-guided
motions, and sensor-guarded motions within one framework”.

1.4 Ethical Aspects

1.4.1 Sensors

Figure 1.1: A set of motion tracking sensors attached to the bodies of two human
workers.

The usage of new technology brings a lot of opportunities, but it also comes with
ethical dilemmas. The ethical considerations should be reflected when using robots
and sensors.
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The sensors can be use in an industrial environment to prevent repetitive strain
injuries, for example, the ergonomics in the work environment is essential. By
analysing IMU sensor data from daily work with an ergonomic model, one can find
improvements that for example reduce the risk of strain injuries. Or it can be
detected that the cycle time needs to be increased to enable the worker to perform
a task ergonomically.

The sensors could also be used to track motions and monitor how a human worker
is moving in the workstation and thereby make sure that all the tasks are performed
so that the number of production errors is reduced.

Unfortunately the workers can regard the usage of sensors as intrusive and stressful,
since the sensors data also can be used for monitoring and control. Consequently,
the purpose of the sensors must be clear for the involved workers. There are also
some practical problems with the sensors if used daily, for example, that they must
be easy to attach, ware, and calibrate. A solution could be to integrate the sensors
to the worker’s clothes but they still must be calibrated frequently.

1.4.2 Human and Robot Collaboration

The robots are mainly used to carry out repetitive tasks and work in environments
dangerous for humans. In a human-robot collaboration senario, the robots can be
used by the human worker as a flexible tool to help with carrying heavy items
or execution of repetitive tasks, while the worker focuses on complex tasks the
robot cannot solve. In a production line that produces multiple models of a specific
product due to customer demands, a collaborative robot is ideal since it can adjust
and change paths and tasks depending on the current product.

The robots are not only used in production but also entering our homes since they
are starting to adapt to changing environments. Here the robot can be a flexible
companion, helping with daily care and support a human as he or she moves in
and out of bed, takes a shower, or prepares a meal. By using robots in the care of
elderly, the human staff can focus on other things such as specific needs and wishes,
for example, help in discussion of treatment or with making planes for visiting
relatives and friends.

1.5 Outline

An overview and a general description of the problems solved in this thesis work are
explained in detail in Chapter 2.

The theory for human tracking and creation of virtual human representations are
explained in Section 3.1. This section also contains a description of IMU sensors
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and how the humans are represented as manikins when using Xsens MVN Analyze
and IPS.

The UR robot used in this thesis, its control system, and theory about generating
new paths are explained in Section 3.2.

In time critical real time systems like this, predictions of the human and the robot
can be performed to foresee violations of the minimum distance between human and
robot. The prediction algorithm is explained in Section 3.3.

Concept and implementation of a collaborative robot system are described in Section
4. More specifically, the framework behind the program architecture and the decision
process are described, such as how the decision process controls the calculation of
new paths and the robot.

The collaborative robot system is evaluated in Chapter 5. A general discussion is
made in Chapter 6 whereas conclusions and future work are found in Chapter 7.
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2

Problem Description

The aim of this thesis is to enable human and robot collaboration in an assembly
environment, where the robot follows a path between specified positions and adjusts
the path whenever blocked by the human worker. To adjust the robot path the
human and robot intentions are essential, hence they should be represented in a
virtual environment so that their digital twins can be used to recompute the robot
path when necessary.

Consequently, a framework that communicates with existing software and systems is
required to enable adaptive path planning for the robot. Three main software blocks
are used to enable adaptive path planning: the Xsens system, IPS, and URSim. The
Xsens system consists of a sensor suite and the software Xsens MVN Analyse that
together is used for tracking of human motions. For collision detection between
the human and robot and path planning the framework use IPS. This program has
previously been used to represent reality in a virtual environment, referred to as
a digital twin. Moreover, IPS can be used to visualize industrial cells, generate
efficient robot paths in narrow environments, measure distances, detect collisions,
and simulate human movements based on a kinematic model [50, 39]. URSim is a
program for simulating the real robot behaviour, where instructions are handled in
the same way as the real robot and the robot motion can be monitored and streamed

- ;;;'r‘ A

$

Real World IPS Real-time IPS Prediction
Robot Decision
Controller Program

Figure 2.1: Overview of the main framework.
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to other software blocks.

The communications between the programs are minimised to speed up the frame-
work since the system has to be fast to handle real time situations. The communi-
cations can be described as shown in Fig. 2.1. The pose of the human is tracked
and visualized in IPS, together with the robot positioned in the same joint configu-
rations as the simulated robot. Next, an algorithm uses this real time information
to generate new paths when a collision is likely to occur. To detect collisions, a
prediction algorithm based on the properties of the manikin and the current robot
path is used. It also compensates for the delay in the framework.

The decision program retrieves the distance between the robot and the manikin both
from the real time visual representation and the predicted position of the human
worker. This information is used with the current robot configuration to decide if
and how to change the robot path. The decisions have to handle different situations
and avoid deadlocks. Furthermore, it is essential to use the path planning algorithm
in IPS efficiently since it is time critical to find a new collision-free path. Therefore
it is desirable to only re-plan the necessary parts of the path and find a sufficient
solution fast.

12
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Theory

This chapter covers both the basic theory regarding human tracking and represen-
tation as well as the robot representation and control.

3.1 Human Tracking and Representation

To enable human and robot collaboration, the system controlling the robot needs to
know the position and pose of the human. To that end, the human is represented in
the same digital environment as the robot, and the human is tracked using an IMU
tracking suit from Xsens. The recorded data is filtered and linked to the manikin
in the Xsens software MVN Analyze. Then the positions of certain manikin body
parts are mapped to another manikin represented in the IPS module Intelligently
Moving Manikin (IMMA). Since the robot is also mapped into IPS, the digital twins
of both the human and the robot are represented in the IPS environment.

The human representation in IMMA uses a mathematical model that can synthesize
collision-free and ergonomic motions. The base of the model is the human skele-
ton which consists of bones connected with joints. Due to the differences between
individuals regarding mobility in joints and the length of the bones, a manikin is
created for each human worker using his/her measurements of different body parts
in order to enable a good representation.

3.1.1 Track Human Movements and Human Representa-
tions

To track human motions, two different sensor technologies can be used: the im-
age based and the non-image based methods. For image-based methods, markers
or colours are commonly used to visually identify the position of the humans and
objects tracked by cameras in the environment. Unfortunately, single-camera ap-
proaches have limited view angle, depth recognition, and it can occur problems
because of occlusion [5]. However, single-camera implementations are still used, for
example, methods in [23, 33| recognise high-speed hand gestures with the use of a
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camera and specially designed processors for visual computing. Another option is
stereo camera vision, where two cameras can be combined to create a 3D view. How-
ever, multiple cameras increase the complexity and need additional calibration [33].
A stereo camera implementation presented in [26] is used to improve human detec-
tion by combining three cameras that support colour recognition in a triangulation.
Multiple cameras can also compensate for the occlusion.

Another image based tracking technology is depth sensors. This technology is es-
pecially useful when the light is low or unreliable, or when multiple objects have
the same colour in the environment. A method within the area of depth sensors is
to measure the time for the light to travel and be reflected. It is time efficient but
limited by the light power and reflection of surfaces [33]. A review in [51] present
methods for hand gesture recognition with depth sensors.

Continuing to non-image based approaches, which include accelerometers and gyro-
scopes that are difficult to calibrate and setup. A setup based on accelerometers and
gyroscopes are therefore not a trivial chose for tracking in manufacturing environ-
ments [33]. They are, however, used by [9] to follow human motions and map to a
human representation of bounding volumes in a 3D environment. Another wearable
non-image method is to use electromyogram sensors. It is for example used in [46]
for gesture recognition. They use sensors that are band-based and measure elec-
trical activity produced by skeletal muscles together with micro-electro-mechanical
systems (MEMS) to track the human pose.

WiTrack and RF-Capture system [22] track human motions using radio frequency
(RF) signals reflected from the human. The RF signals can reach through walls and
are therefore not limited to track the human in areas visual for the sensor. Moreover,
these tracking systems can identify different limbs and distinguish human workers
from each other.

Since the sensors have different limitations, one may benefit from combining them.
A work that uses different kinds of sensors is presented in [61], resulting in a “multi-
source heterogeneous vision perception framework”. This tracking system consisting
of RGB-D cameras, binocular cameras, two monochromatic IR (infrared radiation)
cameras, and three infrared LEDs (Light Emitting Diode). The RGB-D cameras
produce a 3D point cloud by using both colour detection and depth information,
while the binocular cameras are used to track hands and fingers. The framework is
computationally expensive, but by using the sensors together they can compensate
for the sensors’ limitations and produce a good result according to the authors.

To enable the creation of a virtual representation from sensor measurements the
information must be extracted, for example, by different learning algorithms sush
as Support Vector Machine (SVM), Artificial Neural Networks (ANN), and Random
Decision Forests (RDF). Moreover, these methods can identify patterns in the raw
data [33], unlike visual feature methods. A method described in [56] use a Deep
Neural Networks (DNNs), where the regression problem is formulated to identify
human poses from joint coordinates. Furthermore, the used generic convolutional
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neural network (CNN) is mainly developed to fit classification problems but has
also proven to be suitable for human pose recognition. In [55], the information
is extracted by a randomised decision forest classifier (RDF) operating on depth
images. This system combines a labelled dataset generation method, a convolutional
neural network, and inverse kinematics to determine the human pose.

The representation of humans in the virtual world can be done with multiple meth-
ods. Furthermore, human motions are often described by simplified models to de-
crease the calculation time. The representations can be a point clouds as done in
[61]. Another method is to use bounding volumes linked by a kinematic model where
each bound volume represents a human body part. Unfortunately, uncertainties are
created by using the simplified models and by tracking motions with sensors. One
of many methods to represent the uncertainties is to change the size of the bounding
volumes proportionally to the velocity of the limb and dependent on the sampling
time [9].

3.1.1.1 Inertia Measurement Unit

Cameras have been used in a previous work at FCC to capture the movements of
a human. In that work, occlusions were the main problem [5]. Instead, Inertia
Measurement Unit’s (IMU’s) can be used to track linear and angular motions by
combining data from the different sensors within them. Each IMU has a triad of
gyroscopes, a triad of accelerometers, and a 3D magnetometer. The IMUs used are
developed by Xsens.

A basic gyroscope uses a rotating mass (rotor) attached to two gimbals mounted in
a frame as shown in Fig. 3.1. The construction makes it possible for the rotor to
change orientation in space independent of the frame. When the rotor is spinning,
it can rotate the frame while the rotor keeps its orientation due to inertia. Another
gyroscope construction often used in electronics consists of a mass attached to the
sensor body by springs. By rotating the sensor, the Coriolis force, that affects the
mass, creates a compression of the springs in correlates to the angular velocity. The
angular velocity can be further integrated to retrieve the current angle of the sensor
and enable tracking of orientation changes of the sensor frame. Unfortunately, the
integration of measured data is associated with drift problems. To mitigate, the
data from the gyroscope is used with the data from both the accelerometer and
magnetometer.

Similar to the gyroscope, the accelerometer has also a built-in weight that can move
relatively to the body of the sensor as shown in Fig. 3.2. The inertia of the weight
creates a distance shift between the weight and the body of the sensor when the
sensor is accelerating. This change of distance is used to calculate the acceleration
by measuring the spring compression as electrical differences. When the sensor
moves with constant velocity or is in freefall, it is only affected by one acceleration
(i.e., the gravity 9.82m/s?). By integrating the acceleration, the velocity and the
position can be calculated. Similar to the gyroscope, the accelerometer has also
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Rotor

Inner gimbal
Outer gimbal
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Figure 3.1: A gyroscope consisting of a rotor attached to gimbals in a frame.

Frame

Spring

Spring

Figure 3.2: An accelerometer with a weight that can move within the sensor.

drifting problems.

There are multiple types of magnetometers. One concept is to apply an electrical
current through a conductive material and detect magnetic fields by measure the
current change. For applications that use IMUs to find the position and orientation,
the magnetometer is used to measure the magnetic field of the earth since that
information can be used to orientate around the axis parallel to gravity [45]. Hence,
surrounding metallic and electronic objects can disturb the sensor.

The measurements from the different sensors are filtered to compensate for problems
related to the different measurement techniques. Research from 2009 regarding ori-
entation estimation with IMU’s indicates “Orientation estimation was poor with the
quaternion filter, for the Kalman filter results were acceptable, despite a systematic
deterioration over time (after 20-30 s)” [11].

Filters such as the Kalman filter use a measurement model that approximates the
reliability of the sensor and a mathematical model that describes the motion of
the measured object. By processing real time and previously measured data with
these models, the state estimation can be improved. Because of the usage of older
measurement data the filter has to collect some measurements before it can provide
reliable output. Hence, it neglects a short period of magnetic disturbance. Un-
fortunately, magnetic disturbance remains for a while after the sensor has left the
magnetic field if it has been there long enough [11]. The measurements should,
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therefore, start in a “safe” area and the sensors cannot stay in a heavily distorted
earth magnetic field longer than 20-30 seconds without affecting the filter.

Moreover, the magnetometer data can be used by a Gaussian Process Simultane-
ous Localisation and Mapping framework to improve the position estimation [7].
However, this system cannot yet handle changing magnetic environment such as a
production assembly line where multiple electrical objects are present and moving.

3.1.2 IPS Manikin

The usage of the IPS-module IMMA is mainly to create assembly motions for
manikins and the assembly parts that are collision-free and ergonomic. For example,
the manikin model can be used to measure how ergonomically correct different body
positions are and thereby find critical poses to analyse further. It is also used to
simulate and analyse the operations in an assembly line.

Each IMMA is created by defining the length of different body segments or by
choosing this from a database over measurements from different populations. For
example, one can analyse the effect of different anthropometric on ergonomic mo-
tions by creating multiple manikins with different anatomy from the database. The
manikins biomechanical model is built up in a hierarchical tree structure with 82
segments and 162 joints.

To control the manikin, one can use control points along with the corresponding
constraints such as a position and/or an orientation.

Then the manikin is moved to the pose with the lowest comfort loss given the con-
straints. The optimisation formulation used to calculate the comfort costs considers
both joint angles and joint torques. However, the forces such as contact forces and
gravity are also taken into consideration, for example, to balance the manikin [3, 18].
Whenever a solution is unfeasible due to multiple constraints, the manikin is moved
to the pose that minimises the mean-square error.

In IMMA a manikin is represented not only as a biomechanical model but also as
a collision model and triangular mesh (see Fig 3.3). The collision model is built by
rectangular swept spheres (RSS) structured in hierarchies to enable fast distance
calculations. Hence, it is used for to compute distances when the scene changes.
The triangular mesh representation, with 40000 triangles, is mostly used for visu-
alization, but also for distance calculation during path planning.

3.1.3 Xsens Manikin and Software

For tracking of human motions, the Xsens motion capture system MVN Awinda is
used. It consists of 17 wireless motion trackers placed at the pelvis, stern, head,
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Figure 3.3: Different visualisations of the IPS manikin, from the left: stick figure
with control points marked, triangular mesh and collision model.

shoulder blades, hands, feet and upper and lower arms and legs [53] as shown in
Fig 3.4. The Xsens MVN software filters the sensors data and uses a biomechanical
human motion model to move a manikin according to the input. The biomechanical
model consists of 23 segments connected by 22 joints and can help with correction of
drifting measurement data since it also correlates the position of the sensors to each
other. To create a biomechanical model, the user has to provide measurements of 10
specified body parts. The sensor data are used to identify position and orientation
of each joint which together with the length of all segments can be used to create a
3D visualisation of the motion [45].

By recording the resulting manikin movements in Xsens MVN Analysis, the real
time human motions can be saved for later usage. The program can also stream
either saved or real time movements over a network to another computer as well as
export the saved motions. Hence, other software such as IPS can use the data.

3.1.4 Summary

We use IMUs to track a human’s linear and angular motions of different body parts.
The collected information from the different sensors in the IMU is filtered to mitigate
the drift problems associated with each sensor type.

The software Xsens MVN Analyse can be used to track and represent human motions
digitally. To enable that, data from a set of IMU sensors fixed to a human are filtered
and linked together by a biomechanical model. By using the result in the IPS-module
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Figure 3.4: A human wearing the Awinda tracking suit with the 17 sensors marked.

IMMA, the ergonomically best manikin pose can be calculated. Furthermore, IPS
can not only compute distances between the manikin and the robot but also plan
path for the robot.

3.2 Robot Path Planning, Control and Simula-
tion

By using our framework for human tracking, one can represent a human worker in
an IPS-scene along with a robot. The IPS software supports kinematics and path
planning functions for several robot types. One of them is the collaborative UR10
robot, produced by Universal Robots (UR). In industries, the UR robots are used
for different tasks such as packaging, plastic, and polymer production, testing, screw
driving, and polishing. During our evaluation tests a simulator called URSim is used
instead of a real robot and the instructions are sent by a ZeroM(Q connection.

3.2.1 Universal Robotics UR10

To evaluate the developed framework and decision algorithm, it is tested using a Uni-
versal Robot UR10 as shown in Fig. 3.5. With a maximum payload of 10-kilograms,
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Figure 3.5: The collaborative UR10 robot with its angle limitations for the six
joints.

the robot arm can reach positions within a radius of 1.3 meters. Furthermore, the
robot arm is TUV-certified (i.e., it fulfils the safety requirement that enables it to
work in an environment near humans). The safety system includes built-in force-
sensing that automatically stops the robotic arm when it collides with a human or
obstacle, but it cannot detect an obstacle in advance and prevent a collision [43].

The software URSim was developed by UR for simulation of their robots such as
the UR10 robot. URsim can provide different information such as the current con-
figuration and velocity during the simulation of the UR robot. Unfortunately, the
simulation of the robot dynamics due to inertia is limited. However, the result is
sufficient for representing the controller’s behaviour, test control concepts, and al-
gorithms. A method to control either the simulated or the real robot is to send
robot instructions through a network link. Therefore a switch between the alter-
natives can be done by changing the IP-address of the network link. All joints of
the UR robot can move £360° [44], but some special joint configurations result in
self-collision. The third joint of the UR10’s robotic arm has therefore its rotations
limited to +153° in IPS. Similarly, the fourth joint is limited to between —227 and
47° as shown in Fig. 3.5.

The simulated robot is controlled based on a set of “move joint” (movej) instruc-
tions sent to the controller using ZeroMQ. An instruction consists of angles for the
six joints, a maximum joint speed with a default value of 1.0471975512 rad/s, a
maximum acceleration with a default value of 1.3962634016 rad/s*, and a motion
blending radius. The robot controller uses the input to create a trajectory between
the joint values in the set [44]. All motions along the path are linear in joint space
(i.e., each joint moves linearly between the waypoints defined by joint angles) as
shown in Fig. 3.6. The joint speed between two waypoints is therefore determined
by the joints that rotate most during its motion. That joint is the limiting one and
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Figure 3.6: The robot path consists of a set of joint configurations. These configu-
rations are denoted as waypoints and are shown as orange robots. The positions of
the robot’s joints are linearly interpolated between the waypoints.

rotates with the maximum speed defined by the input, whereas the rest of the joints
are adjusted to reach the waypoint at the same time as the limiting joint. Further-
more, the blend radius determines the maximum distance from the waypoint the
robot is allowed to move as shown in Fig. 3.7. When the robot is approaching a
waypoint and start to move towards the next one, a blending is required to ensure
that the robot does not reach a singularity in the waypoint. An increased blending
radius enables decreased deceleration and acceleration zones as well as increased
robot speed throughout the path.

3.2.2 Path Planning

The foundation and basics for most robot path planning methods are summarised
in [31], but much has happened in the area since then. A survey by [38] covers
and classifies the latest research about robotic motion planning in dynamic envi-
ronments. The path planning algorithms usually minimise the path length, such
optimisation in operational space requires complex and time demanding solutions
of inverse kinematic. Therefore most algorithms use joint space instead, especially
for real time systems that require fast solutions. Hence sampling-based techniques
are useful in real time systems since they are known for their speed and simplic-
ity. The sampling-based algorithms need fast and efficient methods for collision
detection, nearest neighbour/graph search and graph representation, like the Prob-
abilistic Roadmap Methods (PRM) and Rapidly-Exploring Random Trees (RRT)
[18]. The PRM method first positions the robot in random joint configurations and
saves the collision-free ones. Then two samples are gathered in a pair if there ex-
ists a collision-free path linear in joint space between them [4]. The RRT method
can be bi-directional and can be described as two trees connected through their
branches, the tree trunk are the goal and start configurations while the connections
are collision-free paths linear in joint space between them. Each algorithm iteration
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Figure 3.7: Blending radius between two paths segments is added to avoid singu-
larities.

begins with expanding each tree towards a random configuration called attractor to
find a collision-free path and continues until the trees branches overlap [30]. Both the
PRM and the RRT algorithms are stochastic. This means that different solutions
can be found every time and it’s hard to predict the behavior of the path plan-
ning. Stochastic algorithms are therefore not wanted when working with industrial
solutions.

The path planner used in IPS is instead inspired by both of these algorithms to
create “a deterministic path planner that adaptively adjusts a grid in the configu-
ration space” [35]. It has planned paths for many different projects, such as weld
load balancing in multi-station sheet metal assembly lines [49] and optimisation of
robotised sealing stations in paint shops [35].

3.2.3 Path Planning in IPS

A generated path is constructed by waypoints which the robot moves linearly in
joint space between as shown in Fig. 3.6. The waypoints can be defined either as a
position of the TCP (Tool Centre Point) in the Cartesian coordinate system of the
scene or as a specific joint configuration for the robot. The waypoints defined with a
TCP position can be reached by multiple joint configurations as shown in Fig. 3.8.

22



3. Theory

Figure 3.8: All the robot representations, where one configuration is highlighted,
share the same TCP position.

Therefore, all the collision-free joint configurations that fulfil the required position
for the TCP are calculated using inverse kinematics. Waypoint defined by a joint
configuration is accepted as long as it is collision-free.

The next step is to generate an optimal path between the waypoints with the joint
configurations as input. The robot motion between two waypoints is linear in joint
space, hence the path with shortest angular movement is optimal. Therefore the
path planner minimises the joint rotations by changing the order of the robot visiting
the waypoints. For waypoints defined by a TCP position, the planner can also choose
among those waypoints’ multiple joint configurations. When a collision-free solution
cannot be found due to obstacles, the path planner can insert one or multiple via
points, even though this increase the complexity and calculation time.

The generated path consists of joint configurations in a specific order. From that,
the robot controller creates a trajectory with blend zones between the configurations.
Therefore, it is likely that the robot has an offset from the planned path at waypoints,
especially if the robot is programmed to move fast and not slow down much at all
waypoints.

3.2.4 Summary

The URSim simulator includes a controller that can generate a trajectory for the
robot based on instructions. These instructions is a set of numbers that describe
joint configurations. It is the path planner that finds this configurations and assures
that collision free paths can be found in between them. It calculates path-segments
between two waypoints and adds new joint configurations in between if a collision-
free path segment can not be found. To enable fast movements between these con-
figurations and make the transition smooth, blend zones/radius are created around
the waypoints.
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3.3 Prediction of Human Movements

To avoid collisions, we predict movements of both the human worker and the robot.
After placing the virtual representations of the robot and the worker in their pre-
dicted poses, the distance between them is measured. The system takes actions if a
collision is imminent (e.g., calculating a new path for the robot).

Since the robot’s path is known the system can approximate its future trajectory
with a constant velocity model. However, it is difficult to predict the next move of
the human worker because his/her goals and intentions are unknown. To solve this
problem, the constant velocity model is combined with a Kalman filter where the
worker’s measured position and his/her velocity computed by the Kalman filter are
sent to the constant velocity model as input.

3.3.1 Human Prediction

Since the robot’s movements influence the behaviour of the human worker around
it, making decisions on how to change the robot path to avoid collisions is complex.
In many decision systems, a prediction of the human is performed and used for
these decisions. There are several methods for human prediction. One option is to
use fixed assumptions and a model that describes how a human generally moves in
the particular environment. Another option is learning-based prediction where the
system is updated continuously. Alternatively, a network trained in advance can be
used to approximate the human’s motions [27].

3.3.1.1 Fixed Models

Since fixed prediction models do not learn from experience, they can only be applied
to predict a limited number of behaviours. Despite that, several publications use
simplified prediction models that, for example, make approximations that the human
moves in the same direction with constant speed [27]. These simple models can also
be expanded to include other behaviours such as a reduction of speed when walking
in a curvature [15] and combining the facing and motion vectors using Qualitative
Trajectory Calculus schema [16]. The idea behind the latter is to match the current
motion with a similar prerecorded one from a library, containing motions where
the human turns in different directions. Furthermore, the system in [16] uses the
prediction together with the distance between the robot and the human to change
the behaviour of the robot.

The algorithm in [14] performs two predictions during each iteration. After pre-
dicting the current motion one step ahead, the human’s end position is predicted.
Moreover, they use a Partially Observable Markov Decision Process (POMDP) to
make decisions regarding how to move the robot based on the predicted intention
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of the human.

These basic motion models can be extended with obstacle avoidance and thereby
correct the human prediction if a collision with obstacles in the surrounding is im-
minent. Potential fields are, for example, used for this purpose in [20] where the
potential field results in a repellent force that acts on the human. Instead of enabling
interaction, this method can be used to surround targets with attractive fields. An-
other option is presented in [20] where positive fields encourage the human prediction
to move forward by acting as straight lines in that direction. Similarly, forces can be
used to simulate ethological and human factors such as social rules. In [36], social
rules are applied to the prediction as attractive and repulsive forces. Approach in
[1] considers also multi-obstacles. They present a method that uses Monte Carlo
sampling along the predicted path for all the humans and robots in the environment.
The trajectory that minimises that the probability of a collision is then chosen to
avoid a collision.

Another prediction method that uses stochastic processes and an occupancy grid
map for human prediction is presented by [52]. The grid cells represent the area the
human works at. The future steps are predicted by calculating the probability for
moving from the current cell to the surrounding. This model represents uncertainties
since all the surrounding cells are evaluated. Instead of a grid, the predicted human
can also be represented with Gaussian distributions represented as elliptic areas
[28]. The methods in [28] and [57] both include long and short time planning.
Unfortunately, the “freezing robot problem” can occur if the uncertainty areas grow
too much and block the robot. However, by using a model that captures “the non-
Markov nature of agent trajectories” [57], the problem can be solved.

3.3.1.2 Learning Algorithms

Learning algorithms are usually trained on prerecorded data such as a set of recorded
human motions. The evaluation of these prediction algorithms is often fast. A widely
used concept is Neural Networks (NN) which mimics the human brain [37]. An NN
is, for example, used for both one-step and long-term prediction in [14], where
the NN is used together with an observable Markov decision process (OMDP) to
determine the goal position of the human.

The framework Spatial Behaviour Cognition Model (SBCM) [8] is an algorithm
based on social behaviour. The idea is to use a library of human motions with an
algorithm that recognises behaviours for prediction in an arbitrary environment.

A similar framework presented in [48] observes human motions and considers the
variation between individual operators. For example, if an operator has performed
something once, it is likely the operator performs that task again and in the same
order. The robot can then approach the human based on the observed behaviour
and the previous knowledge. There are multiple systems developed for robots to
approach a human. The algorithm in [17] detects if the human intends to interact
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and places the robot at an appropriate location. The method in [20] learns the
framework from previous interaction experiences and changes its behaviour over
time to better adjust to that human.

The framework presented in [2] can also learn patterns from human motions. It
derives a hidden Markov model and uses probability when choosing a path. Based
on the probability the path planning algorithm adjusts the robot behaviour. A sim-
ilar framework [48] observes human motions and considers the variation between
individual operators. For example, if an operator has performed something once, it
is likely the operator performs that task again and in the same order. The robot
can then approach the human based on the observed behaviour and the previous
knowledge. There are multiple systems developed for robots to approach a human,
the algorithm in [17] detects if the human intends to interact and places the robot
accordingly. Similar to [20], this framework uses potential fields, but it is com-
bined with a system that learns from previous interaction experiences and thereby
adjusts to the human over time. The framework presented in [21] includes also hu-
man intentions and predicts a human arm with a model using underlying intended
movement.

Instead of predicting the final goal of the human worker, the method in [54] uses
waypoints the worker probably will move in-between. The waypoints are predefined
based on functions and tasks in the environment or automatically selected from
learned behaviour. From this, the method generates a likely path between the
waypoints. The prediction is thereby based on a probabilistic model of human
motions using a probability grid structured from observed human behaviour.

Within the field of prediction, Markov Decision Processes (MDP) are frequently
used. The feature-based model developed in [62] uses an MDP together with maxi-
mum entropy inverse optimal control. The cost function is, therefore, able to change
over time and can adapt to changes in the environment. Similarly, an MPD is used
together with recognising sequence patterns in [32]. Thereby, the method can predict
complex future movements by recognising small actions and some specific objects.
They also use a Probabilistic Suffix Tree (PST) to model the Markov dependencies
between the tasks. Another Markov based model, the Variable order Markov Model
(VMM) [12] uses a hierarchical spatiotemporal pattern. The human tasks and the
pattern are learned using a Hierarchical Self-Organising Map (HSOM).

The approach presented in [34] uses two assumptions; “the trajectory the human
performs is optimal with respect to an unknown cost function” and “that human
adaptation to their partner’s motion can be captured well through iterative replan-
ning with the above cost function”. They adjust the cost function by using inverse
optimal control and a set of performed human motions. However, the humans’ goal
position must be known to enable calculation of the motion. Moreover, tests are
performed on a kinematic model of the human with 23 degrees of freedom to evaluate
the framework.
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3.3.2 Kalman Filter Theory

The Kalman filter in [47] describes the measurements and system dynamics with
linear mathematical models and Gaussian nose approximations. It is, for example,
used for state estimation by combining measurement and expected behaviour. Then
the noise levels that correspond to the motion model and measurements accuracy
are used to tune the filter. The model for the system dynamics is:

Xp = Ap_1Xp-1 + Qi1 (3.1)

where x;, € R" is the state vector for current time k£, A,_; is the matrix with linear
equations for transition from the previous iteration k — 1, and q;_; ~ N(0, Q_,) is
the process noise at iteration k — 1. The notation D ~ N(u, 0?) implies that D is a
Gaussian noise with mean p and variance o?. The measurement model is:

Yi = Hixp + 1, (3.2)

where y, € R™ is the measurements, r;, ~ N(0,Ry) is the measurement noise,
and Hj, is the measurement model matrix. In probabilistic terms, the result of the
Bayesian filter equations for the linear models in Eq. 3.1 and 3.2 can be described
using Gaussian distributions

p(Xk | Yiao1) = N(xx | my , P, (3.3)
p(Xk’ | Y1:k) = N(Xk | mkapk)a .
PV | Yiao1) = N(yy | Hpmy, Sy), (3.5)

where p(xx | ¥1.._1) is the probability of x; given measurements from the start until
the time instance k — 1 (i.e., y;.,_;). Kalman filter uses a prediction step and a
update step. In the prediction the system model is evaluated,

m,; = Ak_lmk_l, (36)
Py = AP AL+ Q.

Then the update is calculated, where the predicted mean of the state vector m,
and corresponding covariance P, are combined with the measurements. Hence the
update step is

vi =y, — Hpmy, (3.8)
S, = H,P,H} + Ry, (3.9)
K, =P, H/S;", (3.10)
my, = m, + Kyvy, (3.11)
P, =P, - K;S;K]. (3.12)

Resulting in the estimated state vector x; ~ N(myg, Py). The filter is initialised
with mg and Py.
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3.3.3 Summery

Since the position of the human worker is known in our system, we can approximate
the velocity of the human worker using a Kalman filter and use it to predict the
future movements of the human worker with a linear velocity model.
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4

Concept and Implementation of a
Collaborative Robot System

Our collaborative robot system consists of four parts: tracking and representation of
a human in a digital environment, path planning and control of a robot, prediction
of movements for the human and the robot, and the main control program. To
achieve this, four IPS-scenes listed below are used. The system is shown in Fig 4.1
together with the flow of data.

o The real time IPS-scene

o The Prediction IPS-scene

e The Path-Planning IPS-scene
e Manikin update IPS-scene

The human motions are tracked using an Xsens IMU sensor-suit connected to the
Xsens MVN Analysis software that processes the data and creates a human repre-
sentation, an Xsens-manikin. In the real time IPS-scene, an IPS-manikin follows
the position and orientation of the Xsens-manikin’s different body parts.

Similar to the human, the robot is represented in the real time IPS-scene to enable
path planning and distance measurements between them. To this end, the robot
simulation in URSim (hosted on a separate Linux computer) is connected to the
real time IPS-scene, where the IPS robot configuration is constantly updated based
on the simulated URSim robot.

The simulated robot moves along a given preprogrammed path between tasks. The
path is followed as long as a minimum separation distance between the human and
the robot is maintained. However, if the separation distance is violated (e.g., when
the human collides with the robot) a new robot path is needed. Consequently, a new
collision-free path is calculated in the Path-Planning IPS-scene with the use of the
predicted human pose from the Prediction IPS-scene to replace the configurations
that violate the separation distance. This path consists of a set of robot configura-
tions and the duration of every inter-path (i.e., the time for the robot to perform
the path between the waypoints). Finally, the path is sent to the simulated robot
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Figure 4.1: Our collaborative robot system and the communication network be-
tween the IPS-scenes and the decision making system.
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to be executed.

Next, the human motions are predicted with a motion model to anticipate any vio-
lation of the minimum separation distance. Firstly, the joint angle and the position
from the manikin in the real time IPS-scene are filtered with a Kalman filter. The
filter returns approximations of the velocities of the manikin and its limbs. Secondly,
the velocities, position, and angles are used as input to a constant velocity model,
which compute a predicted pose and position of the manikin. Thirdly, the predicted
manikin pose is represented in the Prediction IPS-scene and used to compute future
clearance to the robot. During the distance calculation, the manikin is placed in its
predicted pose while the robot moves in steps to the joint configurations that repre-
sent its future path. For each step, the distance between the predicted manikin and
robot is measured and sent to the decision system. Finally, the distances are used
to identify if any violation of the minimum distance is likely by comparing to the
minimum threshold. If violation is likely, the controller calculates a new path and
decides whether the robot should continue along the current path, decelerate, or stop
during the calculation. This decision is influenced by, for example, the estimated
time until the violation occurs.

4.1 Framework and Communication

The algorithms for prediction and decision were written in C++ and embedded in
the decision system which communicates with three different IPS-scenes and the
UR-robot simulation. The communications to the IPS-scenes are handled through
the LUA programming language. LUA-scripts are executed from the decision system
as either existing scripts or by creating text-strings written in LUA-language in real
time. Moreover, the communication is bidirectional, and information from the IPS-
scenes is gathered and sent back to the decision system using the JavaScript Object
Notation (JSON) format.

4.2 Human Tracking and Representation

The general concept of tracking the human is shown in Fig. 4.2. The system used
for tracking the positions and orientations of the human limbs is an Xsens system
consisting of a set of IMUs attached to the human. After processing the data from
the sensors in the MVN-Analyze software, the positions of the body segments are
sent from MVN to the real time IPS-scene and visualised. In this IPS-scene, the
manikin is positioned according to the positions of the body segments from MVN
by using the control points shown in Fig 4.3.

To create a virtual representation of the human, we measure some specified body
parts and give the data to Xsens MVN-Analyze and IPS. From this information,
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Human with Xsens

Sensors Manikin IPS Manikin

Figure 4.2: The human’s movements are tracked with sensors. After processing the
sensor data in MVN-Analyze, the filtered data are sent to an IPS-scene.

both programs can generate a manikin with anatomy similar to the real human.
Furthermore, the manikin in MVN-Analyze is connected to the real human, with
the use of 17 sensors attached to the human’s limbs. The data from the sensors
are filtered before they are used by the manikin model. Since the data have to
be filtered, the sensors require a configuration sequence where the human makes
slow motions in order to tune the time-changing parameters of the filter. After the
calibration, the positions of the segments along with their contemporary time are
streamed through a network and are received by IPS. The information is used to
calculate the pose of the IPS manikin and thereby connect the IPS manikin to the
MVN manikin.

The pose of the IPS manikin is calculated using an algorithm that finds the most
ergonomic pose given the control point constraints corresponding to positions and
orientations of manikin’s joints as Cartesian coordinates in the room. The body
limbs used when linking the manikins together are pelvis (denoted L5 or L3L4),
neck, head, both hands, and both feet. These control points on the IPS manikin are
visualised in Fig. 4.3. Since the manikin skeletons differ, some positions may need
to be displaced/shifted before the data is used to position the IPS manikin. If the
mapping between the positions is not correct, it will affect the calculation time of
the IPS manikin since it would be harder to find a suitable ergonomic position.

Furthermore, to verify the mapping of the two manikins, a comparison test is per-
formed. In the recorded sequence used for the test, a man takes a step forward,
raises his hands, takes a step backward, and repeats the procedure once more. The
segments that are used for the comparison are listed in Table 4.1, which include all
the segments used to map the two manikin models plus two additional segments (i.e.,
toes and the upper arms/elbows) that are used to compare the models. The results
are shown in Fig. 4.4 and 4.5 where the data sent from Xsens are plotted together
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Figure 4.3: Control points used for moving manikins in IPS.

Xsens IPS

Number Name Number Name

2 L5 2 L3L4

6 Neck 7 CeC7

7 Head 8 AtlantoAxial
11 RightHand 51 RightWrist
15 LeftHand 31 Left Wrist
18 RightFoot 19 Right Ankle
22 LeftFoot 14 Left Ankle
19 RightToes 20 RightToes
23 LeftToes 15 LeftToes

9 RightupperArm | 25 RightElbow
13 LeftupperArm | 31 LeftElbow

Table 4.1: Segments used to link the Xsens manikin to the IPS manikin.
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Figure 4.5: A test comparing the link between segments in the manikin’s right side.
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with the positions of the control points in IPS after the pose is calculated by IMMA.
The lines in the figure correspond to the measurements and should be overlapping
if no offset distance is required due to the differences in the used manikin models.
Although, the offsets between some of the segments can be clearly seen in Fig. 4.4
where the neck and the head differ in the z-direction. Different poses between the
models are also observed in Fig. 4.5 where the two segments not used for mapping
(i.e., the toes and upper arms) differ between the models. In these measurements,
some main trends can be seen such that the IPS manikin tends to find slightly dif-
ferent locations for the upper arms. The differences are due to differences in the
length of the manikin segments and because the IPS manikin may produce better
ergonomic poses than the human actually performed. The difference in length of
the segments can though be further tuned since a different pose of the manikin may
affect the path planning and thereby the robot’s ability to maintain a minimum
distance to the human.

4.2.1 Sensor Drift

The sensor units used are IMUs which consist of an accelerometer, a gyroscope and
a magnetometer. These are used together to compensate for problems associated
with the different measurement techniques. An accelerometer often gives a clear
measurement of the direction of gravity. Since the position is retrieved through
integration, it might drift and is therefore not fully reliable. The same integration
problem occurs for a gyroscope. A magnetometer gives the direction in the plane
perpendicular to gravity and thereby provides the orientation of the human in the
room. This sensor is not reliable if the magnetic field in the room is changing.
Hence, both location and orientation of the human in the room can drift. This is
typically observed after fast movements or near a disturbing magnet field.

To measure the drift of the sensors, a test was performed where the position data in
x- and y-directions for Link L5, from the MVN Analyse software, are observed. The
observed position at link L5 is one of the positions used to map the manikins. Since
it is located close to the lower spine of the manikin, it gives an average position of
the human. The result of the test is shown in Fig. 4.6, where the measurements from
the sensors are given as positions in the room viewed from above. The corresponding
velocities are shown in Fig 4.7. During the test, a human walked in the shape of
an hourglass with the outer dimensions 2 x 4 meters. The human started in a
position with coordinate (0,0). Then the human walked to coordinates (4,-2), (4,0),
(0,-2) and returned to (0,0). The path is about 13 meters and the resulting drift is
approximately 0.78 meters, which corresponds to 6% of the path length. No major
magnetic disturbance sources such as computers or machines were present during
the recording. Hence, the results indicate a drifting problem.
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Figure 4.6: Human starts in position (0,0), moves to (4,-2), (4,0), (0,-2), and back
to (0,0).
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Figure 4.8: Overview of the part of the framework used for path planning.

4.2.2 Number of Sensors

The seven control points used can depict the essential behaviour of the human.
However, fewer control points are desirable since it will decrease the time it takes
to calculate the ergonomic manikin pose in IPS. Fewer control points could be used
if only parts of the human need to be tracked. For example, if the robot moves in a
space where only parts above the waist of the human could be reached and the pose
of the legs does not need to be tracked. Another approach is to use fewer control
points when the human is positioned far away from the robot where a collision is
unlikely.

However, Xsens require all the 17 sensors in order to calculate the positions of the
segments. Xsens uses the manikin model as a reference to compensate for sensor
data drifts. If only the filtered sensor data (not matched to their manikin skeleton)
is used, it is likely that body parts of the manikin would drift away from each other.

4.3 Robot Path Planning

The concept of how the path planning for the robot is performed is shown in Fig 4.8.
The robot is simulated in the software URSim and is controlled by a set of robot
instructions sent to the simulator. Each instruction consists of joint values for the
six joints and the maximum allowed joint speeds and accelerations.

Initially, the robot follows a path that is recalculated according to the following
description if the minimum distance is violated. Firstly, data regarding the pose and
position of the human, together with the part of the path that violates the clearance,
is collected. Secondly, a new path that maintains the clearance is calculated and sent
to the decision system. Thirdly, the new path is merged with the previous one and
finally sent to URsim. In addition, the new path is also used in future predictions.

37



4. Concept and Implementation of a Collaborative Robot System

4.3.1 Path Generation

The initial robot path is calculated from a set of TCP positions by the IPS path
planner. The resulting path is both feasible and linear in joint space. Moreover,
the path consist of a set of waypoints where each waypoint corresponds to a specific
set of joint angles (i.e., a joint configuration). Thereby the segment between two
consecutive waypoints can be recalculated, while still guarantees to fit the existing
path.

The path planning is done in the Path-Planning IPS-scene where digital copies of
the manikin and the robot are visualized, moved, and controlled. The decisions
regarding how and when a new path should be calculated are made in the decision
system. The control program collects information regarding start position, goal po-
sition, current manikin pose, and the minimum distance allowed between the robot
and the human. Both the start- and goal-positions for the robot need to be defined
as waypoints when used for path planning. Whereas the goal position is always given
as a number corresponding to an existing waypoint, the start position is either given
as a number or defined as a joint configuration. If given as a joint configuration,
the robot in the Path-Planning IPS-scene is placed in that configuration, and a
corresponding waypoint is created and used. When the start and goal are deter-
mined, the manikin is placed at the position predicted by the prediction algorithm.
Then a “shell” that consists of a mesh with about 40 000 triangles is created around
the manikin to be used by the shortest distance algorithm during path planning to
maintain the clearance.

Once the manikin is in position, the path planner tries to find a feasible path that
maintains the minimum distance between the robot and the manikin. If such a
path does not exist, the planner attempts to solve the problem by adding waypoints
between the existing once. For the case where this does not work the planner returns
the best path with respect to joint space, despite that it violates the minimum
distance. The resulting path will probably move the robot to a position where the
decision system stops the robot due to too small distance in the real time IPS-scene.

Next, the new path is sent from the path planner to the decision system as a set of
waypoints and inter-path times (i.e., the approximated time it takes for the robot
to move between the waypoints). The new waypoints are merged with the current
path and then sent to the robot controller and the prediction algorithm. After that,
the calculated path in the Path-Planning IPS-scene is deleted.

4.3.2 Robot Velocity

The velocities and accelerations during the motion of the robot are, for example,
used by the path planner in IPS and in the decision system by the prediction step.
They are approximated by a model based on constant velocity and an infinite maxi-
mum acceleration. While the robot moves slowly this motion model follows the real
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Figure 4.9: A comparison between the predicted configuration of the robot, shown
in black lines, and the measured angles of the robot simulated by URSim, shown
in coloured lines. The prediction from the path planner in IPS matches the actual
behaviour if the maximum joint velocity is set to 0.25 rad/sec.
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Figure 4.10: A comparison between the predicted configuration of the robot, shown
in black lines, and the measured angles of the robot simulated by URSim, shown
in coloured lines. The prediction from the path planner in IPS does not match the
actual behaviour when the maximum joint velocity is set to 0.5 rad/sec.
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Waypoint | X coordinate [mm] | Y coordinate [mm]| | Z coordinate [mm]
1 -1000 600 600
2 -500 800 800
3 0 800 1000
4 500 800 800
5 1000 600 600

Table 4.2: Coordinates of the robot TCPs used as waypoints on the initial path.

velocity but for faster movements the result is poor. This can be seen in Fig. 4.9
and 4.10, where the poor result can be attributed to torque limits of the robot joints
and deceleration before a turn. To make the acceleration more accurate, the path
can be changed to include large blend zones. This affects the speed since it decreases
the acceleration zones and the robot can move faster when passing a waypoint as
shown in Fig 3.7.

The motion model is tested with two different limitations for the maximum joint
velocity. The results are shown in Fig. 4.9 and 4.10. In the test, a set of waypoints
and a maximum velocity is used during the path planning in IPS to calculate the
duration of the path. The URSim gets the same set of waypoints and maximum
velocity to simulate the robot motion. For all the time instances, the joint config-
urations of the simulated robot are plotted together with the approximated joint
configuration calculated by IPS. Furthermore, the results show that high velocities
require acceleration zones and the constant velocity prediction produces poor results
when using a velocity of 0.5 rad/s. Consequently, the lower maximum velocity (i.e.,
0.25 rad/s) is used in the framework.

4.3.3 Evaluation of the Path Planner

To decide how to act when a violation of the minimum distance is detected, the
expected time until it happens is compared with the duration of planning a new
path. However, the planning duration changes for each case and the decision system
needs it before the calculation of the new path has started. Therefore a set of test
cases are evaluated to estimate a mean duration to be used for the comparison.

To make the time estimation representative test cases must be chosen carefully. The
duration that is estimated starts when the configurations that violate the minimum
distance are known. Since it also involves some planning steps, they are copied
to another algorithm that carries them out several times. The first step for the
algorithm is to generate the LUA code that carries out the path planning and send
it to the Path-Planning IPS-scene. After that, the manikin is moved to the predicted
pose that violates the minimum distance, and is used to calculate a new path. The
last step is to send the result back to the decision system and interpret the the
resukt given in JSON format. The test cases are made representative by varying the
parameters that change when the system is used such as if the planning is done from
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Duration for pathplanning case 1 , for 50 samples.
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Figure 4.11: The time distribution of the function that handles path planning as
a box plot for each case, where each red cross corresponds to an outlier, each black
crosshatched line shows the span from the minimum to the maximum, each blue box
spans from the first to the third quartile, and each red line marks a median. Each
case was repeated 50 times.

an existing waypoint or the configuration the robot is at, and the distance from the
manikin to the robot. For each variation, the test is carried out 50 times and the
result is shown in Fig. 4.11. Additionally, the initial waypoints used for the test
path are given as TCP positions in Table 4.2.

The variation led to four different test cases that are combinations of the following;:
the manikin stands either in the robot path or just within violation distance; the
path is calculated from an existing waypoint or from a joint configuration with
shorter distance to the manikin. These four cases are shown in Fig. 4.12, where
the robot moves from the right from the manikin’s perspective. In the figure, the
initial path is shown in red, the path calculated from the waypoint is shown in green,
whereas the path calculated from the joint configuration is shown in lilac.

Between the 50 samples of each case, a small variation in duration is identified.
Furthermore, the test shows that the calculation time of a new path increases if the
distance between the robot and manikin decreases. This is probably why the test
result shows that planning from a waypoint is faster than from a configuration. The
figure shows also that the path planning requires more time when the robot passage
is narrow.
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(a) Case 1: The new path in green was (b) Case 1: The new path in lilac was planned
planned from waypoint to waypoint. from a configuration to a waypoint.
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(c) Case 2: The new path in green was (d) Case 2: The new path in lilac was planned
planned from a waypoint to a waypoint. from a configuration to a waypoint.

Figure 4.12: The cases used for time evaluation tests of the path planning function.
The initial robot path is marked as red, starting from the right in the manikin
perspective. The replanned path that considers the manikin pose is shown in green
or lilac.
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4.4 Prediction of Human Action and Robot Mo-
tion

We use a prediction algorithm to detect likely future violations of the minimum
safety distance. The algorithm places the manikin in a pose: the combination of
position and orientation, that represents a prediction 1 second into the future. After
that, the robot path is represented by moving the robot step by step Tieconds seconds
along the robot path and the shortest distance between the robot and the manikin
is calculated. Since it is crucial to avoid collision, the distance information is used
when computing new robot paths. To make the transition to the new path smoother,
Tseconds can be increased to allow for a longer prediction time and thereby detect
the likely collision well in advance.

4.4.1 Human Action Prediction

The skeleton for the IPS manikin consists of 162 joints that can be controlled in-
dividually to create a certain manikin pose. However, not all joints can be used
during the predictions due to the limitation in computer capacity. Therefore, a con-
stant state model (CSM) is used for prediction of the joint angles in the spine and
legs. The model assumes that the state is constant during prediction. Furthermore,
the fingers are not tracked during the motion capture and hence excluded from the
prediction.

For safe human-robot collaboration, the arms’ movements are especially important,
because they are usually close to the robot. Therefore, the joints Translation, Right-
and Left-GH, -ShoulderRotation and -Elbow are used in the prediction as shown in
Fig. 4.13. The translation joint corresponds to a position given in the Cartesian
coordinates in the world frame. It is placed close to the human spine since that
is a good centre point. This joint is, therefore, less likely to move a long distance
between two samples compared to the rest of the human body, and hence can be
regarded as reliable in a prediction. Together with the other joints in the manikin
arms, they define the poses of the human arms.

The predictions of the joints are performed using CVM which assumes the joint
velocity to be constant during the predicted time dt,,.. The model is

Tpre = T + dtprel, (4.1)

where z is the position/angle of the joint, @ the joint velocity /angular velocity and
Tpre the predicted position/angle. To complement the constant velocity model, the
joint limits for the arms in IPS biomechanical model are implemented as limits for
the prediction. The values are shown in Table 4.3. If a joint angle is out of range,
the limit is used instead.

Since the joint velocities/angular velocities are not accessible from the IPS manikin,
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Figure 4.13: The joints in the manikin’s left arm used by the constant velocity

model for prediction.

Joint name

Maximum limit

Minimum limit

Left/RightGH, 100 ° 70 °
Left/RightGH, 170 ° 61 °
Left /RightShoulderRotation 35 ° -85 °
Left /RightElbow 160 ° -1°

Table 4.3: Limits for the joints in the IPS biomechanical model used in prediction.
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State Unit | Motion | Measured | Measurement
noise q noise r
Translation, m 0 Yes 1
TranslationV elocity, m/s 0.70 No 0
Translation, m 0 Yes 1
TranslationV elocity, m/s 0.70 No 0
Translation, m 0 Yes 1
TranslationVelocity, m/s 0.20 No 0
LeftGH; rad 0 Yes 1
LeftGHV elocity; rad/s 0.048 No 0
LeftGHs rad 0 Yes 1
Le ftGHV elocitys rad/s 0.15 No 0
Le ftSholder Rotation rad 0 Yes 1
LeftSholder RotationVelocity | rad/s 0.50 No 0
Le ftFEilbow rad 0 Yes 1
LeftEilbowV elocity rad/s 0.050 No 0
RightGH; rad 0 Yes 1
RightGHV elocity, rad/s 0.048 No 0
RightGH> rad 0 Yes 1
RightGHV elocitys rad/s 0.15 No 0
RightSholder Rotation rad 0 Yes 1
RightSholder RotationVelocity | rad/s 0.50 No 0
Right Eilbow rad 0 Yes 1
RightEilbowV elocity rad/s 0.050 No 0

Table 4.4: The states used in the Kalman filter along with the values used for
motion and measurement noises.

they must be estimated to enable prediction using CVM. A Kalman filter (see
Kalman filter theory in Section 3.3.2) is used for the estimation where the joint
motion is described with a constant velocity model and an added Gaussian noise.
In the filter, 22 states are needed (11 to describe the value of the joints and the other
11 to describe the corresponding velocity). Furthermore, three of the 11 states de-
scribe the position of the manikin in the world frame and four states describe the
joint angles in each arm. The states are shown in Table 4.4 together with the result-
ing measurement and motion noises. Moreover, the joint values from the manikin
in the real time IPS-scene are used as measurements. Therefore the measurement
model is the measured value including a Gaussian noise.

The prediction algorithm for joints is shown in Alg. 1. The measured joint data,
Y, is collected from the real time IPS-scene and sorted into jogas - joint values that
are predicted with the constant state model, and joyas - joint values. The velocities
for the joy s joints are estimated using a Kalman filter, described in Chap. 3.3.2,
and predicted using a linear constant velocity model. A joint is limited if the value
exceeds one of its limits. Then all the predicted joints are sent to the prediction
[PS-scene to update the manikin pose.

45



4. Concept and Implementation of a Collaborative Robot System

Algorithm 1 Human prediction

1: Procedure human prediction (3915 Jovar)

2: xxp =KalmanFilter(3y ) > Filter the measurements
3: x, = A 1TK1 > Kalman filter prediction part
4: P,; = AkflpkflAill + q._1

5: v = Jovmr — Hrxy > Kalman filter update part
6: S, =H,P,H| + R,

7: K,=P,H!S"

8: xp =z, + Kyvg > xj, is a vector with the states from Table 4.4 at

iteration k
9: P, =P, - K;,S;, K|

10: Tr = Tk

11: Tpred = ApredTiF > Calculate predicted joints
12: for i = 1:m do > Check if the max of min limits for each joint is exceeded
13: if ©,eq(i) > Limity,, (i) then

14: chred(z') = Limait,,,, (’L)

15: else

16: if @,eq(1) < Limity,(i) then

17: Tpred(i) = Limat (1)

18: end if

19: end if

20: end for

212 j <— jCSM U wpred

4.4.1.1 Evaluation of Human Prediction

For tuning and evaluation of the Kalman filter used in the human prediction, joint
data from a motion sequence with the IPS manikin was used. The Kalman filter and
prediction were implemented in MATLAB where the noise tuning could be performed
using visualisation tools. The filter generates an estimation of the velocities and
thereby enables a better prediction of the future joint values. Thereby the predicted
joint value z,,. is compared with the joint value measured from the IPS manikin
Y, and the joint value estimated in the filter xxr. The comparison is done by
calculating the differences xxp — 2pre and Y — x,,. for each joint and for all data
points in the motion sequence. The result is compared with a normal distribution
generated from the result. Furthermore, the differences for the Translation joint in
direction x, y, and z are shown in Fig. 4.14 as histograms, where the position is
predicted 1 second into the future. Histograms of xxp — 2, and Y —z,,. are shown
in Fig. 4.14(a) and Fig. 4.14(b) respectively. The red line is the generated normal
distribution for each case. Moreover, the tuning of the filter results in a prediction
with a low difference and standard deviation. The resulting noise levels after tuning
is presented in Table 4.4.

The behaviour of the result in direction x, y and z over time are shown in Fig. 4.15,
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Figure 4.14: Differences between the predicted human positions and the Kalman
filtered positions are shown in the subfigures to the left, whereas differences between
the predicted human positions and measured positions are shown in the subfigures
on the right. The red line in each subfigure is a normal distribution approximated

from the errors. The prediction is 1 seconds ahead.
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Figure 4.15: Comparison between measured, filtered and predicted positions of
the human 1 seconds ahead. The positions in the world frame correspond to the
“Translation” joint.

where the Kalman filter results x xp are denoted “filtered”, the prediction result .
are denoted “predicted”, and the joint data from the IPS manikin Y are denoted
“measured”. In all directions, the prediction results in an overshoot if an abrupt
change of the direction appears. A reason for this behaviour could be the constant
velocity model in the filter.

In Table 4.5, the generated standard deviation is presented for different prediction
times. The results show that increased prediction time results in decreased accuracy.
Furthermore, it is assumed that the normal distributions are a good approximation
for the differences. Standard deviation from the mean value, ¢ (which includes
68.27 % of the differences) shows that it reaches a value close to or above the limit
(0.2 meters) used to detect collisions between the human and the robot in the x- and
y-directions. Since the representation of the future is used to decide when a new path
is needed, the human representation must be reliable and thereby predictions of the
human movement longer than 1 second cannot be used. Furthermore, to change the
manikin pose, a lot of computing capacity is required, especially when compared
to the rest of the prediction algorithm. Therefore only the pose from prediction
1 second into the future is used to represent the manikin during the prediction.
The results from predictions 2, 3, and 5 seconds for the arm pose are shown in the
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Joint o [m] at o [m] at o [m] at o[m] at
dtpre =15 | dtpre =25 | dtpre =3 s | dtpre =5 8

Translation,

Y — xpe 0.17 0.43 0.78 1.68
TKF — Tpre 0.17 0.42 0.77 1.68
Translation,,

Y — 2. 0.25 0.63 1.17 2.51
TRF — Tpre 0.24 0.62 1.16 2.51
Translation,

Y — pre 0.01 0.02 0.03 0.05
TKF — Tpre 0.01 0.02 0.03 0.05

Table 4.5: The standard deviations of the differences between prediction z,,. and
the joint values from the real time IPS-scene Y or the Kalman filter result z g, for
different prediction times dt, .

appendix.

The noise tuning for the prediction of the arms was performed similar as the tuning of
the Translation joint. The result against time, for 1 seconds prediction, is presented
in Fig. 4.16, where it can be seen that the problem with overshoot is also apparent
for these joints. The differences are shown in Fig. 4.17. Results for prediction times
greater than 1 second is presented in the appendix.

4.4.2 Robot Prediction

After predicting the human movement and updating the pose of the manikin in
the Prediction IPS-scene, it is time to calculate the distance between the manikin
and the robot when in advance simulating that the robot is tracing its path. The
current robot path is known in terms of waypoints, as explained in Chapter 3.2.
Furthermore, since the waypoints of the path are known, it can be simulated in the
[PS-scene dedicated for prediction. Here the robot is placed in joint configurations
corresponding to waypoints and positions between the waypoints. The shortest
distance from the robot to the manikin is then computed and used in the decision
process together with the corresponding configuration.

4.4.2.1 Simulation of the Robot Path

While the robot is tracing the path (a sequence of waypoints), the distance between
the robot and the manikin is computed for each of the robot configurations. To move
the robot between the waypoints, each robot configuration needs to be calculated
and sent to the IPS-scene. These configurations are calculated by an algorithm
that generates the appropriate number of steps to represent the robot path for a
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Figure 4.16: Prediction, measurements, and filtered data of the joints in the arm
during a whole sequence. Prediction time dt,,. is set to 1s.
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Figure 4.17: Differences between the predicted human arm angles and the Kalman
filtered arm angles are shown in the subfigures to the left, whereas differences be-
tween the predicted human arm angles and measured arm angles are shown in the

subfigures on the right.

approximated from the errors. The prediction is 1 seconds ahead.
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predicted time into the future. The number of steps used should be few, because
the prediction IPS-scene has to be rendered for each robot configuration, which is
time consuming. Some examples of predictions shown in Fig. 4.18 demonstrate
how varying the distance between configurations and the predicted time affects the
prediction.

7 7
(a) Prediction time Tgropor = s and 7y, =  (b) Prediction time Tropot = 10s and 7y, =
20 cm. 20 cm.

(c) Prediction time Trepot = 158 and 75, =  (d) Prediction time Tropor = 158 and ry;, =
10 cm. 20 cm.

Figure 4.18: Predicted robot path for one iteration of the prediction, where ry;, is
a limiting distance between two consecutive robot configurations, whereas Tropor S
the time the robot path represents.

4.4.2.2 Calculating the Robot Configurations

The robot configurations are calculated based on assumptions, inputs, and variables.
These assumptions are stated below:

e The robot path is described as a sequence of waypoints.

o Between two consecutive waypoints, the robot moves linearly with respect to
joint space and with constant velocity.
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Figure 4.19: A simplified robot arm with four rotational joints.

o The joint speed is adjusted to make all joints reach the joint values in the next
waypoint at the same time.

o The joint with the greatest difference between two waypoints (i.e., the joint
that needs to rotate furthest) uses the maximum joint speed and is denoted
the lead joint.

e The time between two consecutive waypoints is the time the lead joint needs to
move between the waypoints using maximum allowed velocity. It is calculated
and saved with the sequence of waypoints.

The robot prediction is a simulation of the robot tracing its path by moving to
a sequens of calculated robot configurations based on two inputs: 7, and Tgrepot-
The distance 7y, is the limiting distance between two consecutive configurations in
the prediction, and Tgrepe is the time that defines how much of the robot’s future
movement is simulated. Their initial values are ry;,, = 15 cm and Tgropo: = D seconds.
How these two inputs impact the result is shown in Fig. 4.18.

A robot configuration consists of six joint values and is denoted by g whereas the
current configuration of the robot is denoted by q., . en:- Furthermore, a config-
uration step g,, is the difference between two consecutive configurations in the
prediction (i.e., gy, = q; — q; where q; is prior to q;).

When the robot moves one joint from its ¢; position to ¢; the estimated robot move-
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Arml: Dista

=089 mm

|

|~ Arm3: Distance=704.9 mm|

Arme: Distanc '
(a) LPDj, = Arml, because the distance be- (b) LPD ;, = Arm2, because the distance be-
tween Jy and J3 is the greatest. tween Jy and Jy is the greatest.

|_/'Arm3: Distance=967.5 mm

(¢) LPDj, = Arm3, because the distance between Jy and
the TCP is the greatest.

Figure 4.20: A UR robot in three different configurations and the corresponding
LPD for joint 2 (i.e., LDPy,).
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ment in the world frame is maximum 7,,. We calculate the Longest Perpendicular
Distance (LPD) for the joints. The LPD is the perpendicular distance from the
rotational axis of joint k to the part of the robot that is furthest away from that
joint, and hence will move furthest if the joint is rotating. The part can either be
another robot joint or the TCP depending on the current robot configuration. The
LPD is recalculated for every configuration step, g.,, for joint 1, 2, and 3 as shown
in Fig.4.19. Joint 1 (J;) rotates around the Y-axis, whereas the joint angels of the
joints 2, 3, and 4 (Jo, Js3, Jy4) are go, g3, and g4, respectively, where ¢; is the angle of
joint J; and L; is the length of link i. An example of different LPD for joint 2 is
shown in Fig.4.20.

The LPD for the different joints for the robot shown in Fig. 4.19 are calculated as
follows.

|.T1|,
LPD; =max | |z1+z2, |, (4.2)

|£L‘1 +$2 +ZL‘3|

\/($1 + 29+ x3)2 4+ (1 + Y2 + y3)2,

LPD,, = max \/(951 +22)? + (Y1 + 32)%, ) (43)
L,
)2 2
LPD;, = max (\/(x2+$5)L+ (Y2 + y3) >> 7 (4.4)
3
LPDj,, = L. (4.5)

Where the distances x and y are calculated as

I = L2 COS (QQ), Y1 = L2 sin <C]2), (46)
xy = L3 cos (g2 + ¢3), Yo = L3 sin (g2 + ¢3), (4.7)
w3 = Lycos (¢ + q3 + qu), ys = Lysin (¢2 + g3 + qu). (4.8

The notations are shown in Fig. 4.19 where frame spanned by axes X and Y follows
the rotation of J;. The LP D j, only considers the length of the robot in X direction
whereas LPD j, is the maximum distance from J; to either Js, Jy, or the TCP in
the X —Y plane. LPD, varies with the length of L3 and L, and the angle of g3
and ¢4, while LP D, is the length of L,.

The robot arm shown in 4.19 is a simplified version of the robot used during our
experiments shown in Fig. 3.5. One simplification is to represent joint 5 and 6 with
a extra long link 4. The calculation of LPDj, _, are carried out as described above
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but Ly = Ly + L5 instead. The LPD for joint 5 is link 5, and for joint 6 LPD is
the tool width (i.e., LDP ;, = 0 for our experiments). The reason to use constant
values for LD P j, g is is to reduce the number of calculations during the prediction
and since the link length of joint 4, 5, and 6 are rather short.

The configuration step gy, is calculated based on three inputs, q ., ents @nest> and
Tlim- Qness CaN €ither be a configuration at a waypoint or the robot configuration at
time Tropot- The path between g, and @,,.,; has to be linear in joint space.

First, the LPD is calculated for the joints. Then, the effect each joint’s rotation has
on the robot’s movement in the world frame is approximated. The greatest distance
is approximated as the arc each joint create (Arc) if only that joint is rotated. The
distance Arc only considers the movement when rotating one joint and does not
include the effect of multiple simultaneous joint rotations. It is calculated as

ATCJZ. = LPDJZ

Grert (1) = Qewrrent(1)] (4.9)

where ¢ corresponds to the joint number, for example, |q,,c.:(1) — @eyprent(1)| corre-
sponds to the joint rotation in radians from q,,.,eni(1) t0 @0 (1) for the joint 1.
These arcs, calculated for each joint, are divided by 7, to calculate the number of
prediction steps needed for the robot to reach g,,,, without violating the distance
constraint 7y,. The joint requiring the most number of steps is limiting and the
other joints are adjusted accordingly.

14’I“CL]1 A"'CJQ ATCJ3 ATCJ4 A’I“CJ5 ATCJG) (4 10)

Nsteps = MaX ) y ) ) )

Tlim Tlim Tlim Tlim Tlim Tlim
The rotation for all joints can be divided in to ng.,s number of steps since it is as-
sumed that the motion is linear in joint space and all joints have a constant velocity.
The last calculation to retrieve the configuration step vector gy, is therefore,

Qrext — Deurren
qstep = : t' (411>

nsteps

The steps to calculate the predicted robot configurations are as follows. Firstly, it
is observed if there are any changes in the linear movement during the next Tgropor
seconds. Since the robot only changes speed or direction when passing a waypoint,
this is done by checking if a waypoint will be passed. Secondly, a list of configurations
is created. The list starts with the current configuration q.,,,.,;, and ends with the
configuration Tgepe seconds into the future (q,,,;). Thirdly, more configurations are
added to the list to represent the robot path between q,,, e, a0d ;.. To this end,
qsep 18 Tecalculated and added to g, resulting in the first configuration in the
prediction g, which is saved in the list. Next, a new g, is calculated and added
to the previous prediction g,. This is repeated until the final configuration g, is
reached and the algorithm is done. If the predicted robot passes a waypoint, the
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configuration of the waypoint is used instead of the calculated configuration. The
algorithm is described in Alg. 2.

Algorithm 2 Robot prediction

1

: Procedure robot prediction

IHPUt: qcurrents TRObOt’ Tlim

Output: Q > A list of multiple predicted robot configuration
vectors.

prediction

qourrent < Current robot configuration
TNext < Time to next waypoint

riim <—Limiting distance

Q.5 < Configuration at time Tropot
Qprediction — Empty list

10:

11:
12:
13:
14:
15:

if Tnezt < Tropor then > Control if any waypoints.
PASSINGwaypoint < 1TUE

else
PasSiNGyaypoint < False

end if

16:

17:

Qprediction : a’ppend(qcurr‘ent)

18:

19:
20:
21:
22:
23:
24:
25:

while Q Jback() < gy, do

> Calculate qg,, with start from Q
Calculate LPD for all joints.
Calculate Arc created from rotations of the joints.
Choose the step length based on longest Arc and 7.
Calculate g,

, < configuration at waypoint

prediction

back():

prediction

qwaypoin

26:

27:
28:
29:
30:
31:
32:

if paSSingwayPOint and ( Qprediction‘baCk() + qstep) > qwaypoint then

33:

34:

=~

35

Qprediction : append(anypoint)
else
Qprediction'append(Qprediction‘baCk() + qstep)
end if
end while
Qprediction'ba’Ck() = qast
: Return Qprediction
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New current manikin & robot
configuration available

Prediction

Collision detected?

Collision detected?

Have the robot
been stopes?

Stop robot

Is the first position
in collision?

..... Reinitiate path

Have the robot
been stopes?

Stop robot

Decision Based on Current Distance

Is the last position
in collision?

Is the last position
in collision?

Increase step
& time

Replan path

Decision Based on Predicted Distance

Figure 4.21: The main controller’s decision process. The solid lines corresponds to
direction of process and the dotted lines corresponds to information. The reinitiate
of a path, sends the previous followed path to the robot.

4.5 Main Controller

We used the controller program to predict future collisions. If a collision is imminent,
the program investigates the collision to see if it can be isolated in a specific part of
the path. Next, the re-planning algorithm is executed. The newly calculated path
segment is then merged with the existing path and sent to the robot controller.
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4.5.1 Decision Based on Distances

The built-in safety system stops the robot if too much torque is applied in the joints.
We developed a controller to complement the safety system. This controller uses
information from the real time IPS-scene. As shown in Fig. 4.21, the controller is
divided into two control loops. The first loop measures the distance in the real time
[PS-scene and stops the robot if the distance between the robot and the human is
less than the threshold. The second loop contains a prediction step that calculates
the distances between a set of predicted robot configurations and a prediction of the
human’s future position and pose and makes decisions accordingly. Consequently,
the decision program has no information about the human’s tasks nor their order.
The program works best when the human is not expected to be close to the robot
except on rare occasions.

Furthermore, after a set of instructions is sent to the robot, the instruction cannot
be changed. To control the robot, we have identified the following options:

e Stop the robot by clearing the current instructions.

e Decelerate the robot by sending a position and an acceleration value corre-
sponding to a deceleration. This instruction results in a linear deceleration in
joint space based on the current motion.

« Change path by replacing the current instruction set with a new one.

4.5.1.1 Decision Based on Current Distance

The real time control loop measures the distance between the robot and the manikin
in the real time IPS-scene by executing a LUA-script that collects the distance data
and sends it back to the control algorithm as a JSON representation. A distance
less than the threshold might lead to a collision. Therefore, we stop the robot by
emptying the instructions in the robot controller. A deadlock situation can occur
if the robot is stopped even though a new path is not available or the system has
not started to calculate it yet. To avoid the deadlock, the robot will continue on its
previous path if this happens.

4.5.1.2 Decision Based on Predicted Distances

The prediction algorithm is the first part of the decision algorithm. It returns a
structure with information, such as the predicted manikin pose and the distances
between the manikin and a set of future robot configurations, where the manikin
pose is the result from a prediction 1 second into the future. On the other hand,
the robot is represented with multiple configurations from its current configuration
to a configuration T seconds ahead. The number of configurations depends on
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Figure 4.22: Different results from the prediction algorithm viewed from above. The
robot starts its motion from the left. A red robot indicates that the configuration
violates the minimum distance constraint. The green robots represents collision-free
configurations.

the prediction time and the minimum allowed distance between two of the pre-
dicted robot representations. An increased distance results in fewer configurations
to represent a part of the robot path, but it also decreases the accuracy of the
representation.

Different scenarios can occur in the prediction step and Fig. 4.22 shows the four cases
covered by the decision process. In the figure, the predicted robot configurations
that are closer to the manikin then the threshold are marked as red. The three
collision scenarios are a collision in the beginning, at the end, and as an isolated
part of the path. For example, in the rightmost subfigure in Fig. 4.22, the collision
is isolated and the collision-free configurations before and after are marked in green.
The information in the different scenarios is used to decide when and how to plan
a new path. To enable the calculation of a new path, we require that the collision
must be isolated.

In the first case as shown in first subfigure in Fig. 4.22, all distances are greater
than the minimum allowed distance. In other words, no collision is foreseen and
hence actions is not required. This loop continues as long as no collision is detected.

In the second case as shown in second subfigure in Fig. 4.22, the first predicted
step is in a collision. The robot is therefore stopped immediately by clearing all
instructions in the robot controller. This is typically triggered if the human moves
fast towards the robot and the prediction did not foreseen a collision in the previous
iteration. The prediction loop continues to run with use of the last generated path,
even though the robot is stopped and stays stationary as long as the collision in the
first predicted step remain. However, if the calculation of a new path has not started
when the distance has increased and is tolerated again, the controller is instructed
to let the robot continue where it was interrupted in order to prevent a deadlock.

In the third case as shown in third subfigure in Fig. 4.22, the last prediction step
is in collision. A collision-free configuration must be found before and after the
collision to enable the calculation of a new path. Consequently, if none of the last
predicted steps has a distance above the tolerance, the prediction has to be redone.
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Figure 4.23: A prediction example of the robot path. The dots represent the pre-
dicted robot configurations with respect to time. The number of robot configurations
between waypoints varies since the distance between waypoints is not fixed.

The next prediction is therefore modified to include more time. Sometimes the step
length is increased to find a collision-free configuration.

In the fourth case as shown in fourth subfigure in Fig. 4.22, a section of the path is
in a collision, but both the first predicted step and the last ones are collision-free.
The result indicates an isolated collision and hence a new path can be calculated.

4.5.2 Re-planning Algorithm

The robot moves linearly in joint space between waypoints that correspond to robot
configurations. When calculating a new path, it is preferable to plan from the closest
waypoint before the collision than from a robot configuration closer to the manikin
since the prediction is uncertain. The predicted time until the collision is used to
decide between the two options.

The time used for decisions is always relative to when the robot started on the path
because the behaviour of the controller is unknown and the robot might need a
longer time than expected. Moreover, the joint speed is assumed to be constant
between two consecutive waypoints and hence the time betweenthe waypoints is
calculated as Time = JointDistanse x Speed.

Furthermore, here are four different times used by the re-planning algorithm. They
are based on the predicted duration which is calculated from the constant velocity
assumption:
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Tourrent time from robot start until now.
TConfiguration time from robot start until the robot reaches

the configuration before the collision.

Tw aypoint time from robot start until the robot reaches

the waypoint before the collision.

TpathpPianning the time it takes to perform a path planning.

An example that illustrates a predicted path and the usage of the different times is
shown in Fig. 4.23. The re-planning algorithm is described in Algorithm 3.

Algorithm 3 Re-planning algorithm

[ e T
A e S

16:
17:
18:
19:
20:
21:
22:
23:

Con figuartioncyrrent < The robot’s current configuration

Towrrent < The robot’s current time

Con figuartiongc < The last collision-free configuration before the collision
Tconfiguartion < Time to last collision-free configuration before the collision
Waypointge < The last waypoint before the collision

Twaypoint < Time to last waypoint before the collision

TpathPlanning < Time to calculate new path

if TConfiguration S TCur'rent then

Stop robot
Re-plan from Con figuartioncyrrent-

. else

if (TConfiguration - TCurrent) S TPathPlanning then
Decelerate the robot
Re-plan from Con figuartionpc.
else
if (Twayproint — Tourrent) < TPathPlanning then
Re-plan from Waypointge.
else
Re-plan from Con figuartionpc.
end if
end if
end if

The re-planning algorithm is activated to chose the start configuration for the new
path and calculate it if a collision is detected and isolated. When choosing the start
configuration, there are three alternatives to be considered:

e The current robot configuration denoted as Con figuartioncyrrent-

o The last collision-free configuration before the collision denoted as
Configuartiongc.

e The last waypoint before the collision denoted as Waypointgc.

Since the robot has moved during the prediction, this algorithm observes the current
robot configuration (Con figuartioncyren:) and the corresponding time (Toyrrent)-
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If the robot has passed both Waypointgc and Con figuartionge, the robot is imme-
diately stopped and a new path calculated from the Con figuartioncyrrent, because
the collision is very close and the robot must be stopped to avoid it. However, the
new path is planned from one of the other two alternatives if there is time left until
the robot reaches at least one of them. Then the algorithm calculates the times
until the robot reaches the two alternatives and compares it with the average time
used during the planning of a new path (Tpathpianning). With that information, the
algorithm chooses between three solutions. The first solution is used if the time
until Configuartionpc is reached is shorter than Tpainpianning: Then a new path
is planned from Con figuartiongc. Simultaneously, a deceleration is calculated to
stop the robot at the Con figuartionpc when T'path pianning Seconds has passed. The
robot deceleration is both linear in joint space and adjusted to the fastest moving
joint. Furthermore, if Tpeihpianning is longer than the time to reach Waypointpc
and shorter than the time to reach Con figurationgc, we choose the second solu-
tion, which calculates the new path from Con figurationgc without decelerating
the robot. Finally, if Tpanpianning is longest, we choose the third solution, which
calculates the new path from the Waypointz- without decelerating the robot.

4.5.2.1 Path Handling

A new path is either calculated from a waypoint or a given configuration as further
described in Chapter 4.3. The run-time of the path planning algorithm depends
on the complexity of the scene. It tasks longer time if the human is close or if the
passage is narrow, but the time is approximated to 0.5 seconds as shown in Section
4.3.3.

Furthermore, we use different manikin representations during the decision and path-
planning process. In the decision process, the real time IPS-scene is used and the
distance between the robot and the manikin is measured against a collider rep-
resentation of the manikin. While in the path planning process, the manikin is
represented by a visual mesh. Therefore, the decision algorithm is programmed
with a conservative cutoff distance, 0.5 meters, which is longer than the minimum
distance allowed by the algorithm.

4.5.2.2 Merge Paths

When a robot path is sent to the robot controller, the path is represented by a list
of joint configurations. If a new path replaces part of the existing path, they are
merged. Hence, the old instructions are saved during the path planning process.
Moreover, the robot is often instructed to keep moving during the path planning.
The first instruction of the newly merged path is therefore often the next waypoint or
a new waypoint on that path. Since the robot moves linearly between configurations,
smooth transitions and predictable robot behaviour can be ensured as long as the
first control instruction contains the configuration the robot is heading for at that
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Figure 4.24: The communication network between the IPS-scenes and the decision

algorithm.

moment.

4.6 Summary

We summarise the concept in Fig. 4.24. The human is tracked and visualised
with the robot in an IPS-scene. From this scene, positions are used in a prediction
algorithm to calculate distances between the robot and the manikin and predict
future collisions. Decisions regarding re-planning is taken based on the distances
collected from both the real time scene and the prediction scene.
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Use Case and Evaluation

To evaluate the developed framework and decision process, a worker interrupts a
robot, that moves along a nominal path, and thereby triggers the different func-
tionalities of the system. An overview of the test scene in IPS is shown in Fig.
5.1 where both the manikin, which is linked to the human, and the robot, which is
linked to the URsim, are visulized. The nominal path is generated from a list of
nine waypoints which the robot moves in between in a circular loop (i.e., it start
and stop at the same waypoint) as shown in Fig. 5.2 and Fig. 5.3. In addition to
the visual path, a graph of the robot’s joint configurations during the nominal path
are shown in Fig. 5.4.

The tests were performed with a real human and a simulated robot. During the tests,
the human can see the virtual representation of the environment on a screen in front
of him as shown in Fig. 5.5. At the same time, the robot follows its nominal path
while the human moves in the environment to trigger the system to take different
decisions such as replanning the robot path.

The testes were performed under the following circumstances:

e The real human was a 1.8 meters tall male.

o The tests were performed in a non-magnetic environment, aside from the
screens showing the virtual environment and robot simulation.

» The robot joint velocities were limited to 0.25 rad/s, which is further described
in Section 4.3.2.

o The safety distance between the human and the robot was 0.4 meters. If the
human is within that distance the robot will stop.

e The minimum distance between robot and the human in the prediction scene
was 0.2 meters.

o It took approximately 0.5 seconds to generate a new path. Further discussion
can be found in Section 4.3.3.

o The Kalman filter was tuned as described in Section 4.4.1.

o The initial prediction time for the robot was 5 seconds and for the human 1
second.

The results of the tests are shown in graphs similar to Fig. 5.4 where the different
joint configurations of the robot are shown. In addition, the distances between
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Figure 5.1: Test scene with one robot and one manikin.

Figure 5.3: The robot positioned at all the nine waypoints.
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Nominal path

Angle [rad]
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Time [s]

Figure 5.4: The joint angles of the robot arm during execution of the nominal robot
path.

Figure 5.5: The simulated robot is shown on the smaller screen. The human can
see both his digital twin (i.e., a manikin) in front of him and the virtual test scene.
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the manikin and the robot measured in the real-time IPS scene are shown in the
same figure, where the measured distances are plotted as points, and each point
corresponds to one measurement used in the the decision algorithm. Decisions are
then constantly taken as the robot moves along its path. The decisions effecting the
behaviour of the robot are marked as black vertical lines in the graphs showing the
results. Additional markings in the figures are small plus signs that correspond to
the joint configurations in “Re-plan from specific joint configuration”, where each
plus sign indicates a joint configuration from which the new path is calculated and
thereby is the first instruction in the new path sent to the robot controller. On the
time axis, the plus signs correspond to when the new path is calculated and sent to
the robot controller.

We logged also the critical decisions during the test. The decision process log con-
tains the following possible decisions:

Last state in collision
A collision is detected during prediction. However, no collision-free con-
figuration after the collision is detected and hence the prediction time is
increased and the robot continues along its current path.

Stop: First state in collision
A collision is predicted just ahead of the robot’s current position and the
robot is therefore stopped.

Re-plan from waypoint
A collision is detected and the path planner is likely to be able to calcu-
late a new path before the robot reaches the upcoming waypoint while
avoiding the collision. A re-planning from the waypoint is therefore per-
formed.

Re-plan from specific joint configuration
A collision is detected but the robot will probably pass the upcoming
waypoint before a new path is calculated. The new path is therefore
calculated from the last robot joint configuration before the collision.

Decelerate: Re-plan from specific joint configuration
A new path is not likely calculated before the robot is in collision with the
human. The robot is therefore decelerated while a new path is calculated
from the last collision free configuration.

Time for path planning
The time (in seconds) it took to calculate a new path.

Script sent to robot
A new path is calculated and sent to the robot for execution.

Stop: Robot stopped during Path-Planning
A parallel thread is started at the same time as the path planner to
measure the distance between the robot and the manikin in the real-time
IPS scene. If the distance is below the threshold, the robot is stopped
and this message is received.

Continue on the current path
The robot has been stopped but the path is now clear and the robot can
continue to trace its previous path.
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5.1 Test 1
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avoid the human. human.

Figure 5.6: Test 1. Joint angles and distance to the human with and without the
re-planning algorithm.
Time instance [s] | Event
0.78 | Last state in collision
1.09 | Re-plan from waypoint
1.92 | Time for path planning: 0.77
1.94 | Script sent to robot
17.67 | Last state in collision
18.00 | Re-plan from waypoint
18.84 | Time for path planning: 0.82
18.85 | Script sent to robot
Table 5.1: Test 1. Event log of decisions made during test shown in Fig. 5.6, where
the bold numbers correspond to vertical black lines.

In the first test the manikin was positioned in a fixed pose, as shown in Fig. 5.6,
whereas the robot was tested both with and without the re-planning algorithm to
test the basic functionality of the algorithm. The results show that the algorithm
predicts the collision and replans the path before the robot gets too close to the
human. Furthermore, the system changes the path almost unnoticeably for the
human user since it does not slow down but simply continues on the new path when
it is calculated, because the collision is detected well in advanced and hence the new
path can be generated quickly (less than a second). Consequently, the robot receives
the new path before it reaches the waypoint from which the new path is calculated
from.
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5.2 Test 2

During the further tests, the human is linked to the manikin so that it can move
in the virtual environment. As shown in Fig. 5.7, the distance between the human
and the robot decreases rapidly and a collision is predicted which triggers a path
re-planning. When the re-planning starts, the distance between the human and
the robot is almost one meter. However, the re-planning takes 7.11 seconds due
to the narrow space and the short distance between the human and the robot.
Consequently, the robot comes to close to the human and the system stops the
robot which has to wait for the path planner to finish. Due of this stop, the new
robot path is also discarded and another path is calculated as soon as the human has
moved away from the robot. During the same time period, the distance between the
human and the robot is not measured until the path planner is finished due to the
serial implementation of the main control program. Moreover, a similar behaviour
can be noticed around the time 40 seconds, where a new path is generated almost
directly after the robot is stopped because the human has moved away.

Another noticeable thing can be seen around 30 seconds into the test, where the
robot stops and later continues its path. As shown in the lower figure of Fig. 5.7,
the human is approaching the robot fast and forces it to stop due to the proximity.
After the human moves away, the robot continues moving along its previous path.

5.3 Test 3

As shown in Fig. 5.8, path planning in the third test takes less than a half second,
but it is difficulty to isolate the collision. This can be seen in the log at 3.02 seconds,
where a collision is detected but no configuration after the collision is found. The
robot is later stopped at 4.80 seconds due to short distance in the real-time scene.

Furthermore, the deceleration decision is used at 9.28 seconds. The robot velocity
is decreased to allow the path planner more time. The robot is though stopped just
after the new path is calculated but continues on the newly calculated path as the
human moves away. Note that the robot continues to move along the new path as
long as the distance is greater than the minimum threshold.

5.4 Test 4

In the last test, the human moves a lot and tries to get close to the robot multiple
times resulting in re-planning of the path as shown in Fig. 5.9. Multiple path
plannings are performed but the system keeps running and perform predictions and
calculate paths. However, poor prediction performance was registered since a new
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Figure 5.7: Test 2. Robot joint angles, and distances between the human and the

robot during the test.
Time instance

Event

3.45
4.72
6.65
11.84
17.50
18.37
18.38
28.14
30.25
36.25
36.80
38.17
38.33
41.12
41.88
41.90

Last state in collision

Re-plan from specific joint configuration
Stop: Robot stopped during Path-Planning
Time for path planning: 7.12

Re-plan from specific joint configuration
Time for path planning: 0.73

Sent script to robot

Stop: First state in collision

Start: Continue on the current path

Last state in collision

Re-plan from waypoint

Stop: Robot stopped during Path-Planning
Time for path planning: 1.53

Re-plan from specific joint configuration
Time for path planning: 0.61

Sent script to robot

Table 5.2: Test 2. Event log from the test shown in Fig. 5.7, where the bold
numbers in the table correspond to the black vertical lines in the figure.
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Figure 5.8: Test 3. Robot joint angles, and distances between the human and the

robot during the test.
Time instance

Event

3.02
4.80
7.60
7.99
8.01
9.28
9.65
9.67
9.84
12.67
22.57

22.97
22.98

Last state in collision

Stop: First state in collision

Re-plan from specific joint configuration
Time for path planning: 0.32

Sent script to robot

Decelerate: Re-plan from specific joint configuration
Time for path planning: 0.29

Sent script to robot

Stop: First state in collision

Start: Continue on the current path
Re-plan from waypoint

Time for path planning: 0.34

Sent script to robot

Table 5.3: Test 3. Event log from the test shown in Fig. 5.8, where the bold
numbers in the table correspond to the black vertical lines in the figure.
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Time instance

Event

2.82
3.31
5.34
5.37
6.43
7.69
8.63
10.37
17.68
19.15
19.17
19.36
20.54
20.56
20.75
21.34
21.36
35.80
38.62
39.05
39.06
42 .48
44.66
49.81
50.43
50.44
52.66
52.95
52.96
53.14
53.30
23.68
53.69
62.29
63.03
63.46
63.47

Last state in collision

Re-plan from waypoint

Time for path planning: 1.91

Sent script to robot

Last state in collision

Re-plan from specific joint configuration
Stop: Robot stopped during Path-Planning
Time for path planning: 2.68

Re-plan from specific joint configuration
Time for path planning: 1.32

Sent script to robot

Decelerate: Re-plan from specific joint configuration
Time for path planning: 1.07

Sent script to robot

Re-plan from specific joint configuration
Time for path planning: 0.38

Sent script to robot

Stop: First state in collision

Re-plan from waypoint

Time for path planning: 0.36

Sent script to robot

Last state in collision

Current state in collision. Stopped from prediction
Re-plan from specific joint configuration
Time for path planning: 0.41

Sent script to robot

Decelerate: Re-plan from specific joint configuration
Time for path planning: 0.26

Sent script to robot

Stop: First state in collision

Re-plan from specific joint configuration
Time for path planning: 0.31

Sent script to robot

Last state in collision

Re-plan from specific joint configuration
Time for path planning: 0.36

Sent script to robot

Table 5.4: Test 4. Event log from the test shown in Fig. 5.9, where the bold
numbers in the table correspond to the black vertical lines in the figure.
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Figure 5.9: Test 4. Robot joint angles, and distances between the human and the
robot during the test.

path is often required shortly after a new path has been calculated, indicating a
better prediction of the human’s movement is required.
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Discussion

6.1 Tracking and Human Representation

Our tracking system has several limitations. Firstly, the tracking system requires
physically measurements of the human worker and the IMUs need to be calibrated
before a recording session. Additionally, the sensors might also be in the way for
the worker, and hence prevent him/her from performing the tasks in a correct way.
This can, however, be solved using other types of sensors such as cameras.

Secondly, the tracking system can only track one human worker at moment, which is
in contrast to assembly lines where multiple humans may work in the same station
and additional equipments may be present. These objects can be tracked by depth
cameras or IMUs attached to tools, where each tool has a unique QR-codes or ID-
numbers. The identification can then be used to match the objects with predefined
objects in the virtual environment.

Thirdly, the manikin representation of the human is solely based on the skeleton
dimensions of a human and does not take into consideration the soft tissues. Con-
sequently, the decision algorithm uses a manikin representation that is not totally
accurate to the real human, and hence it cannot always maintain a minimum sepa-
ration distance between the real human and the robotic arm.

6.2 Prediction

Both the human prediction algorithm and the robot prediction algorithm have their
limitations. The human prediction algorithm creates wagging movement of the
predicted human when the human walks due to the linear prediction model used to
predict the position of the translation-joint located within the body of the manikin.
In addition, the same linear prediction model limits the prediction time since it
results in low accuracy when predicting multiple seconds ahead. A more advanced
prediction model that considers the tasks that are likely for the human to perform,
or learning from the previous motions, would give a better prediction of the human

75



6. Discussion

worker’s longer-term motion.

Moreover, the current robot prediction algorithm assumes that the robot joints never
require excessive speeds, since it is based on a constant velocity model. However,
if the robot works in higher speed, a better approximation of the path duration is
required. Consequently, a model generating a trajectory between the waypoints has
to handle not only the velocity limit but also the acceleration limit.

6.3 Path Planing

The IPS path planner we used only identifies a feasible path and does not adjust
the path according to human social behaviour and hence the resulting path could
be unsuitable for the human. The path planning algorithm could be complemented
with for example human zones to improve the human-robot interaction.

Furthermore, since the path planning is performed in the same thread as the main
program, the main program is blocked and no further actions can be taken if the
path planner gets stuck when calculating a difficult path. One solution is to use
multiple threads where one path planning thread is aborted if it fails to generate
a path within a number of seconds. During the tests of the system, the IPS path
planner needed between 0.3 and 7.0 seconds to generate a path which indicates a
need for multithreading.

6.4 Decisions

The decisions regarding re-planning are made based on only distances, which could
result in re-planning of the path even though the human is only passing by. By
using both velocity and direction, it is possible to determine whether the human
is only passing by, approaching, or leaving. It would thereby be possible choose a
more appropriate behaviour of the robot such as slowing down or entering a waiting
mode.
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Conclusions and Future Work

We presented in this thesis a framework to predict and prevent collisions between
a human and a robotic arm. Furthermore, this framework cannot only stop the
robotic arm but also modify the robot trajectory in real-time by utilizing the path
planning module in IPS.

By comparing between different manikin models, we have demonstrated that the
pose of the IPS manikin is consistent with the one in Xsens MVN, even though the
corresponding body segments are not linked. Moreover, we were able to obtain a
good prediction of the future positions of the human (1 second ahead) by utilizing a
Kalman filter. This prediction is essential since it is the main input to the decision
process that has to make decissions in real-time regarding whether the robot path
has to be re-planned.

Another important part of the work is the control and path planning of the robot.
A new path is generated by only re-planning smaller parts of the path and then
merging the re-planned path with the original path. After testing the control and
path planning, the results indicate that it is faster to re-plan from existing waypoints
of the path than from a new robot joint configuration. Moreover, the path planning
algorithm is efficient since it can generate new paths in between 0.37 to 1.57 seconds.

Finally, the prediction and decision algorithm was mainly developed for human
standing relatively still. For such test cases, we were able to generate new path in
real-time and hence update path almost unnoticeable.

7.1 Future Work

There are many avenues for future work. Firstly, we would like to improve the
prediction of the human motion. The linear model used gives a wagging prediction
that is only accurate for shorter time periods in advance. A more advanced model
that can learn from motions and/or take behaviours and tasks into consideration
could be used instead.

Secondly, we would like to improve the robot instructions. The robot path is now
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only re-planed to avoid a collision. However, the same re-planning framework could
also be used to change the robot path by, for example, changing the goal position of
the robot. This can be done by choosing a specific TCP position in the room and plan
a path to this position. An implementation like this enables a more collaborative
behaviour since the robot could be programmed to hand over tools based on the
location of the human hand or be moved to a position in the room to assist the
human performing a task. Moreover, a small jerk in the robot movement is noticeable
when the robot controller receives new instructions and thereby has to terminate
the current motion in order to execute the new instructions. To avoid this jerk, a
better way of sending robot instructions has to be implemented so that the robot
can either slow down or adjust the current trajectory.

Thirdly, the communication could be improved to speed up the framework. Cur-
rently, all the instructions from the main program to the IPS scenes are sent by LUA
commands at a speed of around 50Hz. This speed decreases if many commands have
to be exchanged since many JSON strings have to be encoded/decoded. Further-
more, the IPS scenes also affect the communication speed because they have to be
rendered and the visualization has to be updated in order to retrieve information
such as distance measurements. Taken together, these issues could slow down the
communication speed to less than 10 Hz. Therefore, we would like to speed up the
communication by using communication that does not require encoding and making
IPS non-dependent om visualization.

Fourthly, the decision process could be improved by smoothing the behaviour of the
robot. If a collision is detected but no collision-free robot position after the collision
is found, the robot keeps following its nominal path. The robot is then stopped
based on information from the real-time loop that indicates that the robot is too
close to the human. The robot remains motionless until the human moves away, even
though the robot could have been stopped earlier and a new path could have been
calculated to avoid the human. Similarly, we would like to keep the robot following
its nominal path as long as possible. This behaviour results in re-planning from
a configuration close to the human. If the human then moves closer to the robot,
the robot is stopped due to insufficient clearance and remains motionless until the
human moves away. The results from the tests of the path planner also indicate that
the path planning takes longer time if the robot is placed near the human than in
a configuration further away. It is, therefore, a prioritized improvement to change
the behaviour to stop the robot when it is further away. Furthermore, the decision
program could be improved by dividing it into multiple threads. Currently, only
one thread is used for both prediction and path planning. Therefore, these tasks are
performed sequentially. Although they are handled in two different IPS instances
which imply that it would be possible to continues the predictions while the path
planner is calculating a new path. By dividing the prediction and the path planning,
it would be possible for the robot to change behaviour while a new path is being
calculated.

Finally, we would like to address problems related to the sensors. The drift problem
could be solved using a camera to update the position of the human. Since it is not
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necessary to get an updated position from the camera at every time instance the
human does not have to be in the line of sight all the time.
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Appendix 1

A.1 Result for Prediction: Translation Joint

Evaluation and tuning of the Kalman filter used for state estimation and prediction
were done with recorded sequences of the manikin moving. The recorded joints
are the Translation joint that describe the humans position in the world frame and
the joints describing the position of the human arms. To enable prediction using
constant velocity models the state velocities were estimated from measurements of
the state position using a Kalman filter. Here results with increased prediction time
to 2, 3, or 5 seconds that complement the result presented in section 4.4.1.1 are
shown. In the figures there are some categories of data;

o Position measurements of the human worker and his/her body limbs, these
are denoted “Measured” or “Y”.

» Kalman filtered states of the human worker and his/her body limbs, these are
denoted “Filtered” or “variablexp”.

o Estimated position of the human worker and his/her body limbs, these are
denoted “Predicted” or “vartabley,.”.

« Prediction time denoted dt,,..
o Mean value in normal distribution generated from the data denoted .
o Standard deviation in normal distribution generated from the data denoted o.

The histograms show the error of the prediction compared to the measured values
or the filtered states. From that data, a normal distribution is generated that is
shown as a red line. The result is also displayed over time where, for example, an
overshoot that is similar to the prediction time is easy to identify.
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Figure A.1: Differences between the predicted human positions and the Kalman
filtered positions are shown in the subfigures to the left, whereas differences between
the predicted human positions and measured positions are shown in the subfigures
on the right. The red line in each subfigure is a normal distribution approximated
from the errors. The prediction is 2 seconds ahead.
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Figure A.2: Comparison between measured, filtered and predicted positions of the
human predicted 2 seconds ahead. The positions in the world frame correspond to
the “Translation” joint.
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Figure A.3: Differences between the predicted human positions and the Kalman
filtered positions are shown in the subfigures to the left, whereas differences between
the predicted human positions and measured positions are shown in the subfigures
on the right. The red line in each subfigure is a normal distribution approximated
from the errors. The prediction is 3 seconds ahead.
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Figure A.4: Comparison between measured, filtered and predicted positions of the
human predicted 3 seconds ahead. The positions in the world frame correspond to

the “Translation” joint.
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Figure A.5: Differences between the predicted human positions and the Kalman
filtered positions are shown in the subfigures to the left, whereas differences between
the predicted human positions and measured positions are shown in the subfigures
on the right. The red line in each subfigure is a normal distribution approximated

from the errors. The prediction is 5 seconds ahead.
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Figure A.6: Comparison between measured, filtered and predicted positions of the
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A.2 Result for Prediction: Arm Joints

The result for prediction of the arm joints are shown below for different prediction
time (i.e., dt,. is equal to 2, 3, or 5 seconds).
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Figure A.7: Differences between the predicted human arm angles and the Kalman
filtered arm angles are shown in the subfigures to the left, whereas differences be-
tween the predicted human arm angles and measured arm angles are shown in the
subfigures on the right. The red line in each subfigure is a normal distribution
approximated from the errors. The prediction is 2 seconds ahead.
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Figure A.8: Prediction, measurements and filtered data of the joints in the arm
during a whole sequence. Prediction time dt,,. is set to 2 seconds.
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Figure A.9: Differences between the predicted human arm angles and the Kalman
filtered arm angles are shown in the subfigures to the left, whereas differences be-
tween the predicted human arm angles and measured arm angles are shown in the
subfigures on the right. The red line in each subfigure is a normal distribution
approximated from the errors. The prediction is 3 seconds ahead.
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Figure A.10: Prediction, measurements and filtered data of the joints in the arm
during a whole sequence. Prediction time dt,,. is set to 3 seconds.
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Figure A.11: Differences between the predicted human arm angles and the Kalman
filtered arm angles are shown in the subfigures to the left, whereas differences be-
tween the predicted human arm angles and measured arm angles are shown in the

subfigures on the right.

The red line in each subfigure is a normal distribution

approximated from the errors. The prediction is 5 seconds ahead.
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Figure A.12: Prediction, measurements and filtered data of the joints in the arm
during a whole sequence. Prediction time dt,,. is set to 5 seconds.
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