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Abstract

The drastic increase of traffic in cellular networks due to the introduction of mo-
bile broadband technologies such as HSPA and LTE has created a need to improve the
data throughput in the back-hauling networks and thus over the microwave links. The
scarcity and the high cost of spectrum have influenced telecommunication fraternity to
come up with spectrally efficient communication systems. The techniques like line-of-
sight MIMO and Dual Polarization-multiplexing have enabled the increase in spectral ef-
ficiency. Though the above techniques have improved the spectral efficiency significantly,
further improvements have to be considered.

Dual polarization-multiplexing and spatially-separated line-of-sight MIMO techniques
have given rise to parallel streams for communication. The existing systems modulate
and demodulate these parallel streams independently. In this thesis, the idea of using the
parallel streams together for modulation and detection (joint modulation and detection) is
considered. This allows the signal space to move from two to higher dimensions. In this
thesis the modulation formats in four-dimensional (4-D) space are examined. Further,
the same idea has been extended to eight dimensions.

The performance of modulation formats in four and eight dimensions are compared
with the standard QAM constellations. The introduced modulation formats are shown to
be power and spectrally efficient. The performance of the modulation formats is studied
for AWGN and partially coherent AWGN channel models and capacity curves are plotted.
Finally, we have discussed low complexity detectors for the joint modulations which make
the modulation formats practically feasible.
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Chapter 1

Introduction

1.1 Background

The demand for high data rates for mobile devices has been growing rapidly. With the
huge influx of mobile devices supporting high definition video, data intensive applications
and them relying on clouds for both storage and processing, the demand for wireless
broadband data is going to grow many folds. Although the technologies such as High
Speed Packet Access (HSPA) and Long Term Evolution (LTE) have equipped the mobile
devices with broadband data they have created tougher requirements on the capacity of
the backhaul networks. Backhaul networks consist of links that connect base stations
to network controllers. The base stations are often inaccessible to fiber solutions and
also their installation is time consuming. A microwave line-of-sight (LoS) radio link that
offers high data rates is thus a commonly used solution. The throughput of these links
have to keep up with the increasing demands without requiring more spectrum.

The technologies such as cross polarization interference cancellation (XPIC) and
LoS Multiple Input Multiple Output (MIMO) have enhanced the spectral efficiency to
a large extent. A significant enhancement in spectral efficiency has been achieved from
these technologies. Any possible techniques to further improve the spectral efficiency and
exploit the potential of the expensive spectrum have to be considered. Dual polarization-
multiplexing and spatially-separated LoS MIMO techniques have given rise to parallel
streams for communication. The existing systems modulate and demodulate these par-
allel streams independently. However, it has been shown in optical communication that
joint processing of two polarizations leads to power efficient modulations [1]. Similarly,
the possibility of increase in spectral efficiency by employing joint processing of two
polarizations has to be considered.

1.1.1 Four-dimensional modulation

The LoS MIMO and Dual Polarization Multiplexing techniques have been studied exten-
sively in literature. The advances in signal processing techniques have further made these
techniques realizable. The principle behind the LoS MIMO is that the signal streams

1



1.2. PROBLEM DESCRIPTION

are made orthogonal to each other by spatially separating the antennas at transmitter
and receiver. Design of the antenna array and relation between the geometry of the
antenna array and frequency of operation has been studied in literature [2, 3]. Dual
polarization multiplexing allows the use of same bandwidth by both horizontal and ver-
tical polarizations; the technique to reduce the leakage between the polarizations to make
them orthogonal known as cross polarization interference cancellation has been discussed
in [4, 5, 6] .

Dual polarization multiplexing and spatial separation techniques give rise to four and
higher dimensional signal space. Attempts to utilize the higher dimensional space and
hence the higher degrees of freedom have been made previously [7, 8, 9]. Lower order
constellations in 4-D space have been investigated in terms of their SER performances [7].
Recently it has been shown that in optical coherent systems a considerable gain can be
achieved by optimally modulating the 4-D signal space, the modulation format making
use of 4-D signal space having better power efficiency than BPSK has been discussed [10].
The format PS-QPSK (Polarization Switched-QPSK) with 8 symbols in four Degree
of Freedom (DOF) gives an asymptotic gain of +1.76dB with respect to BPSK and
there have been experimental realizations of the format [11]. These works give a strong
motivation to consider the joint modulation formats for microwave links which support
dual polarization multiplexing.

The previous works on joint modulation formats in 4-D have concentrated on lower
order constellations and mainly on optical communication for achieving power efficiency.
Since the microwave LoS systems require high data rates, higher order joint modulation
formats have to be considered. Recently the joint modulation formats in 4-D have been
generalized and extended to higher order constellations having higher spectral efficien-
cies [12]. The study of higher dimensional modulations poses many challenges, the first
being the difficulty in visualizing the higher order constellations in higher dimensions.
The design and study of higher dimensional constellations also requires the concepts of
lattices and sphere packing. The sphere packing problems are computationally complex
and time consuming [10].

1.2 Problem Description

The goal of the thesis is to examine the joint modulation and detection of two polarization
signals for higher order constellations and study the respective gains and losses. The joint
processing results in four-dimensional signal space and different modulation formats in
four dimensions were studied. Spectrally efficient modulations in four dimensions were
discussed in detail and compared to other modulation formats. Two low complexity
detectors were also analysed. Further, a few selected eight-dimensional joint modulation
formats were evaluated in terms of power and spectral efficiency.

2



1.3. THESIS ORGANIZATION

1.3 Thesis Organization

Chapter 1 gives an overview of the problem under study and the work carried out.
Chapter 2 is an overview of the wireless microwave systems and LoS microwave sys-
tems. Chapter 3 discusses the parameters related to modulation formats and defines
the performance measures. Chapter 4 begins with the four-dimensional view of the
dual polarization systems and introduces spectrally efficient modulations. Chapter 5
is dedicated to examining the performance of spectrally efficient joint modulation and
comparing with other modulations. Detector complexity being a critical factor, it is
also discussed for the introduced modulation formats in this chapter. A few selected
joint eight-dimensional constellations are discussed in Chapter 6. Finally, Chapter 7
summarizes the results and discusses the scope of future work.

3



Chapter 2

Wireless Microwave Systems

This chapter gives a basic overview of wireless digital communication systems and LoS
microwave systems.

Communication devices have evolved into highly complex systems supporting com-
munication in adverse environments or channels. Though the systems have become
highly complex, the basic design and operation principles have remained the same. This
chapter gives a high level picture of these principles and the factors affecting such commu-
nication systems. Following which, LoS microwave communication systems are discussed
in detail as this thesis aims to improve the performance of such systems.

2.1 Shannon Communication System Model

Communication systems can be best described on an abstract level by the Shannon
model, Figure 2.1 shows the block diagram of a communication system [13].

Channel

Source

Encoder

Channel 

Encoder

Source

Decoder

Channel 

Decoder

Source

Sink

Modulator

Demodulator

Figure 2.1: Block diagram of a basic communication system.

The source encoder encodes the data from the source into suitable digital format
and reduces the redundancy in the data. This source coded data is then fed to the
channel encoder. The purpose of the channel encoder is to add redundancy to the data
to facilitate the receiver to reduce the number of errors introduced in the channel.

4



2.2. CHANNEL MODEL

The modulator block is made up of several sub-blocks, most importantly bit to symbol
mapper, pulse shaping and mixers. Bit to symbol mapper maps the bit sequence into
symbols in M -ary modulation, the k coded bits are transformed using M = 2k distinct
symbols cm,m = 0 . . .M−1. Common modulation formats are Phase shift keying (PSK),
Frequency shift keying (FSK), Amplitude shift keying (ASK) and Amplitude phase shift
keying (APSK). The pulse shaping filter maps the symbols to a sequence of pulses, the
primary purpose of pulse shaping is to fix the shape and limit the bandwidth of the
signal which shares a channel with other signals. The mixer up-converts the signal from
baseband to passband frequencies. The modulated signal is passed through the channel
which adds noise and interference to the transmitted signal.

At the receiver, each block undoes the operation performed by the corresponding
block at the transmitter. The down-converted signal is filtered through a matched filter
to minimize the effect of noise followed by sampling. The sampled signal is then passed
through symbol to bit mapper, channel and source decoders. The block diagram gives a
traditional design of a communication system, advances in communication theory allow
interaction between coding and modulator to improve performance [13, pp. 3].

2.2 Channel Model

The channel is defined as the path over which the electrical signal traverses between the
transmitter to receiver. It can be wired (e.g., copper, optical fibre) or wireless. The
accessible to all and ever changing nature of our environment makes wireless channel
more error prone to interference and highly time varying when compared to wired chan-
nel. The channel can introduce noise, interference from other signals (e.g., inter channel
interference), inter symbol interference (ISI) and fading to the transmitted signal. Some
of these aspects are discussed in the following sections.

2.2.1 AWGN channel

A common model for noise is additive white Gaussian noise (AWGN). It approximates
many noises such as thermal noise and shot noise sources. It is called additive because
it is additive in nature and white because it is uncorrelated or it has flat power spectral
density. It is Gaussian because its real and imaginary parts follow the Gaussian proba-
bility density function. A continuous time complex baseband signal affected by complex
AWGN is modeled as

r(t) = s(t) + w(t), (2.1)

where s(t) is the input complex baseband signal, w(t) is the additive complex AWGN
and r(t) is the received complex signal.

The autocorrelation function of AWGN is given by

Rw(t1,t2) =
N0

2
δ(t1 − t2),

5



2.2. CHANNEL MODEL

where δ(·) is the Dirac-delta function, t1, t2 are any two time instances and N0
2 is the

one sided PSD of the AWGN.

2.2.2 PC-AWGN channel

Phase noise is another noise source and it mainly originates in the mixers that include
oscillators. Ideally the oscillators have to generate a perfect sinusoid, but in reality the
output has a random phase and amplitude fluctuation. The effect of phase noise on the
sinusoid can be expressed as [14]

r(t) = A[1 + a(t)] cos(ωct+ θ(t)),

where A is the amplitude of the sinusoid, a(t) is the amplitude noise, ωc is the carrier
angular frequency and θ(t) is the phase noise. The phase noise rotates the signal con-
stellation and it can completely ruin the reception if left untreated. In the frequency
domain, phase noise appears as spectral widening.

Partially coherent AWGN channel (PC-AWGN) is a channel model where the signal
is affected by both phase and AWGN noise. The complex baseband received signal has
the form

r(t) = s(t)ejθ(t) + w(t),

where s(t) is the transmitted complex baseband signal; w(t) is the complex AWGN and
θ(t) is the phase noise. Phase noise can be modelled by different probability distributions,
the common distribution models for phase noise are wrapped Gaussian and Tikhonov [15,
16]. Tikhonov-distributed phase noise closely models the residual phase noise when a
phase-locked loop is used at the receiver [16].

The pdf of the Tikhonov distributed phase noise is given by

pΘ(θ) =

 eρ cos(θ)

2πI0(ρ) , if θ ∈ [−π,π]

0, if θ /∈ [−π,π]

,

where ρ is a parameter of the Tikhonov distribution and is related to the variance of the
angle θ as ρ ∝ 1

σ2
θ
. I0(ρ) is the zero order Bessel function of first kind.

2.2.3 Fading

An important characteristic of the wireless channels is the multipath effect in which
the transmitted signal reaches the receiver along multiple paths. The reflections and
scattering cause the transmitted signal to be received in a number of copies each with
its own phase delay and signal strength. The combination of multiple copies can be
constructive or destructive resulting in a time varying signal to noise ratio at the receiver.
The Fourier transform of the channel impulse response gives the response of the channel
at different frequencies.

If the frequencies within the signal bandwidth B are discriminated significantly the
channel is said to be frequency selective. The coherence bandwidth Bc is the bandwidth

6
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for which the channel frequency response is considered to be flat. As a result a signal
having a bandwidth B smaller than Bc experiences a near flat channel and if B is larger
than Bc the signal experiences a frequency selective channel [17, Chapter 3].

The wireless channel being subjected to changing surroundings is also time varying.
The changes in time are due to the relative motion between the transmitter-receiver
or/and the changes in the environment. Coherence time Tc is a statistical measure of
the time period over which the channel impulse response remains time invariant. If the
symbol time Ts is smaller than Tc, the channel is said to be slow fading and if Ts is larger
than Tc it is said to be fast fading since the channel impulse response changes within
one symbol period [17, Chapter 3].

2.2.4 Intersymbol Interference

ISI is the overlapping of one or more adjacent or neighbouring symbols on a current
received symbol. A symbol shifted in time will affect the neighbouring symbols. In
wireless channels with multipath propagation, the symbols can arrive multiple times
or/and shifted at receiver causing ISI. Symbol timing errors and non Nyquist filtering
at transmitter and receiver can also cause ISI.

2.3 Microwave Systems

Due to increased shadowing by obstruction and attenuation, frequencies higher than 6
GHz are not used for mobile communication [18]. However, these frequencies are useful
in LoS links. Another problem with high frequency communication is the path-loss,
which increases with frequency as seen in [17, Eqn. 2.7]

Pt
Pr

=
(√Gλ

4πD

)2
, (2.2)

where Pr and Pt are powers of received and transmitted signals, respectively. G is the
product of transmitter and receiver antenna gains, D is the antenna separation and λ is
the wavelength of the carrier.

Due to high attenuation and narrow frequency bands, mobile operators are consider-
ing microwave a bottle neck in capacity evolution. However by allowing microwave links
to use new technologies such as LoS MIMO, dual polarized transmission along with the
use of higher order modulation and newly available high frequency bands at 42 GHz and
70/80 GHz; it is possible to increase the capacity of microwave links up to 40 Gbps [19].

2.3.1 Dual Polarized Systems

Electromagnetic waves originate from the oscillation of electrical and magnetic fields
which are orthogonal to each other. Electromagnetic wave travels in three-dimensional
(3-D) space in a straight line perpendicular to electric and magnetic field. The electric
field results from the voltage changes that occur as the antenna element is excited by an
alternating waveform. The direction of the line of force of the electrical field is same as

7



2.3. MICROWAVE SYSTEMS

the axis of the antenna. The magnetic field is a result of current flowing in the antenna
and is perpendicular to the electrical field.

Direction of
Propogation

Vertical 
component

Horizontal 
component

Figure 2.2: Polarization components of the electric field in an electromagnetic wave and
its direction of propagation.

The polarization of electromagnetic waves indicates the plane in which the electrical
field is vibrating (a convention). Since most waves of interest travel along the earth
surface, often horizontal or vertical polarized waves is used, meaning the electrical field
is oscillating in horizontal or vertical directions, respectively. The schematic diagram in
Figure 2.2 shows the horizontal and vertical component of the electric field. The hori-
zontal and vertically polarized signals being orthogonal to each other, can be regarded
as two independent channels. A potential gain in spectral efficiency can be achieved by
polarization multiplexing, meaning different data is sent in both polarizations using the
same bandwidth.

In practical systems, due to imperfections in the channel and misalignment between
antennas there is a leakage from one polarization to the other making two polariza-
tions nearly orthogonal. This leakage can be quantified with channel cross-polarization
discrimination factor (XPD). It measures the amount of power leaking from one polar-
ization to another and thus measures the system’s ability to differentiate between two
polarizations. It is defined for vertical and horizontal components respectively as [20]

XPDV =
E[|hV,V |2]

E[|hH,V |2]
XPDH =

E[|hH,H |2]

E[|hV,H |2]
, (2.3)

where hA,B is the channel impulse response from the A polarized Tx antenna to B
polarized Rx antenna. Ideally |hH,V | and |hV,H | should be zero, meaning XPD is infinity.
Higher the XPD is, higher the isolation between different polarizations.

2.3.2 LoS MIMO for Microwave Systems

MIMO is a promising technique that offers high data throughput by spatially multiplex-
ing the signal stream, it offers diversity and array gain. A more detailed discussion on
MIMO is available in [18].
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Tx1

Tx2 Rx2

Rx1

h11

h12

h21

h22

Figure 2.3: A schematic view of a 2× 2 LoS MIMO system.

A MIMO system in a rich scattering environment imposes low correlation between
phase and amplitudes of received signals, meaning each received signal will experience
independent paths. Consider two transmitter and two receiver antennas as shown in
Figure 2.3. In case of a strong LoS component the correlation between the received
signals increases further, by placing the antennas closely together the rank of the channel
matrix becomes one. The MIMO system changes to a system identical to single input
single output (SISO) system in capacity.

The channel gain hnm between the nth transmitter antenna and mth receiver antenna
is a function of geometry (the antenna separation distance and orientation) and carrier
frequency. Since the phase of received signal depends upon the length of the path,
one can intelligently set the distance between antennas and make signal streams near
orthogonal. The principle behind LoS MIMO system is to make the signal streams
orthogonal to each other, by spatially separating the antennas at the transmitter and
receiver or/and by using orthogonally polarized antennas [14].

Figure 2.4: Tx and Rx antennas arranged in an array. The various distances and orien-
tations are chosen optimally to make the signal streams orthogonal at the receiver.

Consider a uniform linear array ofNa transmitter andMa receiver antennas separated
by dt and dr, respectively, as shown in Figure 2.4. Optimal antenna separation providing

9



2.3. MICROWAVE SYSTEMS

maximum capacity in LoS MIMO is given by [2, 14]

dtdr =
λD

V cos(θt) cos(θr)
K, (2.4)

where K is a positive odd integer normally chosen to be one, to obtain the smallest
optimal antenna separation; D is the physical distance between Tx and Rx antenna
arrays; θt and θr are tilt angles of Tx and Rx antennas, respectively; dt and dr are
the transmitter and receiver antenna separations, respectively and V = min(Na,Ma).
It is seen from the above equation that, the separation between antenna decreases as
the carrier frequency increases and it increases as the hop distance between Tx and Rx
increases.

The channel matrix for a LoS MIMO system for a flat fading channel can be expressed
as

HLoS =


h11 · · · h1Ma

...
. . .

...

hNa1 · · · hNaMa

 =


exp(jkd11) · · · exp(jkd1Ma)

...
. . .

...

exp(jkdNa1) · · · exp(jkdNaMa)

 , (2.5)

where k = 2π/λ and dnama is the physical distance between transmitter antenna na and
receiver antenna ma.

The concept of making the signals orthogonal by spatially separating the antennas
at transmitter and receiver can be best explained by vector visualization. Consider a
2 × 2 LoS MIMO system as in Figure 2.5 (courtesy [14]). As seen in Figure 2.5 a)-c)
there is 90◦phase difference between paths d11 and d12. The receiver antennas Rx1 and
Rx2 receive a signal that is a combination of transmitted signals from Tx1 and Tx2.
At the receiver, by rotating the received signals by −90◦ and combining them, each
signal stream can be detected without interference, even if the transmitted signals have
different phases as shown in Figure 2.5 a)-c). The signal streams can also be separated
when the phase difference between the paths is not 90◦as shown in Figure 2.5 d).

2.3.3 Cross Polarization Interference Cancellation

The previous section described the leakage between the polarizations resulting in near
orthogonal signals. For making use of the dual polarized systems as two separate streams
the leakage has to be minimized.

Cross polarization interference cancellation is a digital signal processing technique
that minimizes the leakage between the polarizations [4, 5, 6]. By minimizing the cross
leakage, polarizations can be regarded as two independent streams and the capacity of
the microwave links can be doubled by transmitting information simultaneously on both
polarizations using the same frequency band. The channel for the dual polarized system
can be viewed as a 2× 2 MIMO channel. Neglecting the phase differences between the
Tx and Rx antennas the channel matrix can be written as

10
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Figure 2.5: Separating the signal stream in a 2 × 2 LoS MIMO. The figures a),b) and
c) show how the signals at receiver can be made orthogonal to each other irrespective of
their initial phases when the phase shift between the direct path and cross path is 90◦.
The figure d) shows the scenario when the phase difference between the direct path and
cross path is not 90◦. Copyright c©Haonan Liu and Tryggvi Ingason. Reprinted with
permission from Haonan Liu and Tryggvi Ingason, can be found in [14].

WXPD =

[√
1− α √

α
√
α

√
1− α

]
, (2.6)

where α is the channel gain between vertical transmitter and horizontal receiver antennas
and vice-versa. It measures the ratio of power of one polarization that is transferred to
other polarization and is constrained by 0 ≤ α ≤ 1. In terms of XPD it is defined as

α =
1

XPD + 1
. (2.7)

The advantage of dual polarized microwave links over spatially separated LoS link
is that the antennas can be combined, thus there is no need to spatially separate the
antennas at Tx and Rx. Block diagram of an XPIC system is shown in Figure 2.6. The
receiver receives signals from both polarizations resulting in interference. XPIC filters
the interference and subtracts the interference signal from the desired signal.

2.3.4 4× 4 SS DP LoS MIMO

Section 2.3.2 described the technique of spatially separating the Tx and Rx antennas to
achieve near independent channels and Section 2.3.3 described XPIC to double the spec-
tral efficiency using polarization multiplexing. Combining these two techniques results
in a spatially separated dual polarized LoS MIMO (SS-DP LoS MIMO) system. This
section describes the 4× 4 SS-DP LoS MIMO system which can produce 4 fold capacity
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Filter
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Figure 2.6: Block diagram showing a design for cross polarization interference cancella-
tion.

in comparison to a SISO system. Combining Eqn. 2.5 and 2.6, the channel matrix for
4× 4 SS DP LoS MIMO can be written as [14]

H =


h1V,1V h1V,1H h1V,2V h1V,2H

h1H,1V h1H,1H h1H,2V h1H,2H

h2V,1V h2V,1H h2V,2V h2V,2H

h2H,1V h2H,1H h2H,2V h2H,2H

 =

[
H11 H12

H21 H22

]

=


√

1− αejkd11 √
αejkd11

√
1− αejkd12 √

αejkd12

αejkd11
√

1− αejkd11 √
αejkd12

√
1− αejkd12

√
1− αejkd21 √

αejkd21
√

1− αejkd22 √
αejkd22

αejkd21
√

1− αejkd21 √
αejkd22

√
1− αejkd22

 . (2.8)

Using the Kronecker product ⊗, the channel matrix can be expressed as

H = HLoS ⊗WXPD =

[
ejkd11 ejkd12

ejkd21 ejkd22

]
⊗
[√

1− α √
α

√
α

√
1− α

]
.

The channel matrix gives an insight into the inter-stream interference and the cross
polarization interference. Efficient equalizers have to be designed to overcome these
effects before feeding the signals to the detector. Design of algorithms for such MIMO
space time equalizers have been discussed in detail in [14].
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Chapter 3

Performance of Modulation
Formats

Communication systems are used in diverse environments which affect the signals differ-
ently and have a direct effect on the performance of the system. The environment for
a communication system is often described by the channel model whose characteristics
were discussed in Chapter 2. The modulation format chosen and the channel have a
direct consequence on the performance of the system. To obtain a desired performance,
the modulation formats have to be subjected to scrutiny and comparison, keeping in
consideration the channel they will be used on.

Though the diverse environments subject the signals to various kinds of noises and
nonlinearities, AWGN is a prominent and a simple noise model generally chosen for
measuring the performance of modulations. Though some other noises such as phase
noise are critical in many systems, to keep the discussion simple this chapter considers
the AWGN model only. Quality measures such as receiver sensitivity, spectral efficiency
and power efficiency are used to compare different formats.

The performance of a modulation format is a direct consequence of its geometry.
To understand the modulations which are already in use and the improved modulation
formats which will be introduced in later chapters, understanding the relation between
geometry and performance is important. Hence, this chapter discusses the importance
of the geometry of the modulation formats.

3.1 Modulation Formats

The orthogonal components of the carrier in a coherent communication system facilitate
a single carrier to carry two amplitudes, one on each orthogonal component and to be
separated at the receiver. The two orthogonal components are referred to as in-phase (I)
and quadrature (Q) components. The amplitudes can vary continuously, but they are
chosen from a discrete set.
The pair of amplitudes form a symbol and owing to the fact that they are on orthogonal
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3.1. MODULATION FORMATS

components. The symbol cm is represented by a complex number as

cm = Im + iQm,

where Im and Qm are the amplitudes of the in-phase and quadrature components, re-
spectively.

A modulation format is a set of such symbols C = {c1,c2, . . . ,cM} chosen appropri-
ately to suit a communication system and channel. In a digital communication system,
a sequence of complex symbols c[0],c[1], . . . ,c[k] are taken from the finite alphabet set C
at discrete time instances k and passed through a pulse shaping filter to form a complex
continuous time baseband signal s(t), which can be written as

s(t) =
L∑
k=0

c[k]v(t− kTs), (3.1)

where, v(t) is the pulse chosen and Ts is the symbol period.
Assuming that all the constellation points are chosen with equal probabilities, log2M

information bits are transmitted every symbol period Ts, yielding an information bit rate
of RB = (log2M)/Ts bits per second (bps).

The modulation format making use of two orthogonal components can be visualized
by 2-D Cartesian coordinates, in general a modulation format using N -orthogonal com-
ponents can be visualized by N -dimensional Cartesian coordinates. Figure 3.1 shows
the constellation diagram of 16-QAM (Quadrature Amplitude Modulation).
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Figure 3.1: 16-QAM constellation. The figure shows the constellation points at different
distances from the origin having different energies.
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Since a modulation format is completely represented by its constellation plot in
Euclidean coordinates, the term constellation is often used in place of modulation format
in literature.

3.2 Definitions

3.2.1 Average Symbol Energy (Es)

The energy of an alphabet or constellation point in a modulation format is equal to
the square of the distance from origin to the point. In this definition the pulse shaping
is assumed to be of unit energy. Figure 3.1 shows a simple modulation format. The
distance from origin to the constellation point ck is shown as dck .

From the figure the energies of the constellation points are related as

Ec1 = d2
c1

Ec2 = d2
c2

...
EcM = d2

cM
.

The average symbol energy of a modulation format or a constellation when the
constellation points are equiprobable is given by

Es =
Ec1 + Ec2 + · · ·+ EcM

M
. (3.2)

Further, to compare the energy required by modulation formats with different num-
ber of bits per symbol, average bit energy Eb is used. The average bit energy is given by

Eb =
Es

log2(M)
. (3.3)

3.2.2 Symbol Error and Bit Error Rates

Symbol error rate (SER) is the ratio of number of symbols detected incorrectly to the
number of transmitted symbols. Similarly, bit error rate (BER) is defined as the ratio
of number of bits detected incorrectly to the number of transmitted bits. The relation
between SER and BER is not always straight forward. In case of Gray mapping and at
higher SNRs, they are approximately related as [17, Eqn. 5.47]

BER ≈ SER

log2M
. (3.4)

In constellations where Gray mapping is not possible the above approximation is not
valid.
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3.2.3 Receiver Sensitivity

Receiver sensitivity is defined as the signal to noise ratio required to reach a fixed BER
or SER [13, pp. 133]. Figure 3.2 shows the procedure in which the receiver sensitivity
is calculated. The signal to noise ratio Eb/N0 required to reach the SER of 10−7 is
determined as shown in Figure 3.2. The constellations 4-QAM, 16-QAM and 64-QAM
have receiver sensitivities of 11.5 dB, 15.6 dB and 20.1 dB, respectively for SER= 10−7.
The SER plots in Figure 3.2 are obtained using the expression [21, Eqn. 45]

SER = 4

(
1− 1√

M

)
Q

(√
3(log2M)Eb
(M − 1)N0

)
− 4

(
1− 1√

M

)2

Q2

(√
3(log2M)Eb
(M − 1)N0

)
,

where Q(·) is the q-function.
The receiver sensitivity shows that, as the order of the constellation increases the

SNR required to obtain a required performance also increases. It shows the trade-off
between number of bits per symbol and the required power at a fixed performance.
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Figure 3.2: Receiver sensitivity of 4, 16 and 64-QAM at SER= 10−7.

3.2.4 Spectral Efficiency

Spectral efficiency (SE) is the information bit-rate per bandwidth [bits/s/Hz] or informa-
tion bits per channel use. Channel use refers to the use of a pair of I and Q components
of a carrier. To simplify the definition we can assume the time equal to one symbol
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period and bandwidth equal to 1 Hz. This would make the SE of modulation format
to be bits/symbol. Further, to avoid confusion in dual polarization systems and higher
dimensional systems, the definition is refined to

SE = (bits/symbol) per polarization,

or SE = (bits/symbol) per channel use.

In the above definition the overhead and other redundancies introduced in commu-
nication systems are not considered.

3.2.5 Asymptotic Power Efficiency

Let the distance between two constellation points ck and cl be denoted as dkl, the mini-
mum distance of the constellation is defined as dmin = min

k,l
dkl. The minimum distance

dmin between the constellation points is a critical parameter that affects the performance
of a modulation format. The minimum distance and average symbol energy together are
used to define asymptotic power efficiency (PE) as [22, pp. 220]

PE =
d2

min log2(M)

4Es
. (3.5)

Asymptotic power efficiency is a relative measure of the power efficiency of the mod-
ulation format with respect to the Binary Phase Shift Keying (BPSK) constellation. For
BPSK constellation the PE expression evaluates to 0 dB.

Note: Spectral efficiency or receiver sensitivity cannot be used separately to compare
modulation formats fairly. A modulation format showing higher spectral efficiency could
have poor receiver sensitivity and vice versa. As a consequence, ‘sensitivity and SE’ or
‘PE and SE’ have to be considered jointly for a fair comparison.

3.3 Circle Approximation of a Symbol

A symbol is represented by a point in the Cartesian co-ordinates as explained earlier.
In this section an alternate way of representing symbols, that is representing a symbol
by its circular territory is discussed. This representation is useful in understanding the
performance of modulation formats.

Figure 3.3 shows a BPSK constellation with constellation points c1 and c2. Consider
the transmission of c2 over an AWGN channel, the sampled real received symbol can
be written as r[k] = c2 + w[k]; where w[k] is the real AWGN sample. The probability
distribution of the received symbol r[k] is Gaussian and has mean at c2. If the symbols
c1 and c2 are equiprobable, the midpoint of the line joining them specifies the decision
region of the two symbols. The received symbol is detected as c1 if the received symbol
crosses its decision region. The probability of symbol error i.e., the probability that c2
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c
1

c
2

Figure 3.3: BPSK constellation showing the pdf of a received symbol when c2 is trans-
mitted on AWGN channel.

is sent and c1 is detected is the area under the Gaussian curve from −∞ to 0 (shaded
region in the figure). For a fixed variance of noise the distance between c1 and c2 can
be determined to have a desired probability of error. And the regions separated by the
midpoint can be regarded as the territories of the constellation points.

Figure 3.4: Diagram showing a QPSK constellation and the decision boundaries.

The idea of the territories of the constellation points can be understood clearly in
2-D modulation formats. Figure 3.4 shows a QPSK (quadrature phase shift keying)
constellation. The dotted lines specify the decision regions of the constellation points.
Consider the transmission of c2 over the AWGN channel. If the variance of the noise in
both the in-phase and quadrature components is equal, the probability distribution of
the sampled complex received symbol r[k] = c2 + w[k] is an isotropic two-dimensional
Gaussian with mean at c2. The probability of detecting ci, i 6= 2 when c2 is transmitted
i.e., P (ci|c2), i 6= 2 is equal to the volume of the 2-D Gaussian outside the decision
region of c2. For complicated constellations and constellations in many dimensions, this
probability is difficult to compute as the decision regions have complex shapes. As a
result the computation of SER for such constellation becomes complicated.

A simple and useful approximation to the SER is the union bound. It can be cal-
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culated using pair-wise error probabilities, which are easy to calculate since they are
functions of the distance dkl = ‖ck − cl‖. The union bound on SER can be expressed
as [22, pp. 191]

SER ≤ 1

M

M∑
k=1

M∑
j=1
j 6=k

1

2
erfc

(
dkl

2
√
N0

)
. (3.6)

The term inside the summation represents the pair-wise error probability Ppep between
the symbols ck and cl.

The bound is close to the actual SER at high SNRs and approaches the true SER
asymptotically. It is clear from the equation that at high SNRs, SER is dominated by
the set of points situated closely to each other. That is the points at a distance dmin from
each other. From this observation it is clear that if a constellation is to be optimized to
minimize the average symbol energy Es, the dmin has to be kept unreduced to keep the
SER performance unchanged (at high SNRs). The restriction of keeping the minimum
distance unreduced while trying to minimize Es and the isotropic nature of the noise
allows us to replace the constellation points with non overlapping circles of diameter
equal to the minimum distance. By not allowing the circles to overlap we ensure that
the required dmin is guaranteed.

c
1

c
2

c
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c
4
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Figure 3.5: (a) The probability distribution of the received QPSK symbols at high SNRs
(b) and its top view justifying the circle approximation of a constellation point.

Let us consider the probability distribution of the received symbols of the QPSK
constellation at high SNRs as seen in Figure 3.5(a). Figure 3.5(b) shows the top view of
the probability distribution, the top view supports the idea of replacing the constellation
points by circles.

The above discussion leads to the conclusion that any constellation point in 2-D
constellations can be replaced by a circle when transmission is on AWGN channel. Ex-
tending the argument to higher dimensions, in three-dimensional constellation a constel-
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lation point can be replaced by a sphere and in N dimensions by an N -sphere1. The
interpretation of symbols by their circular territories or spheres gives a useful insight
into the performance of the modulations which is made clear in the following section.

Figure 3.6: 16-QAM with constellation points replaced by circles.

In Figure 3.6, the constellation points of 16-QAM modulation format are replaced by
circles of equal diameter (diameter equal to dmin). The minimum distance dmin ensures
the desired performance of the constellation at high SNRs. Void space in between the
circles indicate excess energy being spent to achieve the desired performance. To reduce
the consumption of this additional energy, the void space has to be reduced; this is
achieved by rearranging the circles without overlap under the constraint that Es is
minimized.

The problem of finding the arrangement of 16 constellation points to minimize the
average energy requirement is equivalent to finding the densest packing of 16 circles in
two dimensions. Generalizing the statement the problem of finding the constellation with
maximum asymptotic power efficiency is equivalent to finding the densest packing of M
N -dimensional spheres (Sphere packing problem) [10]. This is equivalent to finding an
arrangement of N -spheres that minimizes the average squared distance of their centres
from the origin.

The problem of finding the densest packing is challenging and no formal mathematical
proofs are known. The best known packing structures obtained by empirical methods
are used to define the most power efficient constellations in the sense that no better
constellations have been found [23, pp. 228]. As the number of constellation points and
dimensions increase the complexity of the problem of finding the densest packing grows
and is computationally demanding.

Constellation with Circular Boundaries

The sphere packing problem solution for large number of spheres or constellation points
results in constellation with spherical boundaries. This is due to the fact that the

1An N -sphere is a generalization of the surface of an ordinary sphere to arbitrary N dimensions.
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constellation packed densely and bounded by spherical boundaries has the least Es and
is the most power efficient. Also if there is a constraint on the packing arrangement,
then for that packing arrangement the constellation with the spherical boundaries has
higher power efficiency than the constellation with non spherical boundaries.

(a) (b)

Figure 3.7: (a) Standard 256-QAM having rectangular boundary (b) 256-Sph-QAM
having circular boundary. 256-Sph-QAM is more power efficient than 256-QAM due to
shaping gain.

Consider the standard 256-QAM constellation and the constellation with 256 points
having the same arrangement structure (i.e., cubic) and circular boundary which will
be referred to as 256-Sph-QAM. Figures 3.7(a) and 3.7(b) show the two constellations
considered.

The asymptotic power efficiencies of 256-QAM and 256-Sph-QAM are − 13.2736 dB
and − 13.0843 dB, respectively. The values of power efficiencies are in support of the
argument in the section. The increase in the power efficiency obtained by shaping the
boundary is referred to as shaping gain (γs). The maximum shaping gain that can be
achieved in two dimensions is 0.2 dB [24, Table I], [25, Table I].

3.4 Power Efficient Modulation Formats in Two and Three
Dimensions

In two dimensions, the hexagonal packing of circles is known to be the best packing
structure and is known as A2 [26, Table 1.2]. Figure 3.8 shows the hexagonal constel-
lation with 19 points which is bounded by a circular boundary. The dense hexagonal
packing and the spherical boundary make the constellation the most power efficient mod-
ulation format known so far with 19 points in two dimensions [23]. Also, the hexagonal
constellation arrangement is referred to as TQAM (triangular QAM) [27] as the points
can be interpreted to be arranged on the vertices of contiguous equilateral triangles.
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Figure 3.8: Hexagonal modulation format
with circular boundaries having A2 lattice
structure.

Figure 3.9: Dense packing structure in three
dimensions having HCP structure.

Similarly, the densest known packing structures in three dimensions are Face-centered
cubic (FCC) and Hexagonal close packing (HCP) [26, Table 1.2],[28]. The structure
of HCP is shown in Figure 3.9, suitable modulation formats can be extracted from
the extended structure by choosing M -ary cubical or spherical subsets. The packing
structure is made up of three dimensional spheres arranged in hexagonal pattern in each
layer. The detailed description of the construction of these structures can be found
in [26].

3.4.1 Kissing Number

An important parameter of regular packing structures as shown in Figure 3.9 is the
maximum number of nearest neighbours a point or a sphere has. In the 16-QAM con-
stellation shown in Figure 3.6, a circle has a maximum of four nearest neighbours. The
points in the hexagonal constellation and the dense 3-D structure shown in Figure 3.9
have a maximum of 6 and 12 neighbours, respectively [26, Table 1.2]. The maximum
number of nearest neighbours a point has in a structure is known as kissing number.

The kissing number plays an important role in the SER performance of the constel-
lations. In case of transmission over AWGN channel, the probability distribution of the
received symbol has a mean at the transmitted constellation point and spreads around
it as shown in the Figure 3.5(a). The number of neighbours closest to the point sig-
nificantly affect the SER performance of the constellation as indicated by the Eqn. 3.6.
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3.5. COMPARISON OF MODULATION FORMATS

The probability that the received symbol is wrongly detected increases if the number of
closest neighbours increases.

3.5 Comparison of Modulation Formats

The comparison of two modulation formats has to be fair, meaning all the important
aspects of the modulation formats have to be considered. The number of bits per symbol,
SER performance and the power required per bit have to be considered together for a
fair comparison. This is important because a modulation format can have a better SER
performance compared to another modulation, but it could have lower SE.
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Figure 3.10: Asymptotic performance comparison of 2-D modulations. The graph shows
the higher power efficiency of circular TQAM over QAM.

Figure 3.10 shows the plot of SE vs. 1/PE for QAM and circular-TQAM constella-
tions in AWGN. The circular TQAM constellations used to obtain the plot were formed
by generating a large number of points arranged in hexagonal structure and then choos-
ing a M -ary circular subset. The centroid of the subset is moved to origin to minimize
the average symbol energy Es. The constellations obtained from this procedure for small
M are not optimal, the constellation from the circular subset are used directly and no
optimizations have been done to generate the plot. Such plot is used to compare modu-
lation formats in [10]. The points lying more towards left have higher asymptotic power
efficiencies. For a fixed spectral efficiency the figure shows that the circular TQAM has
higher asymptotic power efficiency when compared to QAM.
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3.5. COMPARISON OF MODULATION FORMATS

A fair and common way to compare modulation formats is to represent a modulation
format in spectral efficiency vs. sensitivity plane [10, 22]. In this scheme of comparison,
the performance of the modulation formats i.e., SER or BER is fixed and the SNR
required to achieve this performance is found. Since this comparison includes SNR (a
measure of energy), performance (fixed SER or BER) and spectral efficiency it is a fair
comparison for modulation formats. This scheme shows the ‘SE - sensitivity’ trade-
off. For obtaining the sensitivities at a given SER, exact SER expressions can be used
or union bounds which are close (tight at high SNR) to the exact SER curves at the
specified SER can be used.

Figure 3.11 shows the SE vs. sensitivity plot for different QAM and PSK constella-
tions. Consider the 24-QAM and 24-PSK constellations. From the plot it is clear that
in AWGN, 24-QAM has better sensitivity than 24-PSK, as a consequence in AWGN
channel 24-QAM is chosen over 24-PSK.
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Figure 3.11: Spectral efficiency vs. receiver sensitivity of 2-D modulations at SER=10−7.

Summary

In this chapter the basic properties and a few important parameters of modulation
formats were defined. The analogy of circles and spheres with the constellation points was
discussed. Finally, two fair methods to compare the modulation formats were explained.
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Chapter 4

Four-Dimensional Modulation
Formats

The required isolation between the horizontal and vertical polarization in dual polar-
ization systems is achieved by digital signal processing techniques as explained in Sec-
tion 2.3.3. These advancements have enabled the use of both polarization components
for data transmission in microwave communication. Dual polarization communication
systems are commercially deployed in microwave LoS solutions [19].

This chapter looks into the details of the modulation formats used in the dual polar-
ization systems.

4.1 Dual Polarization Multiplexing

Ideally the horizontal and vertical polarization components can be considered as two
orthogonal components of the electromagnetic wave. But in practice they cannot be
isolated completely; there is a leakage between the polarizations. As mentioned in Sec-
tion 2.3.3 XPIC techniques have enabled the isolation of the polarizations to a great
extent.

A dual output modem or two single output modems, modulate two separate bit
streams independently and are connected to the vertical and horizontal polarization
inputs of an antenna. At the receiver side, XPIC techniques are employed and the
horizontal and vertical streams are processed separately. As a simple example, 16-QAM
modulation format can be used in both the horizontal and vertical polarization.

There is a different way of looking at the dual polarization system. We now describe
the basic properties of the electromagnetic field [9, 23] and how it can be interpreted
as a four-dimensional signal. The electromagnetic field has two quadratures in two
polarization components, thus in total four DOF. The electric field amplitude of the
optical wave or microwave can be written as

E =
(
Eh,r+iEh,j
Ev,r+iEv,j

)
=
(
|Eh| exp(iψh)
|Ev | exp(iψv)

)
, (4.1)
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4.1. DUAL POLARIZATION MULTIPLEXING

where h and v indicate the horizontal and vertical components, r and j the in-phase
and orthogonal components, respectively. The phases ψh and ψv are in the interval of
(−π,π] radian. The electric field can also be described in terms of its phase, amplitude
and polarization state as

E = ‖E‖ exp(iψa)
(

cos(θ) exp(iψr)
sin(θ) exp(−iψr)

)
, (4.2)

where ‖E‖2 = ‖Eh‖2 + ‖Ev‖2 , θ = arcsin(‖Ev‖/‖E‖), the absolute phase ψa = (ψh +
ψv)/2 and the relative phase ψr = (ψh−ψv)/2 between the field polarization components.
The relative phase ψr ∈ (−π,π] radian describes the ellipticity of the polarization state.
The angle θ ∈ [0,π/2] radian describes the orientation in the h-v plane of the linear
polarization state or the major axis of the polarization ellipse. The final and the most
useful notation in relevance to the modulation formats is

s =

(
Eh,r
Eh,j
Ev,r
Ev,j

)
=

(‖E‖ cos(ψh) sin(θ)
‖E‖ sin(ψh) sin(θ)
‖E‖ cos(ψv) cos(θ)
‖E‖ sin(ψv) cos(θ)

)
. (4.3)

This notation gives a different perspective of the dual polarization communication
system. The dual polarization systems have four degrees of freedom and hence instead of
using two separate two dimension modulations, one four-dimensional modulation format
can be used.

4.1.1 Four-Dimensional view of Dual Polarized Systems

Figure 4.1 is a schematic diagram showing the use of horizontal and vertical polarizations
as independent streams for communication. Separate 2-D QAM modulations are used
in both polarizations and the detection is done independently.

IH + iQH

IV + iQV

I ′H + iQ′
H

Q′
H

I ′H

I ′V

Q′
V

I ′V + iQ′
V

Figure 4.1: Dual polarized system viewed as two separate streams for communication.
Each polarization allows a 2-D modulation format.

The dual polarization communication systems making use of M -QAM modulation
formats in each polarization can also be viewed as using a four-dimensional modulation.
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4.2. GEOMETRY OF THE CUBIC CONSTELLATIONS

Figure 4.2 clarifies the idea. The resulting four-dimensional modulation format is referred
to as Dual Polarized QAM (DP-QAM). The modulation format in four dimensions has
M ×M constellation points and has a bit rate of (log2(M ×M))/Ts.

Constellation

in 4D

IH + iQH

IV + iQV

I ′H + iQ′
H

I ′V + iQ′
V

I ′H
Q′

H

I ′V
Q′

V

Figure 4.2: Dual polarized system viewed as single stream, both polarizations together
allow a 4-D modulation format.

Consider, for example, (16 × 16)-DP-QAM modulation format. The constellation
points of DP-QAM now lie in four-dimensional Euclidean space. As described in Sec-
tion 3.3, the constellation points can be replaced by four-dimensional spheres of equal
radii and diameter equal to the minimum distance. Visualizing the four-dimensional
constellation is not straight forward and it has to be done by considering the projection
onto two and three dimensions. Consider the projection of the (16 × 16)-DP-QAM on
a plane formed by any two principal orthogonal dimensions for example on the plane
formed by the in-phase and quadrature components of horizontal polarization component
i.e., Eh,r-Eh,j plane. The projection is equivalent to 16-QAM as shown in Figure 3.6 and
has a significant amount of void space. The void space indicates the inefficiency of the
modulation in terms of power efficiency for a fixed desired performance. It is clear from
the observation that though DP-QAM has twice the spectral efficiency in comparison to
QAM in non-polarized system, it is not the most power efficient or optimum format in
four dimensions and thus there is still potential for improvement.

4.2 Geometry of the Cubic Constellations

As suggested in Chapter 3, the problem of finding the most power efficient modulation
in an N -dimensional space is equivalent to a sphere packing problem. Though this is the
most logical and straightforward procedure, looking at the geometry and shortcomings
of the cubic constellations (e.g., DP-QAMs) gives a good insight.
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4.2. GEOMETRY OF THE CUBIC CONSTELLATIONS

(a) (b)

Figure 4.3: (a) QPSK constellation and (b) QPSK constellation after inserting the new
symbol in the void space.

Figure 4.3(a) shows QPSK modulation format, cubic constellation in two dimensions.
Let the circular symbols be of unit radius resulting in a minimum distance of 2 units,
in vector notation the points can be written as ([1,1], [1,-1], [-1,1], [-1,-1]). The void
space in between the four symbols indicates that the format is non-optimal in terms of
power efficiency. Consider inserting a new symbol in the void space without overlapping
the existing four symbols. Figure 4.3(b) shows the newly inserted symbol at [0,0] and it
has a radius of 0.414 units. Though the inserted symbol increases the average number
of bits per symbol, the minimum distance of the constellation is now reduced from 2
units to 1.414 units. This reduction in minimum distance results in degradation of SER
performance.

Extending the symbol insertion problem to three dimensions, the advantage of mod-
ulation formats in higher dimensions is seen clearly. Consider a cubic constellation in
three dimensions, with constellation points located at the vertices of a cube of sides
equal to 2 units. Figure 4.4(a) shows the 3-D cubic constellation with spherical sym-
bols of unit radius resulting in a minimum distance of 2 units. One corner symbol has
been removed to show the void space. In vector notation the points can be written as
([-1,-1,-1], [-1,-1,1], [-1,1,-1], [-1,1,1], [1,-1,-1], [1,-1,1],[1,1,-1], [1,1,1]). Let us now insert
a non overlapping sphere in the void space created by the eight spheres. Figure 4.4(b)
shows the newly inserted sphere at [0,0,0] and it has a radius of 0.7321 units. The in-
serted symbol reduces the minimum distance of the format from 2 units to 1.7321 units.
Again the number of bits per symbol has increased but at the cost of reduced minimum
distance and hence reduced performance in terms of SER.
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4.2. GEOMETRY OF THE CUBIC CONSTELLATIONS

(a) (b)

Figure 4.4: (a) The 3-D cubic constellation before and (b) after inserting the new symbol
in the void space.

Generalizing the symbol insertion problem toN dimensions, the increase in the radius
of the N -sphere that can be inserted with dimensions is computed. Figures 4.5(a) and
4.5(b) show the increase in the volume of the void space and the increase in the radius
of the N -sphere that can be inserted in the void space with dimensions. With increase
in dimension the volume of the void space increases exponentially and the radius of the
inserted symbol increases near linearly.
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Figure 4.5: Graphs showing (a) the volume of the empty space and (b) the radius of the
sphere that can be inserted with the increase in dimension.

If the plot of radius with dimensions in Figure 4.5(b) is observed, the radius of the
inserted N -sphere in 4-D is exactly equal to one. This implies that a non overlapping
4-sphere of unit radius can be inserted in the void space created by the 4-D cubic
constellation. The minimum distance after the insertion of the new sphere/symbol is
still 2 units, meaning that an increase in average number of bits per symbol is achieved
without degradation in performance at higher SNRs (high SNR is relative to the order
of the constellation, as an approximation SNRs corresponding to a SER of 10−3 can be
considered as high). We can conclude from these observations that the four-dimensional
cubic constellation can be modified to increase the spectral efficiency without degrading
the performance at high SNRs.

From the discussion in this section, it is evident that the spectral efficiency in dual
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polarization communication systems can be improved without compromising the SER
performance.

4.2.1 A Spectrally Efficient Modulation in Four Dimensions

Consider the (16 × 16)-DP-QAM constellation. To increase the number of bits per
symbol by one, the number of constellation points has to be doubled. To double the
number of symbols, the new symbols can be inserted in the void space present in the
cubic constellation and the remaining symbols can be placed outside the boundaries of
the 4-D cube. An easy way to generate this arrangement of points is to take the union
of (16 × 16)-DP-QAM four-dimensional cubic constellation and a shifted version of the
same, shifted by the offset vector [dmin

2 ,dmin
2 ,dmin

2 ,dmin
2 ]. To minimize the average symbol

energy, the centroid of the constellation points is calculated and the whole constellation
is shifted to have centroid at origin. This results in a four-dimensional modulation format
with (2×16×16) points retaining the same minimum distance as in (16×16)-DP-QAM.
There is a small increase in the energy requirement per bit due to the asymmetrical
nature of the constellation about the origin. The performance of the constellation is
discussed in detail in the next chapter.

The constructed modulation has better spectral efficiency than the DP-QAM con-
stellation. However, it does not prove that the constructed modulation is the optimum
(most power efficient) modulation format in 4-D. Finding the most power efficient mod-
ulation in N dimensions, is equivalent to finding the most dense packing structure of
N -dimensional spheres. The densest known packing structure in four dimensions is the
D4 lattice [26, Table 1.2] and one of the methods to construct the D4 lattice described
in [29] is using a cubical lattice and its shifted version which resembles the procedure
described in the previous paragraph. From this observation it can be concluded that the
symbol insertion experiment in 4-D leads to the most dense packing structure D4 while
also highlighting the shortcomings of the DP-QAM constellation.

Although D4 is the most dense packing structure in four dimensions, the number
of points chosen for constructing the constellation and the shape of the boundary of
the constellation has a significant impact on the average symbol energies. The efficient
modulation formats constructed must also have a reasonable detector complexity to be
applicable in high data rate communication systems.

4.3 Construction of 4-D Constellations having D4 Lattice
Structure

It is essential to know the methods in which D4 lattice structure is constructed, so that
useful constellations from the structure can be extracted. The most simple approach to
generate D4 lattice is from the integer lattice Z4. Z4 is an integer lattice which is made
up of a linear combination of integer multiples of the basis vectors [1 0 0 0],[0 1 0 0],[0
0 1 0] and [0 0 0 1]. The points in Z4 whose coordinates add to even numbers form D4.
The detailed definition and construction of D4 lattices can be found in [26].
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This section describes three constructions having the D4 lattice structure, which are
the most feasible arrangements as modulation formats owing to their regularity. To visu-
alize the four-dimensional modulation formats on paper, the components of constellation
on the horizontal (IH and QH plane) and the vertical (IV and QV plane) polarization
planes are plotted separately. Although the separate plots completely misrepresent the
structure in four dimensions, they are useful in visualizing the boundaries which are
important characteristic of a modulation format.

4.3.1 D4 with Spherical Boundaries

For a given arrangement pattern and number of constellation points it is known that the
constellation with the spherical boundaries has the highest power efficiency as described
in Chapter 3. Similarly, by generating a large number of points arranged in D4 lattice
structure and choosing an M -ary spherical subset enclosed by a sphere with center at
origin, we obtain a M -spherical-D4 (M -Sph-D4)1 modulation format. The centroid of
the subset is then moved to origin to minimize the average symbol energy Es. When M is
small this procedure could result in non optimal constellations and some reconfiguration
of the outer points has to be made. For large M this procedure results in near optimum
constellations. Figures 4.6(a) and 4.6(b) show the horizontal and vertical polarization
plane components of 217-Sph-D4

2.

(a) (b)

Figure 4.6: Projection of 217-Sph-D4 constellation on (a) horizontal and (b) vertical
polarization planes.

Though M -Sph-D4 constellation for asymptotically high M is the best possible con-

1Sph has been used in place of spherical to keep the notation compact.
2The number preceding the constellation indicates the number of points in the constellation. The

power of 2 indicates the number of bits/symbol for the constellation, making it easy for the reader to
get an insight into SE directly.
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stellation known so far in terms of power efficiency, it is complicated to implement it in
practice due to increased detector complexity [30].

4.3.2 Set Partitioning of a 4-D Cubic Constellation

Another modulation format having the D4 lattice structure can be obtained starting
from a four-dimensional cubic constellation. Such structures were proposed in [12, 30]
and referred to as SP-QAM (Set Partitioned QAM). They can be easily constructed from
a 24m point cubic Z4 integer lattice by retaining only those points whose coordinates add
to an even sum (set partitioning). The constellation obtained has 24m−1 points with D4

lattice structure. The SP-QAM constellation is bounded by a cubical boundary rather
than a spherical boundary, as a result it has slightly lower power efficiency compared to
Sph-D4.

(a) (b)

Figure 4.7: 2-D analogy of set partitioning for construction of D4 constellations from
cubic constellation. (a) Cubic constellation and (b) constellation obtained by set parti-
tioning.

Figures 4.7(a) and 4.7(b) give a 2-D analogy of set partitioning. Z2 in Figure 4.7(a)
is the cubic lattice structure similar to rectangular QAM and Figure 4.7(b) shows the
constellation formed by set partitioning of Z2.

4.3.3 Union of Two 4-D Cubical Constellation

The other modulation format having D4 structure is based on the definition of D∗4. D∗4
has the same structure as D4 but different orientation [29]. According to the definition,

D∗4 = Z4 ∪
([

1

2

]
4

+ Z4

)
, (4.4)
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where Z4 is the integer cubic lattice (structure of DP-QAM constellations) and
[

1
2

]
4

=

[1
2 ,

1
2 ,

1
2 ,

1
2 ]. Figure 4.8 shows the 2-D analogy of the construction method. This construc-

tion method is similar to the method described in Section 4.2.1. The centroid of the
constructed constellation is calculated and moved to zero to minimize the average sym-
bol energy. Since this construction also has D4 lattice arrangement, the constellation
generated is referred to as SP-QAM [30]. The union of two 24m-DP-QAM results in
24m+1-SP-QAM.

Figure 4.8: 2-D analogy of construction of D4 constellations using a cubic constellation
and its shifted version.

Though the last two constructions described do not have spherical boundaries, they
are relatively easy to construct and most importantly very efficient detection methods
exist for such structures [29]. In Chapter 5 two detection algorithms will be described
for these constellations.

Though both constellations constructed in sections 4.3.2 and 4.3.3 have D4 lattice
structure, they differ in their outer boundaries as evident from Figures 4.7(b) and 4.8.
To distinguish them when necessary, SP-QAM A and SP-QAM B will be used to refer
to the constellation constructed in Section 4.3.2 and 4.3.3, respectively. That is,

SP-QAM A: Set Partitioned QAM constructed from set partitioning method,
SP-QAM B: Set Partitioned QAM constructed from union of two cubic constellations.

Summary

This chapter pointed out the possibility of improving the spectral efficiency of dual po-
larization communication systems by considering modulation in four-dimensional signal
space. The reasons for DP-QAM constellations being suboptimal in terms of power
efficiency was highlighted and more efficient modulation formats were introduced. Fi-
nally, the construction of three different modulation formats having D4 structure was
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discussed.
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Chapter 5

Performance and Detection of
4-D Modulations

Chapter 4 introduced spectrally efficient modulations in four dimensions and discussed
their construction techniques in detail. In this chapter performance measures of mod-
ulation formats as stated in Chapter 3 are discussed for D4 and compared with other
formats.

5.1 Asymptotic Power Efficiency and Spectral Efficiency

The expression for asymptotic power efficiency is given in Eqn. 3.5. To compute the
asymptotic power efficiencies of different constellation, the constellations are generated
such that the dmin is constant and then the average symbol energy Es is determined. Ta-
ble 5.1 lists the PE and SE of the various possible four-dimensional modulation formats.
The notation Sph is used to represent constellations with spherical boundaries.

To compare the modulations directly from the numerical values of the PE, they should
have the same number of levels M . It is not possible to construct SP-QAM constellation
with same number of levels as in DP-QAM, which makes direct and fair comparison
difficult. However, Sph-D4 and Sph-DP-QAM both having spherical boundaries and
same number of levels can be compared. Table 5.2 shows such comparison.

Table 5.2 highlights the possible use of constellations extracted from D4 lattice as
power efficient modulations. For the same spectral efficiency Sph-D4 has higher asymp-
totic power efficiency than Sph-DP-QAM. The power efficiency of D4 constellation over
cubic constellation has been discussed in depth in [1] as a power efficient modulation
for coherent optical communication system. The constellation with eight points having
D4 lattice structure referred to as Polarization Switched QPSK (PS-QPSK) is shown to
have PE of 1.76 dB over BPSK constellation [1].

The previous chapter described the spectral efficient side of D4 constellations in
comparison to cubic constellations in 4-D. From Table 5.2, the D4 constellations can also
be viewed as power efficient. This implies that the D4 constellations can be viewed as
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Table 5.1: Comparison between selected DP-QAM and D4 constellations

Format Lattice structure Boundary No.of levels M 2× SE PE[dB]

DP-QPSK Cubic Cubic 16 4 0

256-DP-QAM Cubic Cubic 256 8 -3.98

256-Sph-DP-QAM Cubic Spherical 256 8 -3.77

(64× 64)-DP-QAM Cubic Cubic 4096 12 -8.45

(64× 64)-Sph-DP-QAM Cubic Spherical 4096 12 -8.07

PS-QPSK D4 cubic 8 3 1.76

32-SP-QAM D4 cubic 32 5 0

128-SP-QAM D4 cubic 128 7 -1.55

256-Sph-D4 D4 Spherical 256 8 -2.31

512-SP-QAM D4 cubic 512 9 -3.679

(64× 64/2)-SP-QAM D4 cubic 2048 11 -5.818

(64× 64)-Sph-D4 D4 Spherical 4096 12 -6.56

(64× 64× 2)-SP-QAM D4 cubic 8192 13 -8.15

Table 5.2: Comparison between Sph-DP-QAM and Sph-D4 constellation

No.of levels M Format PE[dB] Format PE[dB]

256 256-Sph-DP-QAM -3.77 256-Sph-D4 -2.31

(64× 64) (64× 64)-Sph-DP-QAM -8.07 (64× 64)-Sph-D4 -6.56

(256× 256) (256× 256)-Sph-DP-QAM -12.83 (256× 256)-Sph-D4 -11.33

either power efficient or spectrally efficient, depending on with which cubic constellation
they are being compared with.

A fair method of comparing modulations is to plot the constellations as a point in
a plane that relates both spectral efficiency and power efficiency. Such plots are used
in [30] to compare constellations. Figure 5.1 shows spectral efficiency (SE) vs. sensitivity
penalty (1/PE) plot for DP-QAM and SP-QAM modulation formats. Sensitivity penalty
is used since the power needed to achieve a required SER is proportional to sensitivity
penalty.
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Figure 5.1: Spectral efficiency vs. 1/PE plot for DP-QAM and SP-QAM constellation.

The general performance of the modulation formats can be compared using Fig-
ure 5.1. At a fixed spectral efficiency the line corresponding to SP-QAM suggests that
SP-QAM format has higher power efficiency than the DP-QAM format. The gain in
power efficiency can be considered as coding gain1 which is obtained by changing the
structure of the modulation format from cubic to D4 [24].

Figure 5.2 shows the standard DP-QAM and Sph-D4 constellations on the SE vs.
1/PE plane. The optimal Sph-D4 constellations for lower number of levels have to be
found by sphere packing problem simulation. For a reasonable number of levels i,e.,
for SE > 2.2 [30], the M -ary spherical subset of D4 is nearly optimal. The Sph-D4

constellations plotted in the figure are derived by choosing the spherical subsets, which
are not optimal for lower spectral efficiencies. At a fixed SE, the Sph-D4 in general are
more power efficient than the DP-QAM. The higher power efficiency is the due to D4

structure (coding gain) and spherical boundaries (shaping gain).

1Coding gain here refers to the decrease in average symbol energy for the D4 constellations due to
their structure in comparison with DP-QAM constellation having same dmin and SE.
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Figure 5.2: Spectral efficiency vs. 1/PE plot for DP-QAM and Sph-D4 constellations.

Figure 5.3 shows PE/PEPAM vs. SE plot for 4-D modulations. Such comparison
has been made in [30], where PEPAM = 3SE

2(2SE−1)
is the asymptotic power efficiency of

one-dimensional pulse amplitude modulation (PAM) with spectral efficiency SE. The
figure clearly shows the shaping and coding gains of D4 constellations with respect to
DP-QAM. For higher order constellations the coding gains (γc) and shaping gains (γs)
are close to the theoretical values of γc = 1.51 dB [31, Table 1.2] and γs = 0.46 dB [24].
The spherical constellations are spherical M -ary subsets and are near optimal at lower
spectral efficiencies. As seen in the figure, SP-QAM A and SP-QAM B follow a different
curve to reach the asymptotic shaping and coding gains, this is the direct consequence
of their different boundaries. The packing density2 of D4 lattice structure is π2/16 [26,
Table 1.2]. Since different methods are used to construct SP-QAM A and SP-QAM
B, they have different outer boundaries and their packing densities reach π2/16 along
different paths as shown in Figure 5.4 .

2Packing density in context of the constellations is the ratio of volume of the spheres (replacing the
constellation points) to the volume of the smallest cube enclosing them.
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5.2 Non Asymptotic Performance in AWGN Channel

The previous section compared the modulation formats in terms of asymptotic power
efficiency and spectral efficiency. It is also necessary to compare the constellations in non
asymptotic regions. In this section the constellations are compared in non asymptotic
regions.

To get accurate SER vs. SNR curves for higher order constellations (large M)
through simulations, large number of symbols have to be generated and averaged over
several iterations. This requires large computational time and obtaining the curves from
simulations is impractical. To solve this theoretical expressions for SER as a function
of SNR have to be determined. The theoretical SER curves for DP-QAM constella-
tion can be obtained by just scaling the SER expression of QAM. An exact theoretical
SER expression has been derived for PS-QPSK [10]. However, it is difficult to derive
exact SER expressions for the other SP-QAM constellations because of their geometry
and integration of the 4-D Gaussian noise over the decision regions of the constellation
points.

Since deriving exact SER expression is difficult, an upper bound on SER such as union
bound is calculated. The bound is calculated using the pair-wise error probability (Ppep).
When the union bound is approximated by only considering the nearest neighbours i.e.,
symbols at a distance of dmin, the error probability obtained is called nearest neighbour
approximation. The pair-wise error probability Ppep,dmin

for symbols separated by dmin

is given by

Ppep,dmin
=

1

2
erfc

(
dmin

2
√
N0

)
.

The above expression is similar to the pair-wise error probability term used in the
Eqn. 3.6 for the 2-D constellations, the reason for using the same expression for SP-QAM
constellation is described in Appendix A. Using the Ppep,dmin

and considering only the
nearest neighbours in Eqn. 3.6, the nearest neighbour approximation for SER is given
by [17, Eqn. 5.45]

SER ≤
∑p

k=1NkVk
M

Ppep,dmin
, (5.1)

where Nk is the number of nearest neighbours the kth type symbol has, Vk is the number
of times the kth type symbol repeats in the constellation and p is the number of different
kinds of symbol having different number of nearest neighbours; M is the total number
of symbols in the constellation.

Figures 5.5 and 5.6 show the nearest neighbour approximation SER vs. Eb/N0 curves
for SP-QAM modulation formats. The number of different kinds of symbols, nearest
neighbours and the number of times such symbols repeat were counted from the gen-
erated constellation through simulation. Tables 5.3 and 5.4 show these values for the
considered SP-QAM A and SP-QAM B constellations respectively.
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Table 5.3: Nearest neighbour multiplicity table for SP-QAM A constellations

k 1 2 3 4 5

M = 23 Nk 6 - - - -

Vk 8 - - - -

M = 27 Nk 6 9 13 18 24

Vk 8 32 48 32 8

M = 211 Nk 6 9 13 18 24

Vk 8 96 432 864 648

M = 215 Nk 6 9 13 18 24

Vk 8 224 2352 10976 19208

M = 219 Nk 6 9 13 18 24

Vk 8 480 10800 108000 405000

Table 5.4: Nearest neighbour multiplicity table for SP-QAM B constellations

k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

M = 25 Nk 5 6 8 12 20 - - - - - - - - - -

Vk 2 8 12 8 2 - - - - - - - - - -

M = 29 Nk 5 6 7 8 9 10 12 13 14 15 20 21 22 23 24

Vk 2 8 16 12 48 48 8 48 96 64 2 16 48 64 32

M = 213 Nk 5 6 7 8 9 10 12 13 14 15 20 21 22 23 24

Vk 2 8 48 12 144 432 8 144 864 1728 2 48 432 1728 2592

M = 217 Nk 5 6 7 8 9 10 12 13 14 15 20 21 22 23 24

Vk 2 8 112 12 336 2352 8 336 4704 21952 2 112 2352 21952 76832

M = 221 Nk 5 6 7 8 9 10 12 13 14 15 20 21 22 23 24

Vk 2 8 240 12 720 10800 8 720 21600 216000 2 240 10800 216000 1620000
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Figure 5.5: The nearest neighbour approximation SER curves of SP-QAM A modulation
formats.
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Figure 5.6: The nearest neighbour approximation SER curves of SP-QAM B modulation
formats.

The tightness of the bound is verified using SER simulations for the lower order
SP-QAM. Figure 5.7 shows the simulated SER curves along with the nearest neighbour
approximation SER for lower order SP-QAM constellations. As seen in Figure 5.7 the
SER approximation is close to the simulated curve at higher SNRs. High SNR being
relative to the number of levels in the modulation format, the SNRs corresponding to
SER lower than 10−4 can be considered as high SNRs.

The SER approximation being close to the exact SER curves for SERs nearly equal to
10−3 and lower, receiver sensitivity for SP-QAM constellations can be obtained from the
theoretical SER approximation derived. Following which, spectral efficiency vs. receiver
sensitivity plot can be drawn for SP-QAM constellations.
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Figure 5.7: SER vs. SNR curves for the selected SP-QAM constellations. The solid
curves are obtained from the simulations and the dashed curves are plotted using the
nearest neighbour approximation SER expression derived. SER approximation curves
follow the exact SER curves from SERs of nearly 10−3 and lower.
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Spectral Efficiency vs. Receiver Sensitivity

5 10 15 20 25 30 35
0 

2 

4 

6 

8 

10

12

14
Spectral efficiency vs receiver sensitivity at SER of 10−7

Receiver sensitivity E
b
/N

0
[dB]

S
E

 [B
its

/s
ym

bo
l p

er
 p

ol
ar

iz
at

io
n]

 

 

2423

25
2827

29
212211

213
216215

217
220219

221

DP−QAM

SP−QAM

Figure 5.8: Spectral efficiency vs. receiver sensitivity at SER = 10−7 for SP-QAM and
DP-QAM constellations along with Shannon limit.

Figure 5.8 shows the spectral efficiency vs. receiver sensitivity plot at a fixed SER
of 10−7 for DP-QAM and SP-QAM constellations in AWGN channel. Comparing the
constellations at a fixed SER of 10−7 is a reasonable choice when these formats are to be
used in LoS microwave links where SNRs on an average are high. The numbers in front
of the markers indicate the number of constellation points. At a fixed spectral efficiency
the SP-QAM curve has better receiver sensitivity, reflecting the higher power efficiency
of the SP-QAM constellations.
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Figure 5.9: Spectral efficiency vs. receiver sensitivity for 213-SP-QAM and 212-DP-QAM
at SER = 10−7.

To get an insight into SE, consider 213-SP-QAM and 212-DP-QAM as shown in
Figure 5.9. The constellation 213-SP-QAM has a SE 0.5 bits/symbol per polarization
higher than the SE of 212-DP-QAM and this gain is at a cost of very small increase in
the receiver sensitivity. The additional receiver sensitivity is approximately Eb/N0 = 0.2
dB at SER=10−7. This result shows that, at an expense of very small increase in energy
per bit, an increase in spectral efficiency can be achieved by making use of SP-QAM
constellation in place of DP-QAM.

The difference in the receiver sensitivity for the pairs (28-DP-QAM and 29-SP-QAM),
(212-DP-QAM and 213-SP-QAM), (216-DP-QAM and 217-SP-QAM), (220-DP-QAM and
221-SP-QAM) reduces as the SER is decreased. At very low SERs, the receiver sensitiv-
ity of the SP-QAMs drops below their DP-QAM counterparts in the above mentioned
pairs, this is because at higher SNRs the contribution of neighbouring points to the SER
decreases. Figure 5.10 shows the SE vs. receiver sensitivity plot for middle order con-
stellations at SER=10−20. The 29-SP-QAM and 213-SP-QAM have lower receiver sen-
sitivities than 28-DP-QAM and 212-DP-QAM, respectively. This result is in agreement
with the fact that the SP-QAM constellations have higher asymptotic power efficiencies
than their counterparts as shown in Table 5.1.
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Figure 5.10: Spectral efficiency vs. receiver sensitivity for middle order SP-QAM and
DP-QAM constellations at SER = 10−20.

From Figure 5.10 it is seen that the receiver sensitivity of 25-SP-QAM is still higher
than that of 24-DP-QAM. This is because although 25-SP-QAM has D4 structure, its
packing density is far from the packing density of D4 lattice structure due to its method
of construction and fewer number of points.

Comment on Increased Spectral Efficiency

The transition from non-polarized single carrier communication to dual polarization
multiplexing and making use of M -QAM in each polarization resulted in doubling of SE.
Compared to that improvement, the gain obtained using the SP-QAM modulation format
looks insignificant. When 28-DP-QAM and 29-SP-QAM are compared, the increase in SE
is approximately 10%, for 220-DP-QAM and 221-SP-QAM the increase is 5%. Though,
increasing the order of SP-QAM constellation reduces the percentage increase in SE,
the increase in the net bit rate is significant given the high bit rates supported by LoS
microwave links using DP-QAM.

For example, at MWC 2011 (Mobile World Congress) Ericsson demonstrated a record
spectral efficiency of 32.1 bps/Hz using 512 QAM in 4x4 LoS MIMO with polarization
multiplexing [19]. By using 219-SP-QAM in place of two separate 512-QAMs in the
horizontal and vertical polarization pair, the spectral efficiency can be increased by
nearly 5% resulting in SE of 33.7 bps/Hz. This improvement is at an expense of small
increase in energy requirement.
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5.3 Constrained Capacity Curves

The capacity of a memoryless channel with input signal space X and output signal space
Y is equal to the result of the maximization of the mutual information over all possible
input distributions pX(x) [32], i.e.,

C = max
pX
{I(X;Y )} ,

where I(X;Y ) is the average mutual information between the random variables X and
Y and is given by

I(X;Y ) =

∫ ∫
X ,Y

pX,Y (x,y)log2
pX,Y (x,y)

pX(x)pY (y)
dx dy. (5.2)

The capacity of a channel can be interpreted as the maximum information rate allow-
ing a reliable transmission [32]. When the pX(x) is fixed i.e., for a specific distribution
or a fixed constellation, the capacity is called constellation constrained capacity or con-
strained capacity. It gives the upper bound to the achievable information rates on the
channel for the given constellation. For the discrete uniform M -ary modulations, the
following expression has been derived in [33].

I(X;Y ) = log2(M)− 1

M

∑
X

∫
Y
pY |X(y|x)log2

(∑
x′∈X pY |X(y|x′)
pY |X(y|x)

)
dy. (5.3)

In this section the constrained capacity curves as a function of SNR are plotted for
a few selected SP-QAM and DP-QAM constellations.

5.3.1 Constrained Capacity in AWGN Channel

Consider the transmission of symbol X over the AWGN channel, the output at the end
of the matched filter Y is given by

Y = X +W,

where W ∼ N (0,2σ2) is two-dimensional complex Gaussian noise with zero mean and
variance 2σ2 for two-dimensional modulations and its probability distribution function

is given by pW (w) = 1
2πσ2 exp −|w|

2

2σ2 , where 1
2σ2 is the SNR when the input average power

is normalized to 1. As a result the probability distribution function of the received
symbols given the transmitted symbol becomes pY |X(y|x) = pW (y − x). Substituting
this in Eqn. 5.3 we obtain,

I(X;Y ) = log2(M)− 1

M

∑
X

∫
R2

pW (y − x)log2

(∑
x′∈X pW (y − x′)
pW (y − x)

)
dy. (5.4)

Solving the expression further (as in [33]) and replacing the integration by expectation
over the noise variable we obtain the following expression which allows the computation
of mutual information by Monte Carlo method.
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I(X;Y ) = log2(M)− 1

M

∑
x∈X

EW

[
log2

(∑
x′∈X

exp
|W |2 − |W + x− x′|2

2σ2

)]
. (5.5)

In the above expression the integral term over R2 has been replaced by the expecta-
tion, as a result the expression holds good for modulation formats of higher dimension.
Using the above expression the constrained capacity curves for the DP-QAM and SP-
QAM constellation is plotted. Figure 5.11 shows the constrained capacity curves of
SP-QAM and DP-QAM constellations in AWGN channel.
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Figure 5.11: Constrained capacity curves for DP-QAM and SP-QAM constellations in
AWGN channel.

5.3.2 Constrained Capacity in Partially Coherent AWGN Channel

The expression for constrained capacity in PC-AWGN channel with Tikhonov distributed
phase noise has been derived in Appendix B.

Figure 5.12 shows the constrained capacity curves of a few lower order 4-D constella-
tions, the parameter ρ for the Tikhonov distribution has been set to 50 in these curves.
The figure also shows the constrained capacity curves of the constellations in AWGN
and it can be observed that additional SNR is required to reach a given capacity in
PC-AWGN in comparison to AWGN.
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Figure 5.12: Constrained capacity curves for DP-QAM and SP-QAM constellations in
partially coherent-AWGN channel with Tikhonov-distributed phase noise having ρ = 50.

5.4 Detector Complexity

The communication systems with high symbol rates put a constraint on the modulation
formats to have low detection complexities. The detection of received symbols should be
made in a reasonable time duration to prevent delay. Detection complexity with respect
to time required in detecting a constellation point is a function of many parameters such
as the algorithm used, hardware implementation and the resolution of analog to digital
conversion. In this section, detector complexity is discussed in context of algorithm only.

5.4.1 Detection of 2-D Constellations

The DP-QAM or two separate QAMs used in the dual polarized systems have a cubical
geometry and the detection complexity of the cubic QAM constellations is low. Fig-
ure 5.13 shows the 16-QAM constellation. When the channel considered is AWGN, the
Voronoi regions of the constellation determine the detection boundaries. The Voronoi
region of each symbol has unique set of projections on the In-phase and Quadrature
axes. Figure 5.13 shows the projection of the Voronoi region of constellation point c13.
Owing to the non overlapping nature of the projections of Voronoi regions, the detection
of received symbols is simple. By taking the projection of received symbol on both axes,
it is possible to detect the received symbol.

If the projections of Voronoi regions of the constellation points overlap, then the
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Figure 5.13: 16-QAM constellation with
Voronoi regions of the constellation points.

Figure 5.14: 2-D hexagonal constellation
with Voronoi regions of the constellation
points.

detection is not straight forward. Figure 5.14 shows a hexagonal constellation with the
Voronoi regions of the constellation points. In Figure 5.14 the projection of Voronoi
region of the constellation point c6 is shown. If the projections of the Voronoi regions
of the neighbouring constellation points are drawn, they overlap with this projection;
hence, detection by just projection is not possible. The most obvious way to detect
the symbols is using exhaustive search method, which is computationally demanding.
Though the detection at first glance looks complex, the complexity of detection can be
reduced by taking into consideration the regular geometry of the constellation.

The spectrally efficient SP-QAM modulation formats and their performance was
discussed in the previous sections. For those modulation formats to be practically feasible
in high data rate communication systems, their detection complexity has to be studied.
Section 4.3 describes the construction of SP-QAM constellation from DP-QAM cubic
constellation which suggests that the SP-QAM constellation has D4 structure and is not
cubic in geometry. As a result the direct projection of symbols onto orthogonal axes is
not enough to detect the symbols. The following section describes two low complexity
detectors for SP-QAM format.

5.4.2 Detector for D4 Constellations Based on Set Partitioning Prin-
ciple

This method of detection is based on the construction of SP-QAM from the set parti-
tioning of cubic lattices described in Section 4.3.2. The detection method was proposed
in [29]. Consider the sampled received symbol r = c+w. To detect the received symbol,
the cubic constellation 24m-DP-QAM from which 24m−1-SP-QAM A1 is constructed is
considered (as described in Figure 5.15). The constellation point c′1 in DP-QAM which is
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closest to r and the constellation point c′2 in DP-QAM which is next closest to r are de-
termined. The points c′1 and c′2 will be adjacent points on DP-QAM. Since SP-QAM A1
is formed by the set partitioning of DP-QAM, only one among c′1, c′2 belongs to SP-QAM
A1. The constellation point belonging to SP-QAM A1 is the detected symbol.

24m DP-QAM 24m−1SP-QAM A1

24m−1SP-QAM A2

Detector

c′1

c′2

Detect point in

closest to r
24m DP-QAM

Detect point in

next closest to r
24m DP-QAM

choose c′

24m−1SP-QAM A1

belonging to c′

w

c

r

r

Set partitioning

Figure 5.15: Schematic diagram showing the low complexity detector algorithm based
on set partitioning.

Figure 5.15 summarizes the principle behind the method. Detailed algorithm for the
method can be found in [29, sec 3,4].

5.4.3 Alternate Detector for D4 constellation

This method also relies on the geometry of the SP-QAM constellations and the construc-
tion method. This method is based on construction of SP-QAMs by the union of two
DP-QAMs as described in Section 4.3.3. The construction procedure is given by

24m+1-SP-QAM = 24m-DP-QAM ∪
([

dmin

2

]
4

+ 24m-DP-QAM

)
, (5.6)

for simplicity it can be expressed as

SP = DP1 ∪DP2.

Consider constellation point c chosen from SP for transmission. The sampled received
symbol is r = c+w, where w is the noise. From the above description, the constellation
point c chosen from SP constellation for transmission belongs to either DP1 or DP2.
This property leads to a simple detector algorithm. The received symbol r is detected
with respect to DP1 and DP2 separately to result in two possible output constellation
points c′1 and c′2, respectively. Owing to the cubic nature of DP1 or DP2, the detection
complexity is low as explained for 16-QAM earlier. Now the received symbol r has two
possible constellation points as transmitted point. Among c′1 and c′2 the one closer to
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r is determined and referred as c′, which is the detected constellation point. The block
diagram in Figure 5.16 gives the top level description of the detector algorithm.

Detection

with DP1

Detection

with DP2

Detection

with DP

Detection

Choose c′1or c
′
2Choose

r = c + w
c′

c′2

c′11

with DP1with DP2

Figure 5.16: Schematic diagram of low complexity detector for SP-QAM modulation
formats.

The advantage of this algorithm is that it uses the detector algorithm for cubic
constellations. Since the cubic modulation formats have been in use for a long time,
there exist very efficient algorithms and implementations as described in Section 5.4.1.
The complete detection algorithm for SP-QAM uses two such implementations and an
extra step to chose between c′1 and c′2. The complexity of an algorithm is specified by
the number of real additions and multiplications it requires. Complexity of the two
detection methods can be compared by computing the number of computations each of
them require.

Both detection algorithms were compared to the exhaustive search detector in sim-
ulations and both algorithms give the same results as the exhaustive search detector.
Hence, the discussed algorithms perform maximum likelihood detection.

5.5 Synchronization

In dual polarized systems and spatially separated systems where the streams on different
polarization or spatially separated streams are treated as separate streams, the received
symbols at each stream are detected separately. As a consequence the delay between
the reception of symbols on different streams does not affect the detection. Where as
in joint modulation schemes, the delay between the receptions of symbols on different
streams has a huge impact on the detection. This section addresses the problem of
synchronization in joint modulation schemes.

Let us consider the XPIC system as an example of a system having two indepen-
dent streams. In case of XPIC the independent streams are the result of polarization
multiplexing. The Eqn. 5.7 shows the queue of the symbols on the transmitter side.
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IH(n) IH(n− 1) · · · IH(1) IH(0)

QH(n) QH(n− 1) · · · QH(1) QH(0)

IV (n) IV (n− 1) · · · IV (1) IV (0)

QV (n) QV (n− 1) · · · QV (1) QV (0)

 (5.7)

If the channel introduces unequal delays in each stream the order of the symbols can
be altered as shown in Eqn. 5.8. Since the I and Q components are modulated by the
same carrier on each stream, they are not subjected to relative delay. If the horizontal
and vertical polarizations are treated separately the relative shift of the symbol order
does not have any effect on the detection as the symbols will be detected independently.
But if joint modulation formats are used, the symbols from both polarizations are input
to the detector together. The detector thus jointly processes [ I ′H(n) Q′H(n) I ′V (n + τ)
Q′V (n + τ)] instead of [ I ′H(n) Q′H(n) I ′V (n) Q′V (n)], where τ is the relative delay. The
joint detection leads to error in detection.


I ′H(n) I ′H(n− 1) · · · I ′H(1) I ′H(0)

Q′
H(n) Q′

H(n− 1) · · · Q′
H(1) Q′

H(0)

I ′V (n+ τ) I ′V (n− 1 + τ) · · · I ′V (1 + τ) I ′V (τ)

Q′
V (n+ τ) Q′

V (n− 1 + τ) · · · Q′
V (1 + τ) Q′

V (τ)

 (5.8)

To overcome the problem, some synchronization strategies have to be incorporated.
One simple method is to include frame alignment words (FAW) at constant intervals at
the transmitter and use this knowledge at receiver to align the symbols on independent
streams (e.g., horizontal and vertical polarization streams). Eqn. 5.9 shows the queue
of the symbols to be transmitted. FAW is a known sequence of symbols inserted after
every k symbols. The FAW on the independent streams can be used at the receiver to
align the streams.


· · · IH(k) FAWH IH(k − 1) · · · IH(1) IH(0) FAWH

· · · QH(k) FAWH QH(k − 1) · · · QH(1) QH(0) FAWH

· · · IV (k) FAWV IV (k − 1) · · · IV (1) IV (0) FAWV

· · · QV (k) FAWV QV (k − 1) · · · QV (1) QV (0) FAWV

 (5.9)

Figure 5.17 is a top level view of synchronization using FAW. The symbols received
on both streams are passed through a frame alignment block. In the frame alignment
block the symbols are correlated with the respective FAWs to compute the delay in each
stream. The individual delays or their difference is output as offsets. The offsets are
then fed to a buffer preceding the detector, where the symbols from both streams are
aligned using the offsets.
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· · · I ′H(k) FAW′
H I ′H(k − 1) I ′H(k − 2) · · ·

· · · Q′H(k) FAW′
H Q′H(k − 1) Q′H(k − 2) · · ·

· · · I ′V (k + 2) I ′V (k + 1) I ′V (k) FAW′
V · · ·

· · · Q′V (k + 2) Q′V (k + 1) Q′V (k) FAW′
V · · ·

Frame
Alignment

Block

Frame
Alignment

Block

FAWFAWH

FAWFAWV

OffsetH

OffsetV

Figure 5.17: Schematic view of synchronization using frame alignment word. The dia-
gram shows the misalignment of the received symbols and how they can be aligned by
correlating with FAW.

Summary

The performance of SP-QAM and spherical-D4 constellations introduced in Chapter 4
were discussed and compared to the DP-QAM constellations. The approximate theo-
retical SER expression was derived and capacity curves for a few selected constellations
were plotted. Finally, two low complexity detectors for SP-QAM constellations were
explained.
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Chapter 6

Eight-Dimensional Joint
Modulation Formats

In Chapter 5 the performance of four-dimensional joint modulation formats was analysed.
It is seen that spectral and power efficient modulations in 4-D can be constructed by
using D4 lattice structures. PS-QPSK is an example of power efficient modulation format
that offers an asymptotic power gain of 1.76 dB over BPSK (baseline), the best known
gain known so far [10].

It has been explained in Chapter 4 that dual polarized systems can be viewed as
having four dimensional signal space giving 4 DOF. The degree of freedom can be further
increased by additionally using space or time multiplexing. One such example is SS-DP-
LoS MIMO explained in Section 2.3.4 that uses both space and polarization multiplexing
resulting in eight parallel independent streams. These eight independent channels can be
processed jointly to produce eight-dimensional signal space. Since increasing the number
of dimensions of signal space increases DOF, by optimal use of the higher DOF, power
and spectral efficient modulation formats can be constructed.

In this chapter the performance of different 8-D joint modulation formats are anal-
ysed.

6.1 Eight Dimensional Packing Structures

As stated in Chapter 3, the problem of finding the most power efficient modulation for
AWGN channel in an N -dimensional space is equivalent to finding the densest packing
structure of N -spheres. In this section three possible packing arrangements for 8-D
constellation are discussed.

6.1.1 Z8-QAM

Z8-QAM follows eight-dimensional Z8 cubic integer lattice structure. Z8-QAM can be
interpreted as having eight parallel streams and independent identical ASK on each of
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them. Since Z8-QAM follows the cubic structure, its performance is similar to the stan-
dard 2-D QAM just like DP-QAM. The projection of M -Z8-QAM on any 2 orthogonal
components looks exactly like ( 8

√
M)2-QAM.

6.1.2 D8-QAM

D8-QAM constellation has the structure of D8 lattice. The D8 structure follows the
similar construction procedure as the construction of D4 from Z4 as described in Sec-
tion 4.3. D8 lattice contains those points on eight-dimensional integer lattice Z8, whose
co-ordinates sum up to give an even number (set-partitioning). In this method 28m−1-
D8-QAM constellation is generated starting from 28m-Z8. The kissing number of D8

lattice is 112 (calculated through simulation).

6.1.3 E8-QAM

E8-QAM constellation is based on the E8 lattice, the most dense lattice structure in
eight dimensions known so far [26, 29]. The most convenient method to generate E8

symbols is through union of D8 and shifted version of D8 [26] as described by

E8 = D8 ∪
([

1

2

]
8

+D8

)
. (6.1)

where the D8 is constructed from the set-partitioning of integer lattice Z8.
Alternatively, E8 consists of points xk = [xk,1 . . . xk,8] together with the union of

points yl = [yl,1 . . . yl,8]. Such that xk ∈ Z8 and
8∑
i=1

xk,i is even and yl ∈ Z8 + [1/2]8 and

8∑
i=1

yl,i is even. The kissing number of E8 is 240 [26, Table 1.2].

6.2 Selected 8-D Modulations

In this section the performance of few selected 8-D constellations is analysed.

6.2.1 128-D8-QPSK

128-D8-QPSK has 128 constellation points arranged in D8 structure which are generated
by set partitioning of 256-Z8-QAM. It is referred to as QPSK since all the constellation
points are equal in magnitude. Since 128-D8-QPSK has only 128 levels, the spectral
efficiency is reduced to 7 bits/symbol (1.75 Bit/symbol per channel pair) in comparison
to 8 bits/symbol (2 bit/symbol per channel pair) of 256-Z8-QPSK. But the decrease in
SE is very small when compared to the higher asymptotic power efficiency of 2.4304 dB
over BPSK.

The maximum number of nearest neighbours in 128-D8-QPSK is 28. Though the
average number of nearest neighbours is high, the SER performance at high SNRs in
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6.3. PERFORMANCE OF 8-D MODULATION FORMATS

comparison with 256-Z8-QPSK is not degraded due to the higher PE as will be shown
in Section 6.3.2.

6.2.2 256-E8-QAM

256-E8-QAM has 256 constellation points arranged in E8 structure. It is formed by the
union of 128-D8-QPSK and shifted coset of 128-D8-QPSK. The centroid of all the points
in the union is calculated and moved to origin to minimize Es. 256-E8-QAM has SE of
8 bits/symbol (2 bits/symbol per channel pair) same as the SE of 256-Z8-QPSK, but
has an asymptotic power efficiency of 2.0412 dB compared to 0 dB of 256-Z8-QPSK.

The maximum number of nearest neighbours of 256-E8-QAM is 156, but only two
symbols have 156 neighbours as shown in Table 6.1.

Table 6.1: Number of neighbours in 256-E8-QAM constellation.

Type of constellation point (k) 1 2 3 4 5

No. of nearest neighbours (Nk) 29 30 36 60 156

No. of constellation points of type k (Vk) 2 56 140 56 2

6.3 Performance of 8-D Modulation Formats

In this section the performance of 8-D modulation formats introduced in the previous
sections are discussed.
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6.3.1 Asymptotic Power Efficiency and Spectral Efficiency
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Figure 6.1: Spectral efficiency vs. 1/PE plot for 8-D modulations.

Figure 6.1 shows spectral efficiency (SE) vs. sensitivity penalty (1/PE) plot for D8-
QAM, E8-QAM and Z8-QAM modulation formats. Spectral efficiency is normalized to
per channel pair for fair comparison. In general the asymptotic gain of 28m-E8-QAM
is higher than 28m−1-D8-QAM except for 256-E8-QAM. Table 6.2 below compares the
asymptotic gain of PS-QPSK, 256-E8-QAM and D8-QPSK over BPSK.

Table 6.2: Asymptotic power efficiencies of selected 8-D modulation formats with PS-
QPSK.

QPSK PS-QPSK 256-E8-QAM D8-QPSK

Asymptotic gain or PE [dB] 0 1.76 2.041 2.43

SE [Bits/symbol per channel use] 2 1.5 2 1.75

From Table 6.2 it can be concluded that D8-QPSK has the highest asymptotic power
efficiency with PE=2.43 dB in 8-D, also higher than the 1.76 dB gain of 4-D constellation
PS-QPSK.
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Figure 6.2: PE/PEPAM vs. spectral efficiency plot for eight-dimensional modulations.
The higher order D8-QAM and E8-QAM constellations provide coding gains close to the
theoretical value of 2.27 dB and 3.01 dB.

Figure 6.2 shows the plot of PE/PEPAM with spectral efficiency of E8-QAM and
D8-QAM (similar to the discussion in Section 5.1). The plot shows the maximum gain
that can be achieved with respect to base line Z8-QAM by using 8-D joint modulation
formats. The asymptotic coding gains that can be achieved by using E8 and D8 lattices
are 3.01 dB and 2.27 dB, respectively [31]. But these maximum gains are achievable if
the number of constellation points is high enough to reach the optimal packing density
of lattice structures. The packing density as a function of SE of the constellations is
shown in Figure 6.3. As seen in the figure, at higher spectral efficiencies the E8-QAM
and D8-QAM constellations attain packing densities close to the theoretical values of π4

384

and π4

768 respectively [26, pp. 121],[34]. Packing density of D8-QAM is half the packing
density of E8-QAM due to the fact that E8-QAM is made up of union of D8-QAM and
its shifted version as described in Eqn. 6.1. 240-E8-QAM and 239-D8-QAM give gains of
3.007 dB and 2.257 dB, respectively (close to the theoretical limits shown by the dotted
lines) as shown in Figure 6.2. The asymptotic gains of E8-QAM over D8-QAM and
SP-QAM are nearly 0.74 dB and 1.5 dB, respectively.
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Figure 6.3: Packing density of E8-QAM and D8-QAM modulation formats with spectral
efficiency.

6.3.2 Non Asymptotic Performance in AWGN Channel

This section deals with the non asymptotic performance of eight-dimensional modulation
in AWGN channel. In D8-QAM and E8-QAM constellations the number of bits per
symbol is less than the kissing number which rules out the possibility of Gray mapping.
As a result the BER performance depends on bits to symbol mapping. For this reason
SER performance for the constellations is plotted as it does not depend on bits to
symbol mapping. Figure 6.4 shows simulated SER curves as a function of SNR for
256-Z8-QPSK, 128-D8-QPSK and 256-E8-QAM. As expected 256-E8-QAM has better
performance when compared to 256-Z8-QPSK. The performance of 128-D8-QPSK cannot
be compared directly since it has different SE.

The SER curves for the higher order 8-D modulations are not plotted since the
simulations are time consuming and the theoretical expressions have not been derived.
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Figure 6.4: SER vs. SNR plots of 8-D modulation formats.

6.3.3 Constrained Capacity in AWGN and PC-AWGN Channel

The expression for constrained capacity of a N -dimensional M -ary modulation format in
AWGN channel is given by Eqn. 5.5. The constrained capacity curves for a few selected
8-D modulation formats are generated using the Monte Carlo simulations and are shown
in Figure 6.5.
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Figure 6.5: Constrained capacity curves for 8-D modulations in AWGN channel.

It can be seen that 256-E8-QAM requires lower SNR to reach capacity of 1.9 bits in
comparison to 256-Z8-QPSK. Its not fair to compare the capacity curve of 128-D8-QPSK
with 256-Z8-QPSK since its SE is less than that of 256-Z8-QPSK and 256-E8-QAM. An
interesting behaviour can be seen in 256-Z8-QAM and 256-E8-QAM curves, at low SNRs
(nearly up to 3.27 dB) the capacity curve of 256-Z8-QPSK has higher capacity than 256-
E8-QAM. This is because of the larger kissing number of 256-E8-QAM. The improvement
in capacity curves can be clearly seen at mid SNRs (4 to 10 dB).

The expression for constrained capacity in PC-AWGN channel with Tikhonov dis-
tributed phase noise has been derived in Appendix B. Figure 6.5 also shows the capacity
curves of 256-Z8-QPSK, 128-D8-QPSK and 256-E8-QAM in PC-AWGN channel with
Tikhonov distributed phase noise having ρ = 50. It can be observed that additional
SNR is required to reach a given capacity in PC-AWGN in comparison to AWGN.

6.4 Detection of 8-D Modulations

6.4.1 Detector for D8-QAM Constellation Based on Set Partitioning
Method

Since the construction of the D8 from Z8 is same as the construction of D4 from Z4,
the detection algorithm explained in Section 5.4.2 also works for D8-QAM. The only
difference is that now the symbols are in eight dimensions, in fact this detector is valid
for any DN lattice regardless of dimensions [29].
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6.4.2 Detector for E8-QAM Constellations

By slightly modifying the detector for D8-QAM a low complexity detector for E8-QAM
can be designed. This detection algorithm was suggested in [29]. E8-QAM constellation
is the union of D8 and its shifted version D8 +[1

2 ]8. The received symbol will lie either on
D8 lattice or its shifted version D8 + [1

2 ]8. By detecting the received symbol separately
with D8 and its shifted versionD8+[1

2 ]8 and then deciding among two possible candidates
a low complexity detector for E8-QAM can be designed. The discussed detector performs
maximum likelihood detection. The block diagram of the detector algorithm is shown
in Figure 6.6.

To understand the working of the detector, consider one of the methods used to
generate E8 constellations. The block on the left side in Figure 6.6 shows how E8

constellation is generated starting from the cubic lattice Z8 and its shifted version R8.
E8 symbols are formed by union of two D8, one that is generated by set partitioning of

Z8 i.e., D8 A which is made up of points xk ∈ Z8 such that
8∑
i=1

xk,i is even and the other

that is generated by the set partitioning of R8 = Z8 + [1/2]8 i.e., D8 B which is made

up of points yl ∈ R8 such that
8∑
i=1

yl,i is even.

Consider the sampled received symbol r = c+ w, where c is the 8-D symbol chosen
from E8-QAM. The constellation points in Z8 and R8 closest to and next closest to r are
determined to result in c′1, c′′1, c′2 and c′′2 as shown in Figure 6.6. Among the four outputs
the ones belonging to D8 A and D8 B are picked resulting in c1 and c2. Now the received
symbol r has two possible constellation points as transmitted symbol. Among c1 and c2

the one closer to r is determined and referred as c′ which is the detected constellation
point.

Summary

In this chapter, joint modulation formats in eight dimensions were discussed. Asymptotic
power efficiencies and spectral efficiencies of the D8 and E8 constellations were compared
to the Z8 constellations. The asymptotic power gains of 2.041 dB for 256-E8-QAM and
2.43 dB for 128-D8-QPSK were shown over 256-Z8-QAM. Simulated SER curves and
constrained capacity curves for a few selected modulation were plotted. Finally a low
complexity algorithm for detection of E8 constellations was discussed.

From the results of Chapter 5 and this chapter, the performance of joint modulation
formats in higher dimensions can be generalized. As the dimension of the modulation
formats is increased the asymptotic power efficiency of joint modulation increases for a
fixed SE. It has been shown that asymptotic gains upto 1.51 and 3.01 dB can be achieved
in four and eight dimensions, respectively. These gains obtained are asymptotic in nature
and give faint idea regarding the SER performance of the constellation in presence of
noise.

In presence of noise the average number of neighbours a constellation point has,
affects the SER performance of the modulation format. When comparing SER perfor-
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mance of two constellations having same SE, the constellations having higher asymptotic
gains but also higher average number of neighbours may start performing better than
the other constellation after a specific SNR. Figure 6.7 shows the SER curves of two
arbitrary constellations referred to as MOD-A and MOD-B. The constellation MOD-B
has higher asymptotic gain than MOD-A but also higher average number of neighbours,
as a result MOD-B starts performing better after a SNR shown in the figure. This SNR
after which the constellation starts performing better is a function of asymptotic gain
and average number of neighbours. This SNR and the corresponding SER can be called
as cross over SNR and cross over SER.
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Figure 6.7: Cross over SNR of two arbitrary modulation formats MOD-A and MOD-B
having same SE.

This cross over SNR could be as low as zero dB for a lower order N -dimensional
constellation and could also be significantly high for a higher order N -dimensional con-
stellation in comparison with cubic constellation of same SE. For 256-E8-QAM constel-
lation the cross over SNR is nearly 0 dB, which makes it practically feasible even at
lower SNRs.
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Chapter 7

Conclusion and Future work

The following results and conclusions have been drawn from the thesis work.

• The joint processing of independent communication streams obtained from polar-
ization multiplexing or spatial separation gives rise to higher dimensional signal
space with higher DOF. The higher DOF can be used to obtain power efficient or
spectrally efficient modulation formats.

• The most dense packing structure in four dimensions, the D4 lattice structure
can be used to construct power efficient modulation formats. The modulation
formats are referred to as Spherical-D4 and SP-QAM. The higher order SP-QAM
constellations give an asymptotic gain of 1.51 dB over the DP-QAM constellations.

• The increased power efficiency of the joint modulation formats was interpreted in
terms of spectral efficiency and the SP-QAM modulation formats were also shown
to be spectrally efficient.

• The SP-QAM constellations were shown to provide an additional SE of 0.5 Bit/Symbol
per polarization over the DP-QAM constellations while keeping the performance
unaltered at SER=10−7.

• The performance of the SP-QAM constellations in AWGN channel was analysed
and theoretical expression for the nearest neighbour approximation SER of SP-
QAM constellations was derived. Further, capacity curves for a few selected 4-D
joint modulation formats were plotted for AWGN channel and PC-AWGN channel
with Tikhonov-distributed phase noise.
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• Two low complexity detectors for SP-QAM constellations were discussed which
perform Maximum Likelihood detection.

• The possibility of eight DOF in 4×4 SS-DP LoS MIMO links and dense structures
in 8-D were discussed. 8-D modulation formats based on the D8 and E8 lattice
structures were constructed.

• The D8-QAM and E8-QAM constellations constructed were shown to provide an
asymptotic gain of 2.27 dB and 3.01 dB respectively for higher order constellations.
The selected modulation formats 128-D8-QPSK and 256-E8-QAM give asymptotic
gains of 2.43 and 2.041 dB, respectively.

• The performance of selected 8-D modulation formats was analysed and capacity
curves were plotted. Low complexity detectors for D8 and E8 constellation were
also discussed.

• It is shown that significant gains in power and spectral efficiency can be obtained
by using joint modulations in four and eight dimensions. Further, low complex-
ity detectors also exist which make the joint modulations feasible for practical
applications.

Future work

1. Synchronization: A brief account on the misalignment of symbols from inde-
pendent streams causing error in detection was mentioned in Section 5.5 and a
technique to overcome the problem was also discussed. More robust techniques
having less overhead have to be developed.

2. Gain control: The gains in the horizontal and vertical polarization channels play
an important role in the detection of the symbols. From the discussion in the pre-
vious chapters the symbol in four dimensions can be considered equivalent to 4-D
sphere. If the gains in the horizontal and vertical polarizations are different, the
symbols can no longer be regarded as spheres and they are equivalent to ellipsoids.
Detection of such symbols results in higher number of errors. To prevent this, the
signals from both polarizations have to be scaled individually to result in a symbol
that is equivalent to a sphere. This scaling has to be done both at the receiver and
transmitter through feed-back so as to keep the signal to noise ratio same on both
polarizations.
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3. Phase noise: Phase noise is a critical factor in high frequency microwave systems
operating in K bands and above due to high oscillator phase noise. Analog and
DSP techniques are used to counter the effect of phase noise in systems treating
the two polarizations separately. The effect of phase noise on the joint modulation
formats discussed in the thesis has to be studied and techniques to overcome the
effect have to be worked on.

4. The joint modulation formats and their performance has been discussed in the
thesis by ignoring some aspects of communication system such as equalizer, non-
linearities and I-Q imbalance. The effect of these on the performance of the joint
modulations gives a wide scope for future work.

5. The proposed 4 and 8-D constellations can be used in the design of coded-modulation
schemes to improve their power efficiency [35].
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Appendix A

Union Bound for Theoretical
Symbol Error Rate

The union bound of the SER is obtained by considering the pair-wise error probability
(Ppep) and nearest neighbours approximation. The expression derived in this appendix
is used in the section 5.2 to plot the nearest neighbour approximation SER curves.
When calculating the Ppep, a pair of adjacent constellation points are considered and
the presence of other constellation points is ignored. Let the two adjacent constellation
points be c1 and c2. The Ppep is defined as the probability that c1 is transmitted and c2

is detected or vice-versa,

Ppep = p(c1|c2) = p(c2|c1).

In an N -dimensional constellation the (N − 1)-dimensional plane bisecting the line
joining the two constellation points perpendicularly decides the decision regions of the
point.

Consider two adjacent constellation points in SP-QAM A constellation. The con-
stellation points in SP-QAM A are such that they differ only in two co-ordinates, for
example c1=[a,a,b,c] and c2=[a,a,d,e]. The distance between the points is dmin and from
the geometry of SP-QAM A |b− d| = |c− e| = dmin√

2
.

Consider the transmission of c1 over the AWGN channel. The probability distribu-
tion of the received symbol r = c1 + w is a four-dimensional Gaussian having mean at
c1=[a,a,b,c]. The probability that the received symbol r is detected as c2 is the volume of
the pdf lying in the decision region of c2. Since the points considered share co-ordinates
in two dimensions the noise components in those two dimensions do not affect the de-
tection of symbol. As a result the Ppep,dmin

can be obtained by only integrating the pdf
of the noise components affecting the symbol detection.
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Figure A.1: Two adjacent constellation points considered for calculating Ppep.

The problem now reduces to calculating the Ppep between the points s1=[b,c] and
s2=[d,e]. Since |b − d| = |c − e| = dmin√

2
, the points can be replaced with s1=[0,0]

and s2=[dmin√
2

dmin√
2

]. The figure A.1 shows the constellation points s1 and s2 and their

decision regions determined by the dashed line. Considering the transmission of s2 over
an AWGN channel, the Ppep can be expressed as [22, Eqn. 4.29]

Ppep,dmin
=

1

2
erfc

(
dmin

2
√
N0

)
.
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Appendix B

Constrained Capacity Curves in
PC-AWGN channel

PC-AWGN channel model is a combination of both AWGN and phase noise. In this
section Tikhonov distribution for phase noise is considered for deriving the constrained
capacity expressions since it closely models the residual phase error when a phase-locked
loop is used at the receiver [15, 16].

The expression for the conditional output distribution of the PC-AWGN channel
when the Tikhonov phase noise model considered has been derived in [33] as

PY |X(y|x) =

∫ π

−π
pW (y − xeiθ)pΘ(θ)dθ, (B.1)

where pW is the probability distribution function of AWGN W and pΘ(θ) is the proba-
bility distribution function of Tikhonov distributed phase noise, i.e.,

W ∼ N (0,2σ2),

pΘ(θ) =

 eρ cos(θ)

2πI0(ρ) , if θ ∈ [−π,π]

0, if θ /∈ [−π,π]

,

where ρ is a parameter of the Tikhonov distribution and is related to the variance of
the angle θ as ρ ∝ 1

σ2
θ
. I0(ρ) is the zero order Bessel function of first kind. Substituting

these in the expression for PY |X(y|x) we have

PY |X(y|x) =
1

(2πσ)2I0(ρ)

∫ π

−π
eρ cos(θ)− |y−xe

iθ |2

2σ2 dθ.

The expression has to be extended for higher dimensional modulations. In higher
dimensional modulations a pair of I and Q components of the same carrier are modulated
by a single oscillator and demodulated at the receiver by another oscillator. The phase
noises at the transmitter and receiver can be regarded as a single random process having
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a variance equal to sum of individual variances. As a consequence a pair of dimensions
experience a different phase noise process. To derive the constrained capacity curves for
higher dimensional modulations the phase noise process on each pair are assumed to be
independent and identical, this changes the channel model to

y = x′ + w,

where x′ is the transmitted symbol affected by the phase noise. Splitting y, x′ and w
into two 2-D vectors corresponding to separate polarizations, the channel model can be
expressed as

[yh,yv] = [xhe
iθh ,xve

iθv ] + [wh,wv], (B.3)

where subscript h and v correspond to the horizontal and vertical polarization.
For a dual polarized system with the assumptions stated above, the horizontal and

vertical polarization components experience independent and identical phase noise pro-
cesses. The phase noise distribution can be written as,

pΘh,Θv(θh,θv) = pΘh(θh) · pΘv(θv). (B.4)

As a result the expression for the conditional output distribution of the PC-AWGN
channel becomes

PY |X(y|x) =

∫ π

−π

∫ π

−π
pW (y − x′)pΘh(θh) · pΘv(θv)dθhdθh (B.5)

=

∫ π

−π
pW (yh − xheiθh)pΘhdθh ·

∫ π

−π
pW (yv − xveiθv)pΘvdθv.

The above equation is obtained by assuming Gaussian noise is independent of phase
noise. Following the procedure in [33, pp. 32-33] we get the expression for constrained
capacity in PC-AWGN Channel with Tikhonov distributed phase noise as

I(X;Y ) = log2(M)− 1

M

∑
x∈X

EY/X

[
log2

( ∑
x′∈X

exp

( |x|2 − |x′|2
2σ2

)

× I0(σ−2
√

(<{y∗hx
′
h}+ρσ2)2+(={y∗hx

′
h})2)

I0(σ−2
√

(<{y∗hxh}+ρσ2)2+(={y∗hxh})2)
· I0(σ−2

√
(<{y∗vx′v}+ρσ2)2+(={y∗vx′v})2)

I0(σ−2
√

(<{y∗vxv}+ρσ2)2+(={y∗vxv})2)

)]

The expression can be further extended to higher dimensional constellations by treat-
ing the phase noise processes on a pair of dimensions as independent and identical. The
expression derived in this appendix has been used in Section 5.3.2 and 6.3.3 for plotting
the constrained capacity curves in PC-AWGN channel.
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