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Part I

Preamble
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To enhance the along-track resolution in radar imaging, the synthetic
aperture radar (SAR) technique has been widely used. It has been found a
very robust tool in a broad variety of applications. One of the applications
which might be of great interest is precipitation imaging and measurement
with much higher resolution and more accurate parameter estimation than
the conventional Doppler weather radar(s).
This thesis mainly focuses on implementation of the precipitation synthetic
aperture radar technology (PSAR) for ground-based Doppler weather radars
whereas both airborne-based and spaceborne-based PSAR have already been
investigated.
A few algorithms, which are slightly different from each other, employed
to do the SAR focusing on precipitation with and without clutters, will be
stated in details. Prior to this chapter, an introductory chapter is dedi-
cated to ground-based circular SAR (CSAR) for a point scatterer in terms
of beamwidth/angular improvement of the radiation pattern.
Apart from the algorithms chosen to implement PSAR, several aspects and
limitations of the ground-based PSAR versus its two counterparts will be
discussed in details.
The goal in this report is to give the reader a clear idea about the capability of
SAR technique in meteorological applications, specifically for ground-based
weather radars, which has been in fact the major purpose of this work.
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ωr Angular velocity of rotating antenna
θa Elevation angle of antenna
θH Azimuthal half-power beamwidth of antenna
θV Vertical half-power beamwidth of antenna
λ Wavelength at carrier frequency in free space
φt Azimuthal angle of target
θt Elevation angle of target
φ Angular postion in azimuth plane
D Distance from rotation center to antenna’s phase center
rpm rpm of the antenna
PRF Pulse repetition frequency of radar in Hz
PRI Pulse repetition interval of radar in sec
σ Radar Cross section(RCS) of target or group of targets
δφ Azimuth angular resolution
N The number of azimuth samples within the integration time
c The light velocity
fc Carrier frequency of radar
τ Pulse width of transmitted pulse
B Bandwidth of receiver
Rn nth range bin in meter

f(R, φt) Reflectivity function of the target scene
w(R, φ) SAR’s prefilter
h(R, φ) SAR’s postfilter
υ Samples of additive Gaussian noise
RS Range sampling rate in meter
Pt Transmitted power
Pav Averaged received power
Ga Antenna Gain
lh The maximum horizental length of antenna
Gp The processing gain in SAR
va The Nyquist or unambiguous velocity
α Complex amplitude of scatterer/distributed scatterers

∆a Doppler spread of data samples along azimuth in Hz
fa Doppler center of data samples along azimuth in Hz
da Delay/peak location of data samples along azimuth
∆r Doppler spread of data samples along range in Hz
fr Doppler center of data samples along range in Hz
dr Delay/peak location of data samples alomg range
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RSI Range sampling interval in sec
θs Synthetic beamwidth or SAR angular resolution
θr The resultant pattern in SAR
Vr Platform velocity
Td Decorrelation time
γ Phase error or arg. of multiplicative noise along azimuth
χ Phase error due to range migration
Lr The total loss of transceiver, radar system
Kr Propagation loss due to scatter and absorption in rain in dB/km
Z Reflectivity factor of precipitation mm6/m3

Rr Rain rate in mm/hr
σv Doppler spectral width of distributed targets
Ppsar Processed power in PSAR
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Chapter 1

Ground-based CSAR

1.1 Sectorial Phased Array

The geometry of the ground-based rotating antenna along with a stationary
point scatterer above the ground is depicted in figure (1.1).

Figure 1.1: The geometry of ground-based CSAR

The antenna is rotating with a constant angular velocity. The relative
motion/displacement between sensor and target provides the phase history
carried by the received complex fields to be exploited in the SAR processor
with the aim of creating a synthetic pattern with narrower beamwidth than
that of real antenna. In other words the received samples contain different
phases with respect to each other based on the time of reception which in
fact associates with the corresponding relative position of antenna at that
specific time. This phase history has the quadratic shape due to the process
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of approaching and retreating from the target occured by the regular motion
of radar. In order to sum the received samples from the same target in a
coherent way, what one should do is to multiply the consecutive samples by
unit-amplitude samples (actually they are the unit-energy samples) having
the relative phases opposite (conjugate) to those of received samples and
then perform the summation.
Assuming the PRF is very high, by following the simple approach described
for linear SAR in the presence of the stationary point target in the first
chapter of Franceschetti and Lanari (1999) the output of the SAR matched
filter,i.e., azimuth compression or equivalently the processed pattern in terms
of angular position in azimuth,F(φ), can be shown to be:

F(φ) =
∞∑

n=−∞

n exp((φ2 − φ1 + φt + π)n/2)× Jn(β)×

× sinc(n/2(φ2 − φ1))× exp(
nφ

2
) (1.1)

where

φ1 = max(φ, φt)−
θH
2

φ2 = min(φ, φt) +
θH
2

|φ− φt| ≤
θH
2

β = 4π/λ cos(θa) sin(θt) sin(φ− φt)

The above relations emphasize the simple fact that the target is situated
within the half power beamwidth of the antenna which is illuminating and
then processing the received complex returns from it. One may think of
this CSAR scenario as a sectorial (partially circular) phased array (Balanis,
2005) of isotropic series of elements ,antennas, trying to focus the beam
towards a specific direction which is the position of the point target above
the radar’s platform or ground surface. To perceive the difference between
this and its two counterparts i.e., linear array and circular array, these three
scenarios with their corresponding array-factor patterns (Mailloux, 2005) are
illustrated in figure (1.2). The plot at the last row in figure (1.2) corresponds
to our case here. In figure (1.3) the desired scenario is projected on a plane to
manifest how the process of target illumination from a single antenna moving
on a circular path (a few consecutive positions of the radar or equivalently
a few samples extracted in sequence by radar are marked by “x” in figure
(1.3) ) , works. This mode of illumination is called stripmap mode in SAR
technology. Thus, through an analogy performed by partially circular array
antenna, after some mathematical manipulation with the aid of the classical
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Figure 1.2: The three configurations of phased-array antennas

Figure 1.3: The point target-illumination process
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approach explained in Balanis (2005) for both linear and circular phase array,
the corresponding array factor for isotropic elements,AF(φ),is:

AF(φ) =
∞∑

n=−∞

n
exp(nθH/2)

exp(nθH/(4N + 2))
× exp((φt + π)n/2)× Jn(β)×

× sin(nθH/2)

sin(nθH/(4N + 2))
× exp(

nφ

2
) (1.2)

where

2N + 1 =
θH
α

|φ− φt| ≤ θH/2 α =
π × rpm

30× PRF
The equations (1.1) and (1.2) show the same radiation or processed pat-
tern. In both cases the final resultant pattern is obtained by multiplication
of processed pattern(the output matched filter,MFout) and the real antenna
pattern(denoted as HPBW in corresponding figures) which is not isotropic.
Indeed, the resultant pattern determines the resolution in both identical in-
terpretations.
As an example, separate patterns and the resultant pattern are plotted in
figure (1.4) and figure (1.5) respectively (note that due to the symmetry,
simply half of the entire patterns are drawn). In SAR, it is well known that
the Fourier Transform (FT) of the data along azimuth gives the image of the
target. For the point scatterer, its FT of the received phase-modulated (PM)
complex signal along its azimuthal position is given as (based on Fresnel ap-
proximation for far field, i.e., conversion from PM signal to a chirp signal
which is linearly frequency modulated (LFM) signal) :

Sc = A · sinc(
θH
2ωr

(ω − ωt)) (1.3)

where

ωt =
4π

λ
·D · cos(θa) · sin(θt) · ωr · φt ωr =

π

30× rpm
“A” is the magnitude of the target’s reflectivity factor.
In equation (1.3) another important assumption has been made, which is:

|θt − θH | ≤
θV
2

(1.4)

As anticipated, the center frequency , ωt, which is commonly called Doppler
frequency center, is linearly proportional to the angular position of the target,
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Figure 1.4: The real antenna(HPBW) and processed(MFout) patterns for
θH = 6 ◦, fc = 10GHz,D = 1.7m,PRF = 200Hz, rpm = 0.5, θa = 10 ◦

Figure 1.5: The resultant pattern that is the multiplication of MFout(black
solid curve) pattern and HPBW (blue dashed line) pattern plotted in fig-
ure(1.4)
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i.e., φt.
Accordingly the angular resolution of the azimuth is given as:

δφ ≈
λ

2D · cos(θa) · sin(θt) · θH
(1.5)

Since the target is not visible by radar in the continuous manner, to achieve
the aforementioned resolution the PRF,pulse repetition frequency of the
transmitted rectangular pulse which is also the sampling rate along azimuth,
must be high enough to provide one sample per minimum angular/spatial
resolution. In other words it is essential that the sampling rate or PRF sat-
isfies the following criterion similar to the one stated in Franceschetti and
Lanari (1999) for linear SAR.

PRF ≥ ωr
δφ

Therefore the maximum integration time, ITm,that is the maximum possible
coherent time during which the target remains coherent within the maximum
illumination interval, is

ITm =
θH
ωr

(1.6)

While radar is illuminating a target there is a possibility that the resul-
tant/processed pattern has more than one mainlobe (the additional lobes
are called grating lobes). To avoid such grating lobes which cause ambiguity
in azimuth, it’s necessary for the radar to have a minimum lower bound on
PRF. To obtain this lower bound, first the discrete form of processed pattern
is calculated. The corresponding pattern,i.e., F(φn), irrespective of antenna’s
radiation pattern, is as follows (Franceschetti and Lanari, 1999):

F(φn) =
sin(2π/λ ·D · cos(θa) · sin(θt) ·∆φ2 · n(2N + 1− n))

sin(2π/λ ·D · cos(θa) · sin(θt) ·∆φ2 · n)
(1.7)

where

φn = n ·∆φ ∆φ = α 2N + 1 =
θH
∆φ

|n| ≤ N

Therefore the minimum PRF to avoid the grating lobes is:

PRFmin =
π · rpm · θH ·D · cos(θa) sin(θt)

15 · λ
(1.8)

To see how a wrong choice of PRF can create one or more extra lobes or
equivalently grating lobe(s),an example is demonstrated for both individual
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Figure 1.6: The grating-lobe phenomenon due to a low PRF for
θH = 6 ◦, fc = 10GHz,D = 102m,PRF = 100Hz, rpm = 0.5, θa = 10 ◦

patters(on the left side) and total pattern(on the right side) as well in fig-
ure(1.6). On the other hand the upper bound for PRF is determined by
maximum unambiguous range as well as hardware limitation in maximum
speed of sampling(herein the latter is ignored).
To circumvent ambiguity in range estimation for the maximum unambiguous
ground range, GRmax, the upper bound of PRF is given as

PRF ≤ c

2θV ·GRmax · tan(θa) · sec(θa)
(1.9)

Now, at this step, it’s worth investigating the amount of influence of six
key parameters, i.e.,θH , fc, D, PRF, rpm, θa , on resolution regarding imag-
ing of a point scatterer. The following six images demonstrate their im-
pacts for a rotating ground-based radar with flexible parameters with initial
values,θH = 1 ◦, fc = 5GHz,D = 1.6m,PRF = 200Hz, rpm = 0.5, θa = 40 ◦.
Figure(1.7) shows the change of resolution as a result of two antennas with
two different HPBW.
As expected in any SAR systems, the smaller the antenna the higher the
resolution.This parameter is one of the most significant one.
The other influential parameter, specifically in ground-based circular SAR
which distinguishes that from linear SAR, is the radius of platform, D. Fig-
ure (1.8) points out this fact.
It is easy to notice that the larger D, the much better the resolution.
According to figure (1.9) the increase in carrier frequency is also improves
the azimuthal resolution up to some extent.
Figure (1.10) and figure(1.11) illustrate the impact of PRF and angular ve-
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Figure 1.7: The effect of antenna size in achieving the angular resolution in
azimuth for processed pattern, from θH = 1 ◦ , on the left , to θH = 6 ◦ , on
the right.

Figure 1.8: The effect of D in achieving the angular resolution in azimuth for
processed pattern, from D = 1.6m, on the left , to D = 48m , on the right.

16



Figure 1.9: The effect of carrier frequency in the angular resolution along
azimuth for processed pattern, from fc = 5GHz , on the left , to fc = 10GHz
, on the right.

locity on resolution, respectively. Despite the increase in SNR due to increase
in ratio PRF/rpm within the integration interval, neither of them cause any
change in resolution. However; it will be shown in the next chapter that the
reverse is true.

Figure 1.10: The effect of PRF in the angular resolution along azimuth for
processed pattern, from PRF = 200Hz , on the left , to PRF = 2000Hz , on
the right.

The last parameter of less significance is the elevation angle of antenna. This
basically has no considerable impact on resolution as depicted in figure (1.12).
Note that the elevation angle of the target must have a value close to that
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Figure 1.11: The effect of antenna’s angular velocity, rpm,
in the angular resolution along azimuth for processed pattern,
from rpm = 0.5 , on the left , to rpm = 6 , on the right.

Figure 1.12: The effect of antenna’s elevation angle in the angular resolution
along azimuth for processed pattern, from θa = 40 ◦ , on the left , to θa = 10 ◦

, on the right.
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of antenna within its vertical HPBW.
In short, enhancement in the resolution accompanies with several influences
on the processed pattern including, the decrease in the width of mainlobe
plus the distance between the first sidelobe and the maximum peak and even
increase in the sidelobe level.

1.2 Azimuth Compression in Strip-map CSAR

Since the Doppler radar whose data are used in this project, is a simple pulse
radar, which means that the transmitted signal is narrowband unlike many
SAR systems with frequency modulation such as LFM in order to increase
the range resolution,herein the range resolution is restricted by pulse width.
Furthermore; the corresponding bandwidth of the receiver is designed to be
almost matched to the transmitted pulse, i.e., Bτ ≈ 1. Thus, in this project,
all attempts are to compress and focus the received samples along azimuth
at each range bin. In other words, the reconstruction algorithm of SAR is
basically considered to be one dimensional rather than two.
Following a simple procedure (Brown, 1967; Broquetas et al., 1997) for ge-
ometry demonstrated in figure(2.1), the complex received signal, S(Rn, φ) ,
at a specific range bin, Rn , is obtained

S(Rn, φ) =

∫
φt

A(Rn, φ−φt)f(Rn, φt) exp(−4πr(Rn, φ− φt)
λ

)dφt+υ (1.10)

in which

r(R, φ) =
√
R2 + 2D (D +R cos(θa)) (1− cos(φ))

≈ R +D (1− cos(φ)) (
D

R
+ cos(θa)) (1.11)

Here the weighting function “A” is antenna radiation pattern, two-way
power pattern within half power beamwidth, in the antenna’s far field. The
log constant of radar is ignored here as it has no effect on the SAR compres-
sion process.
Suppose the SAR’s prefilter (Brown, 1967) (the filter defines the interaction
between reflectivity function of target and the radiating antenna within the
illumination time) is

w(Rn, φ) = A(Rn, φ) exp(−4πr(Rn, φ)

λ
) (1.12)
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Figure 1.13: The geometry of CSAR

Taking a closer attention to equation (1.10), one can easily deduce the fol-
lowing convolution for the received signal

S = w ∗ f + υ (1.13)

“∗” stands for convolution. The additive Gaussian noise (which is dominantly
the thermal noise at receiver) can be neglected in the following process as long
as the SNR of desired target(s) is high enough. Moreover; the multiplicative
phase noise is disregarded here for the sake of simplicity based on the fact
that the scene is unperturbed which is proven to be wrong for precipitation
in the next chapter. Thus the reflectivity factor is not contaminated by the
phase error(Brown, 1988) causing the random fade (Raney, 1980) and also
the target field is assumed to be almost static/quasi-static (not a random
field). However; these couple of last assumptions are removed in the next
chapter regarding precipitation imaging.
As a result, the matched filter, also called SAR postfilter, “h”, should have
the following form to retrieve the target reflectivity function

h(Rn, φ) = γ(φ) w̄(Rn,−φ) (1.14)

Where γ is a weighting function along azimuth. Also in this thesis the com-
plex conjugate is shown by “bar” sign.
To avoid high-level side lobes caused by azimuth compression,instead of
constant amplitude(rectangular tapering) the weighting function may have
Gaussian shape which is the favorite choice in many SAR’s application. Here
both the Hamming window (with SLL about -42dB) and Chebyshev tapering
with variable SLL below -40dB are employed as amplitude weighting func-
tion. The corresponding results are almost the same for SLL equal to -40.
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To see how the above simple CSAR algorithm works,hereby a couple of ex-
amples are taken into account.
In the first example, the ground-based Doppler weather radar has a big re-
flector antenna with parameters as stated in table(1.1). Figure(1.14) shows
the structure of the rotating reflector and its corresponding fixed pedestal.

Table 1.1: Parameters of Radar and its Reflector Antenna

Parameters Values
θH 1◦

θV 1◦

τ 0.5us
Pt 250 KW
Ga 45 dB
λ 0.053 m

PRF 1200 Hz
rpm 6 rpm
D 1.7 m
θa 0.4◦

RS 50 m
Polarization H

Since the distance D is very small compared to the size of antenna, the
desired phase history imposed by SAR’s prefilter has a very small changes
which means that the processed pattern is much wider than the real antenna
pattern and as a consequence the resultant pattern has the same resolution
as that of antenna.
Raw and focused image for an area consisting of strong clutters, with the aim
of clutter focusing,are illustrated in figure(1-15). As expected the resolution
has not changed.

To measure the enhancement of resolution, slow-time domain samples of
a strong ground clutter for both raw and processed data are plotted in figure
(1-16).
In the second experiment, the antenna is a small standard horn whose pa-
rameters are listed in table(1.2).Those unmentioned ones are the same as
that of the reflector.
According to figure(1-17) unlike the former case, because of quite large dis-
tance D with respect to size of antenna,i.e., large D and large antenna’s
beamwidth,the achieved resolution is very impressive and indeed, it is in the
order of reflector’s resolution, therefore it’s comparable. Again, in order to
recognize the amount of resolution improvement, the width of the pattern of
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Figure 1.14: The reflector and its platform structure

Table 1.2: Parameters of standrad horn

Parameters Values
θH 26.2◦

θV 23.7◦

Ga 17.5 dB
D ≈4 m

Polarization V
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Figure 1.15: Raw (at top) and focused (at bottom) images using the reflector
antenna
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Figure 1.16: Raw and focused azimuth samples at a specific range from reflec-
tor

time-domain samples before and after SAR’s postfilter are to be compared,
as shown in figure (1.18). The angular resolution is changed from 26.2◦ to
about 1.5◦.
Note that, to both cases above, the full-synthetic aperture, which is about
the HPBW of antenna , has been applied.
It’s noticeable that there are some areas which look still partly focused in
figure (1-17). It occurs due to the uncompensated motion from that tar-
get moving and therefore some part of them are filtered out by the SAR’s
postfilter which is in fact, a LPF. To cope with this defocusing, the complex
postfilter must be shifted in frequency domain which means conversion from
LPF to BPF to allow the most part of the signal’s energy to pass through.
This can be done adaptively by multiplying another phase term to the afore-
mentioned postfilter. Either through calculation of the amount of increase
in SNR in an iterative manner or alternatively, checking the image quality
visually, one can readily determine the additional phase term along azimuth
at each range bin. Following this iterative procedure, it leads to the image
in figure (1-19). In figure(1-19), the above-iterative procedure is performed
based on dominant scatterer within a very small bandwidth which is [-6 , 6]
Hz.
The reason to choose a small Doppler interval, is that, since there are sev-
eral targets which might have almost the same strength but different speed
relative to that of radar, the motion compensation for one will result in the
smearing for the others, so the image might look a little bit messy, as illus-
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Figure 1.17: Raw(at top) and focused (at bottom) images using the horn
antenna
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Figure 1.18: Raw and focused azimuth samples at a specific range from horn

Figure 1.19: Raw and adaptively-focused images from horn
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trated in figure (1-20).In this image, the corresponding Doppler bandwidth
is within [-20 , 20] Hz.
Eventhough one may think that it is better to partition the whole image
into smaller blocks and then apply the filter’s shifting to each block,here it
doesn’t do any good and even make it worse becasue first of all the full aper-
ture which is very big is used and second of all the scene contains different
targets with different Doppler features,i.e., the scene is quite inhomogeneous.
This approach is only going to be taken into analysis for precipitation in the
next chapter.

Figure 1.20: Raw and adaptively-focused images from horn

Another alternative would achieve through estimation of the mean Doppler
shift of dominant scatterers at each range bin. The figure (1-21) shows the
resultant image of the mean motion compensation due to both antenna and
targets (here are both clutters and clauds). However; through this adaptive
approach, one can find out the true location at least for dominant scatter-
ers. This important fact is apparent in figure (1-22) and (1-23). Two totally
different range bins are taken into consideration in these last images. As a
consequence, after the SAR processing, the detected target will look shifted
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Figure 1.21: Raw and adaptively-focused images from horn

Figure 1.22: Raw, focused (Focus1), and adaptively-focused (Focus2) azimuth
samples at a specific range from horn
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Figure 1.23: Raw, focused (Focus1), and adaptively-focused (Focus2) azimuth
samples at a specific range from horn

if the correction of center of the postfilter is disregarded.
Bear in mind that in all images so far, the dynamic range(DR) of the colors
are chosen to be the DR of the processed data. In fact if the energy of the post
filter is not normalized the noise floor will increase by the factor of 10 log10(N)
and the signal power will increase at most by factor of 10 log10(N2) in dB.
Therefore the DR (or SNR) of the focused image compared to the raw image
will reach the maximum 10 log10(N) in dB(the maximum occurs for the ideal
point target).

1.3 Super-Resolution Strip-map CSAR

In order to gain a high-resolution image with a very good quality (a clean
image), a couple of issues must be taken care of. Artifacts introduced by high
sidelobe levels even by those quite far away from the main lobe, deteriorate
the image quality, even though the first strong sidelobes can be mitigated
by windowing/tapering such as hamming window at the cost of resolution.
Probably in some applications it is not desired to pay such a cost. On the
other hand, in some SAR systems such as the one considered in this thesis,the
windowing doesn’t suffice to remove the artifacts when a full long aperture is
employed in SAR processor to focus a few strong and closely situated scat-
terers.
To have an idea about how big the sidelobes are after SAR post filter (PF),

29



Figure 1.24: Non-windowed and windowed responses of Horn CSAR’s post
filter

figure(1.24), shows both Non-windowed SAR’s response after PF and its win-
dowed counterpart performed by Hamming coefficients.
To get rid of artifacts, a cleaned algorithm first used in phased-array imaging
radars by Tsao and Steinberg (1988) is modified and applied to the imaging
of clutters extracted by horn. To the best of author’s knowledge, the stated
algorithm hasn’t yet been used for tackling with artifacts caused by SAR’s
system, instead it was exploited to wipe out the artifacts in phased-array
imaging systems by the aforementioned authors who claimed in their paper
they haven’t yet implement it for SAR imaging.
The flow chart of proposed iterative 2-D CLEANED based algorithm is fully
described in figure(1.25). The algorithm is illustrated for 2-D compressed
image. However; the processed pattern along azimuth simply attends in
sidelobe subtraction step. The two algorithms CLEAN and RELAX are ex-
plained in details in the following chapter.
These two algorithms are only used to localized the strongest remaining scat-
terer along with its corresponding parameters in two dimensions that is range
and cross range.
In figure (1.26) images including non-windowed and two CLEANED strip-
map CSAR are plotted for the sake of comparison. The iterating procedure
is terminated for the first and second CLEANED images when the remain-
ing energy hits about twenty and fifteen percent of that of processed image
respectively which is still not quite enough and it is to be further continued.
One may also apply threshold condition (Tsao and Steinberg, 1988) to stop
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Figure 1.25: Flow chart of CLEANED Strip-map CSAR algorithm
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Figure 1.26: Images of CSAR and CLEANED CSAR
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the process and thereby regard the rest of energy as a noise or undesired
energy in the uncleaned image.
The resolution in this algorithm doesn’t degrade in comparison with the
non-windowed CSAR. This fact plus the robustness of this algorithm in rec-
ognizing and omitting strong artifacts, even those at close proximity to main
lobe(s), are depicted in figure (1.27) for azimuth samples at several range
bins regarding both non-windowed and CLEANED ground-based strip-map
CSAR. In figure (1.27) several different cases obtained from the processed
image of clutters, are taken into account to confirm the capability as well as
precision of the proposed algorithm.

Figure 1.27: Azimuth samples at several range bins of both CSAR and
CLEANED CSAR

The key point in this cleaning algorithm is the proper subtraction of correct
estimated and well-positioned sidelobes at each iteration. As the pattern
specification such as SLL, sidelobe’s positions and its width can be severely
affected by the nature of the scene such as random or partially coherent
scenes, the cleaning algorithm fails to eliminate artifacts and indeed it itself
creates false targets in random or partially coherent scenes where the reso-
lution is dominantly deteremined by target itself rather than SAR system.
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Thus, the proposed method is useful and efficient for coherent scene such as
those of ground clutters, man-made targets,etc., and it should not be imple-
mented for random scene such as weather targets.

Figure 1.28: Flow chart of strip-map QPGA algorithm

In order to achieve maximum compression the phase error arisen from SAR
system and uncompensated motion should be mitigated . Of all several
methods for the compensation of range-independent phase error, here two ro-
bust algorithms including phase-gradient autofocusing (PGA) for both spot-
light(or ISAR) (Wahl et al., 1994a) and strip-map SAR mode (Wahl et al.,
1994b) and its faster non-iterative quality version i.e.,quality phase-gradient
autofocus(QPGA) (Chan and Yeo, 1998; Chan and T. S. Yeo, 2002) sug-
gested for only spotlight SAR/ISAR are exploited. Indeed the strip-map
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version of QPGA which has not considered before, is realized in this section.
Howevere, it is very similar to strip-map version of PGA with some modifi-
cation performed with the aid of QPGA methodology.
The steps of strip-map SAR autofocus based on modified QPGA is described
in details in flow chart drawn in figure(1.28).

Figure 1.29: Raw, processed and enhanced images by strip-map QPGA algo-
rithm in CSAR

This algorithm and its related counterparts are simply able to mitigate the
1-D phase error which are redundant and repetitive at each chosen range
bins (i.e., those in the pool of scatterers). On the other hand those 2-D
phase errors, range-dependent phase error, can not be removed unless their
fluctuation along range dimension is slow enough as compared to the phase
curvature along azimuth thereby might be ignored. In such case, the large
image or big swath can be divided into small subswaths (not very small in
order to have useful scattering sources) and the phase-error estimation as
well as correction is accomplished for each and every subswath separately. A
similar approach to this is going to be used for precipitation (random scene)
in the next chapter in a limited way. The number of quality range bins as well
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as noise robust discrete numerical difference method(s) is crucial to estimate
phase error in particular those due to inherent SAR’s system distortions. One
may employ either the second derivative of linear unbiased minimum variance
(LUMV) or that of Knox-Thopmson(based on second derivative of higher-
order truncation which uses more samples) (Wahl et al., 1994a). Herein the
latter one is considered.

Figure 1.30: Azimuth samples at several range bins of both CSAR and QPGA
CSAR for very small pool size

As an example the focus CSAR system is regarded as partially focused and
shifted image which can be fixed by above algorithm depending on the pool
size of sources. Figure (1.29) shows that the system contains both uncom-
pensated motions and quadratic terms stemming from the CSAR system and
after one iteration phase error correction these errors are suppressed consid-
erably thus leads to a higher resolution image. Note that for recognizing
the changes more clearly none of the images are windowed to remove side-
lobes and their associated artifacts. There exist several criteria including
increase in SNR and sidelobe level (SLL) as well and decrease in width of
mainlobe, which might be taken for granted to find out the enhancement in
the corrected image. For better insight, the processed and corrected azimuth
patterns at a few range bins of the regarding example are plotted in figure
(1.30) and figure(1.31) for small and quite large pool sizes respectively.

1.4 Concluding Remarks

So far, the results of ground-based CSAR, rotating SAR, for quasi-static
targets (non-fade scene and smooth with small velocity compared to the
antenna velocity such as ground clutters), the azimuthal resolution can be
significantly improved by properly selecting the size of the both antenna and
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Figure 1.31: Azimuth samples at several range bins of both CSAR and QPGA
CSAR for quite large pool size

platform. In other words, the ratio of D/lh must be high enough to enhance
the azimuth resolution for even an ideal point scatterer. Here the speed of
the antenna doesn’t play the pivotal role provided that the targets are almost
stationary with respect to antenna. The reverse will be proven to be true in
the next chapter for precipitation imaging.
In this chapter the full synthetic aperture, except for the last section, has
taken into process,i.e., the maximum possible integration time which is about
700 ms for horn antenna and is only applicable for point scatteres due to its
high correlation time. In fact the maximum derived processing gain is 3dB
less than the maximum possible gain obtained for a point scatterer based on
a full-synthetic processing. The maximum processing gain in dB for a point
scatterer without any windowing in SAR processing and non-unit-energy post
filter is given as

Gp = 10 log10(N2) (1.15)

For the unit-energy post filter the maximum would be

Gp = 10 log10(N) (1.16)

For both cases the maximum increase in DR is

DR = 10 log10(N) (1.17)

To improve the CSAR resolution along with elimination of artifacts with-
out incurring any loss in resolution for coherent scene , one can bring both
cleaning and phase-error mitigation algorithms into SAR processing after
post filter as a post processor. However the larger the number of iterations
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or/and presumed number of dominant scatterers the less the improvement
of the quality. In other words the cleaning method is really slow for large
scenes such as the one regarded in the corresponding example.
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Chapter 2

Ground-based PSAR

2.1 Precipitation Imaging

In this chapter, the goal is to try to focus the data from precipitation ( by
precipitation, it is meant to be rain) in order to improve the azimuthal reso-
lution in the image. Furthermore; as in Doppler weather radar the resolution
volume is of great significance in estimation of volume reflectivity as well as
rain rate, the increase in the resolution volume make a better and more reli-
able estimation of these parameters.
Similar to the previous chapter, herein two different antennas , which are
parabolic reflector and standard horn antennas situated back to back on the
same pedestal as shown in figure (2.1), are used. Before we start with pre-
cipitation imaging, it’s noteworthy to go through some important facts in
weather targets in order to understand specifications of the target scene and
its behavior in terms of SAR.
Meteorological targets are distributed and moving in a random way due
to several factors, such as turbulence, wind shear, and spread of particle
fall speed. These factors alter the phase of the received signal in a noise-
like manner especially in the severe weather condition. Moreover; the wind
speed varies with height within a three dimensional precipitation cell/area.
Indeed the volume nature of the target and its internal motions adds more
phase variation besides the large-scale motions such as horizontal wind across
the azimuth (the desired dimension). In addition to these sources of phase
error/fluctuation, propagation anomalies also cause phase propagation er-
rors(Brown and Riodan, 1970). The phase fluctuation results in both Doppler
shift and Doppler spread in the spectrum of the received data along azimuth
(Atlas et al., 1977; Greene and R.T.Moller, 1962).
The resultant phase error from meteorological phenomena on the received
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Figure 2.1: Reflector and Standard Horn antennas,Courtesy of SELEX-SI
Gematronik Co.

data, might limit the capability of SAR so drastically. In other words the
maximum obtainable gain and resolution of SAR turn out to be severely
degraded by this phase error across the synthetic array. The amount of dete-
rioration strongly depends on the variance of the phase error ( apart from the
systematic phase error induced by SAR prefilter ) (Metcalf and Holm, 1979).
From array pattern’s point of view, the increase in the rms of the phase error
makes the process gain drop severely thus the half power beamwidth becomes
wider. Besides, the sidelobe level (SLL) gets worse (Greene and R.T.Moller,
1962) which can lead to artifacts such as breakup in desired signals as well
as detection of false target(s) (Tsao and Steinberg, 1988).
According to the discussion so far, some preprocessing steps are required
prior to SAR postfiltering or postprocessing, as it is known to be a LPF.
Unlike, spaceborne-based and airborne-based SARs, the postfilter of ground-
based SAR has quite narrow Doppler bandwidth particularly due to its small
velocity compared to its very fast-moving counterparts. The corresponding
bandwidth is in the order of few hertz versus that of air/space-borne-mounted
SAR which is about a few hundred hertz or even wider. It will be understood
later on that this is the most restrictive parameter on ground-based PSAR.
Thus either two parameters of the postfilter ,i.e., frequency center and band-
width of the filter as well, are to be adjusted or equivalently the speed and
other high-order motion which manifests phase error, of the target(s) must
be compensated before passing through the SAR’s postfilter.
As a result, in the following subsections some signal processing algorithms
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exploited for these purposes are going to be described in some details.

2.1.1 Doppler Spectrum Estimation

The proper estimation of either Doppler velocity center or Doppler frequency
center as well as Doppler spread is of great concern not only for meteorologi-
cal purpose but also for SAR analysis of scene containing moving targets like
precipitation.
The conventional approach(es) of first and second moments of Doppler spec-
trum, such as pulse-pair estimator (PP) and direct fast Fourier transform
(FFT) is more reliable under some circumstances and assumptions including
high SNR (usually larger than 20 dB), Gaussian spectrum (considerable de-
viation from Gaussian shape can frequently occur(Janssen and Vanderspek,
1985)), and symmetrical as well as narrow spectrum width ( normally up to
about 0.4 times the Nyquist velocity,va) (Doviak et al., 1979).
Other methods such as Burg’s maximum entropy,Prony, Pisarenko (Kay
and Marple, 1981),Music for Doppler weather radar (Chen et al., 1995)
(eigendecomposition-based methods) , noise compensated autoregressive(AR)
method (based on white noise and priori knowledge of its variance)(Kay,
1980), linear prediction (LP) which is regarded as a generalized PP efficient
at high SNR (larger than 20dB),minimum-norm (MN, based on eigendecom-
position of LP equation useful at lower SNR versus LP, however; not reliable
at SNR lower than 10dB)(Banjanin et al., 1993),vector and poly-pulse pair
estimation (taking higher-order lags of autocorrelation in mean velocity esti-
mation versus one-lag PP processor)(Mahapatra and Zrnic, 1983; Lee, 2000)
which is supposed to compensate for the bias error due to assumption of nar-
row and symmetrical shape of Doppler spectrum,and maximization of the
periodogram(spectral method based on FFT)(Mahapatra and Zrnic, 1983),
are all considered to be under some other priori assumptions on modeling of
weather signal or noise such as AR process of some desired order (all-pole
assumption),white gaussian noise or some specific colored noise ,e.g. noise of
AR process of some pre-assumed order.
To make a more reliable estimation of Doppler parameters at low SNR,
particularly for standard horn case, at fast angular velocity (similarly low
number of samples which happens in case of fast-rotating antenna with
very small HPBW such as that of reflector),and in general non-Gaussian
asymmetrical wide Doppler spectrum which is frequently encountered on the
available data sets,herein both CLEAN(Tsao and Steinberg, 1988) and RE-
LAX(complex/iterative version of CLEAN, can be referred to as SUPER
CLEAN)(Li and Stoica, 1996) algorithms in one and two dimensions are go-
ing to be implemented in a way according to our needs. It is also interesting
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to know that the RELAX is robust to mismodeling for noise parameters esti-
mation (insensitive to the assumed AR’s order). However; the noise param-
eter estimation is beyond our purpose which is SAR focusing, and therefore
it will be disregarded. The most emphasis is on target feature extraction
i.e., Doppler center and Doppler spread of the desired targets by means of
RELAX through nonlinear least squared(NLS)technique(Liu and Li, 1998)
and trihedral and dihedral models for target(s). Note that the trihedral and
dihedral models are robust model for many man-made targets and because
of that they have been used in obtaining super resolution SAR imaging (Bi
et al., 1999) however; it can be employed to describe a bunch of homoge-
neous and closely located targets (distributed targts) such as rain drops,the
model is tested for both weather targets and clutters in order to simulate the
raw data and the corresponding results prove its capability for such natural
targets.
Here, first the algorithm for one-dimensional RELAX based on dihedral
model is described and then we will proceed with two-dimensional CLEAN
algorithm using two-dimensional dihedral model (you may find details of 2-D
CLEAN using trihedral or point- scatterer model in (Li et al., 2001)).

1-D RELAX :
In this algorithm the 1-D data sequence along azimuth,y(Rn,m), at a fixed
range bin is taken into analysis. For the sake of brevity, the argument Rn is
ignored in the following formulation. The input sequence y(m) is described
as follows

y(m) = s(m) + υ(m) m = 0, 1, · · · ,M − 1 (2.1)

where

s(m) =
K∑
k=1

αk sinc[PRI∆ak
(m− dak

)] exp(2πPRImfak
) (2.2)

M is the length of the input vector and sinc(x) = sin(πx)/πx.
The goal is to estimate unknown parameters {α,∆a, da, fa} representing the
features of the target(s) through minimizing the NLS cost function C1

C1({αk,∆ak
, dak

, fak
}Kk=1) = ‖y−Gα‖2 (2.3)

where

y = [y(0) y(1) · · · y(M − 1)]T (2.4)

α = [α1 α2 · · · αK ]T (2.5)

G = [g(0) g(1) · · · g(M − 1)]T (2.6)

g(m) = [g1(m) g2(m) · · · gK(m)]T (2.7)
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in which

gk(m) = sinc[PRI∆ak
(m− dak

)] exp(2πPRImfak
) (2.8)

“T” and “‖.‖” denote transpose and Euclidean norm respectively.
“K” is the maximum number of targets(both point and distributed ones)
determined automatically by the algorithm itself via generalized Akaike in-
formation criterion(GAIC) (Li and Stoica, 1996).
minimizing the C1 with respect to α gives its estimate α̂

α̂k =
GH
k y

GH
k Gk

(2.9)

“H” stands for Hermitian matrix operation.Gk is the kth column of G. “ ˆ ”
denotes estimates.
By inserting equation (2.9) into equation (2.3) and doing some simplification,
the minimization of C1 will end up with maximization of the following new
cost function,C2

C2(∆a, fa, da) =
|GHyk|2

GHG
(2.10)

in which yk is

yk = y−
K∑

i=1,i 6=k

αigi (2.11)

The above maximization requires a three-dimensional search over three re-
mainder parameters. To solve this, an alternating maximization proce-
dure(Liu and Li, 1998) which updates one parameter estimate by fixing the
other two. Notice that when two parameters, Doppler spread and delay
time, are kept fixed the Doppler frequency, fak

is readily estimated by find-
ing the dominant peak in 1-D fast Fourier transform (FFT) with enough zero
padding in order to have a precise estimation. Thus

f̂ak
= argmax{FFT{|Mult(gk(fak

= 0),yk)|2

gHk (fak
= 0)gk(fak

= 0)
}} (2.12)

“ Mult(x,y)” defines as element-by-element multiplication of two vectors x
and y with equal length.
Employing the above-mentioned equations the iteration steps of 1-D RELAX
are as following
Step(1): Assume K = 1. Determine the first estimate of four parameters of
the first dominant scatterer,i.e. {∆̂a1 , f̂a1 , d̂a1 , α̂1} from y as described above.
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Step(2): Assume K = 2. Compute y2 with equation (2-11) by using esti-
mated parameters calculated in step(1).
From that, the parameters {∆̂a2 , f̂a2 , d̂a2 , α̂2} of the second dominant scat-
terer are obtained. Next, compute y1with (2-11) by using {∆̂a2 , f̂a2 , d̂a2 , α̂2}
and then redetermine {∆̂a1 , f̂a1 , d̂a1 , α̂1} from y1.
Continue this iterative procedure at this step until the practical conver-
gence,explained later,occurs.
Step(3): Assume K = 3. calculate y3 with equation (2-11) by taking
{∆̂ai

, f̂ai
, d̂ai

, α̂i}2
i=1 estimated at the end of step(2). Obtain {∆̂a3 , f̂a3 , d̂a3 , α̂3}

from y3 as before. Next, compute y1 by using {∆̂ai
, f̂ai

, d̂ai
, α̂i}3

i=2 via equa-
tion (2-11).
Then compute y2 with equation (2.11) by using {∆̂ai

, f̂ai
, d̂ai

, α̂i}i=1,3. Iter-
ate these three substeps until the practical convergence is reached.
Step(k > 3): Continue similarly until k is equal to K which is determined by
GAIC explained below.
Practical convergence in the iterative process above may be determined by
checking the relative change in the cost function C1({α̂k, ∆̂ak

, d̂ak
, f̂ak
}Kk=1)in

equation (2.3) between two consecutive iterations to make sure it becomes
less than a certain value for instance 10−4.
K is determined as the integer that minimize the following GAIC cost func-
tion.

GAICK = M ln(‖e‖2) + 4 ln(lnM) (3K + 1) (2.13)

where the error vector e is defined as

e = y−
K∑
k=1

αkgk (2.14)

2-D CLEAN :
CLEAN is a faster and less complex version of RELAX with less accuracy
of course. Basically those iterative substeps stated in RELAX algorithm are
avoided in CLEAN algorithm.
Following almost the same procedure as above in two dimensions and assum-
ing K dominant scatterers, the received signal in two dimensions i.e., range
and cross-range is

y(m, m̄) = s(m, m̄) + υ(m, m̄)

m = 0, 1, · · · ,M − 1 , m̄ = 0, 1, · · · , M̄ − 1 (2.15)

s(m, m̄) =
K∑
k=1

αk sinc[PRI∆ak
(m− dak

)] exp(2πPRImfak
)×

× sinc[RSI∆rk(m̄− drk)] exp(2πRSIm̄frk) (2.16)
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y,s, and υ denote M×M̄ matrices in which M and M̄ are number of samples
along azimuth and range respectively.
The NSL estimates of target(s) features are obtained via minimizing cost
function C1

C1({αk,∆ak
, dak

, fak
,∆rk , drk , frk}Kk=1) = ‖y−

K∑
k=1

Gkαk‖2
F (2.17)

where “‖.‖F” denotes the Frobenius norm and

Gk = ga × gTr (2.18)

ga = [ga(0) ga(1) · · · ga(M − 1)]T (2.19)

gr = [gr(0) gr(1) · · · gr(M̄ − 1)]T (2.20)

ga(m) = sinc[PRI∆ak
(m− dak

)] exp(2πPRImfak
) (2.21)

gr(m̄) = sinc[RSI∆rk(m̄− drk)] exp(2πRSIm̄frk) (2.22)

Minimizing C1 in equation (2.17) with respect to αk leads to

αk =
gHa ykḡr
‖ga‖2‖gr‖2

(2.23)

where

yk = y−
K∑

i=1,i 6=k

Giαi (2.24)

By inserting equation(2.23) into equation(2.17) and doing some simplifica-
tion, the minimization of C1 can be performed by maximization of the fol-
lowing new cost function

C2(∆ak
, dak

, fak
,∆rk , drk , frk) =

‖gHa ykḡr‖2

‖ga‖2‖gr‖2
(2.25)

To maximize the last equation, a six-dimensional search over the parame-
ter space is required. Similar to the RELAX, an alternating maximization
procedure which is to update the parameters {fa, fr},∆a, da,∆r, dr while
fixing the remaining parameters, is taken into account. Note that for some
given parameters ∆a, da,∆r, dr the denominator of equation (2.25) is con-
stant. Therefore the estimate of frequency pair {fa, fr} is determined by
maximizing |gHa ykḡr| which can be efficiently calculated via 2-D FFT with
enough zero padding in both dimensions for better accuracy.
Employing the above-mentioned equations the steps of 2-D CLEAN are as
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following
Step(1): Assume K = 1. Obtain the estimate of the parameters of the first
dominant scatterer,i.e., {fa1 , fr1},∆a1 , da1 ,∆r1 , dr1 , and α1 from y using 2-D
FFT, 4-D alternative search and equation (2.23) respectively.
Step(2): Assume K = 2. Compute y2 with equation(2.24) by using param-
eters estimated in previous step. Then determine the new parameters of
second dominant scatterer which are {fa2 , fr2},∆a2 , da2 ,∆r2 , dr2 , and α2 from
y2 through the same expressions and similar search as above.
Step(3): Assume K=3. Calculate y3 with equation(2.24) by using parame-
ters estimated in two previous steps. Then estimate the new parameters as
done before.
Step(k > 3): Continue similarly until k is equal to the desired K.

Figure 2.2: Ground-clutter filtered raw data from reflector in rain

In determination of the spectrum width one can also use Gaussian function
instead of the sinc function. The results are almost the same but even better
for the simulation of the weather targets.
To speed up the process the simple and fast FFTB algorithm(Liu and Li,
1998) extended to two dimensions, are applied to the 2-D CLEAN in order
to estimate two parameters,∆a,∆r. Thus simply a 2-D search for estimation
of parameters da, dr is required since the other two parameters {fa2 , fr2} are
already determined by 2-D FFT.
Unlike that of RELAX, the K (maximum number of dominant scatterers) is
arbitrary selected at the start of the algorithm. Besides, one might set an
amplitude threshold with respect to the most dominant scatterer in order to
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Figure 2.3: Doppler velocity(m/s) of data from reflector in rain

limit the maximum possible K and therefore lower the load of computation.
This approach is considered here for both algorithms. 2-D CLEAN can also
be replaced by 2-D RELAX with above model at the expense of complexity
and computational burden.

Figure 2.4: Doppler spectrum width (m/s) of data from reflector in rain

Doppler velocity center as well as Doppler spread for two systems,i.e., horn
and reflector, in a moderate rain by using 2-D CLEAN are illustrated in the
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following plots. Note that the total spectrum widths are estimated which
means all the mechanisms contributing to velocity spectrum broadening,
such as wind shear,turbulence,antenna rotation, and different drop size fall
speeds(Doviak et al., 1979), are included in the corresponding results.

Figure 2.5: Ground-clutter filtered raw data from horn in rain

It is important to know that the ground clutters are removed from the data
by zero forcing in Doppler domain (the simplest way to remove the ground
clutter is to put zero on frequency samples of data around zero frequency
within a certain interval, lets say[-25 25] Hz.
Figures(2.2), (2.3), and (2.4) show the image (normalized amplitude in dB),
corresponding Doppler speed and Doppler spectrum width in m/s from re-
flector in moderate rain, respectively.
Similarly, the image (normalized amplitude in dB), corresponding Doppler
speed and Doppler spectrum width in m/s from horn in moderate rain, are
demonstrated in figures(2.5), (2.6), and (2.7) respectively.
After the correction of Doppler spectrum width due to both angular velocity
of antenna and difference in fall-speed whose Doppler spread occurs due to
different drop size and non-zero elevation angle, the residue of Doppler width
is attributed to wind shear and turbulence which can be used as a measure
to localization of hazardous or severe weather phenomena. The cumulative
probability of the corrected results for reflector and horn are depicted to-
gether in figure(2.8).
Note that , in the estimation of spectrum width above, the definition of width
based on 3dB(half power) has been taken into consideration and the regions
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Figure 2.6: Doppler spectrum width (m/s) of data from horn in rain

Figure 2.7: Doppler spectrum width (m/s) of data from horn in rain
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Figure 2.8: Cumulative probability versus corrected spectrum width of data
from horn and reflector in quite moderate rain

in which the estimation are performed, are different in both size and range(as
well as height) for the two systems. Moreover; the Doppler parameters are
determined irrespective of the SNR, so in some cases it is perceivable that
the width becomes unexpectedly and abruptly large which might be due to
either biases and large variance stems from the low SNR in that regarding
areas or high wind shear and turbulence or even due to biological targets
such as insects, birds, etc, during the time of observation.
To make the estimate more consistent, one must perform an averaging along
both azimuth and range for a few adjacent cells. The mean values of spec-
trum widths for both antennas in those illustrated regions are about 1.2 m/s
which means the rain is quite moderate and weather condition is not severe.
However; according to the probability distribution depicted in figure (2.8)
the median values are quite different. That for the reflector is about 0.65
m/s and that of horn is about 0.97 m/s.
The reasons of such discrepancies in the results are mainly due to both dif-
ferent heights of experiments and also completely different sizes of volumes
containing precipitation because of different resolution sizes in both hori-
zontal and vertical directions but not in slant range. The wind shear and
turbulence usually increases by height in a unknown manner which result in
widening Doppler spectrum.
Finally, it’s worth to give an example of implementation of the CLEAN or
RELAX in sidelobe-effect reduction which introduces strong artifacts from
the strong clutters particularly ground clutter on the image. These sidelobe
artifacts may have destructive impact on the desired signal. In other words
they can cause breakup in the desired target area considerably (Tsao and
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Figure 2.9: CLEANING versus filtering of a very strong ground clutter from
reflector in rain

Steinberg, 1988). To perform the removal of this artifact we need to know
the radiation pattern along azimuth or its estimate in order to model it and
insert it as an amplitude pattern in the CLEAN or RELAX algorithm. Be-
sides, the cleaning approach circumvents the impacts which filtering has on
both phase and amplitude of the desired signals at the cost of computation.
However; this approach is suitable for point scatteres or a group of point scat-
teres like those of ground clutters. Figure (2.9) demonstrates this impact on
rain area and its recover from ground clutter based on a rough model of the
antenna pattern in azimuth.

2.1.2 Autofocusing (Motion Compensation, Phase Er-
ror Mitigation and Range Migration Correction)

As mentioned earlier, our desired targets are moving with different veloci-
ties which likely might be under sudden changes due to several phenomena.
The first thing that must be done is to compensate for the linear motion or
equivalently shift the center of the post filter to an appropriate frequency.
Either way results in the same outcome. The main problem here is the high
fluctuation of velocity from one small area to another, depending on weather
condition and the area under imaging, which makes its influence too diffi-
cult and complicated to be compensated for within a large area. Thereby,
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the whole image is first partitioned into smaller areas uniformly (it can be
done in a non-uniform way based on adaptive algorithm which is found to be
unnecessary and time consuming as well, thus it’s being avoided) , let’s call
them cells whose sizes are determined accurately by two major factors includ-
ing the corresponding optimum SAR aperture (on the basis of rough priori
estimation of mean of spectrum width of a few dominant desired scatterers
after ground-clutter filtering. Refer to the results in the previous subsection)
and the second is the number of samples which must be enough for accurate
estimation in each cell. It’s also important to check the SNR at each region
to make sure the estimations are reliable.
The corresponding simple topology is visualized in figure (2.10). Here the
uniform division is chosen which means that the cell size increases at further
ranges.

Figure 2.10: Topology of cell division for motion and error compensation

Apart from the linear motion compensation performed along azimuth for each
and every single cell, the high order motions ,called phase error which limits
the SAR resolution severely in meteorological application of SAR because of
several aforementioned reasons (In this case the key condition under which
the resolution can be enhanced, depends on the ratio of the phase error’s
standard deviation and sensor’s radial velocity (Atlas and Moore, 1987)) ,
must be removed to better focus the image or at least prevent it from de-
focusing such as smearing or blurring effects in processed image introduced
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by SAR’s post filter as consequence of wide spectrum from highly-disturbed
precipitation against narrow-band post filter.
The phase error may also result in phase wrapping (occurs at the presence
of uniformly distributed random phase) especially while they are of random
type (wide-band phase error) which is the most challenging task in SAR aut-
ofocusing compared to its narrow-band counterparts. Particularly, the esti-
mated phase errors from particles of rain with random motion demonstrate
wide-band phase error. These random and unknown behaviors of target scene
make us to turn to autofocusing algorithm(s) already used for other applica-
tions such as ISAR imaging of moving targets based on AUTOCLEAN (Li
et al., 2001).

Figure 2.11: The block diagram of the SAR system in phase noise

Here the weigthed least-square(WLS) (Ye et al., 1999) method in conjunction
with 2-D REALAX (Zheng and Bao, 2000) are employed in the autofocusing
approach for precipitation processing. Furthermore; in the AUTOCLEAN
algorithm (Zheng and Bao, 2000) it is necessary to compensate for the range
misalignment arising from non-linear radial motion which also introduces az-
imuthal phase error as a result of its non-linear change along cross-range.
This mutual effect between azimuthal phase error and range misalignment
along with motion estimation make the AUTOCLEAN algorithm iterative
particularly for random scene.
Regarding range bin alignment as well as range curvature, the envelope cross-
correlation approach (Chen and Andrews, 1980) is taken into account.
The autofocusing method has been used for 2-D SAR compression in both
range and azimuth, however; here range migration is not important because
no chirp or frequency modulated signal is transmitted in this Doppler weather
radar, and thereby it can be disregarded in the preprocessing steps for mo-
tion compensation. This especially holds true for small cell compared to the
large area of the image.
Since, The SAR image is obtained from the FT of raw data and also the FT
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Figure 2.12: An example of narrow-band phase error

is very sensitive to multiplicative noise, phase error, the image is both shifted
and smeared after the SAR post filter without phase-error mitigation.
For better understanding, a simple block diagram of a SAR system contami-
nated by phase error/multiplicative noise and an example regarding effects of
this phase noise on a single target as well are shown in figure (2.11) and figure
(2.12) respectively. In figure (2.12), phase-noise-free raw samples, processed
samples of contaminated data and phase-error-corrected samples are com-
pared together to demonstrate the impacts of the low-order (narrow-band)
phase noise with the emphasis on the first and second moments of the FT. As
anticipated, the image is shifted and also smeared ( the resolution is degraded
considerably). You may find a few other examples of the low-order effects of
phase noise on true images such as those extracted by DLR-airborne SAR
system, in Danklmayer et al. (2005).
Another example regarding the effects of the wide-band (white) phase error
on an image is illustrated in figure (2.13). To mitigate the phase error the
WLS method (Ye et al., 1999) is used. To get the correct estimation of the
wide-band phase error the method takes a quite large number of range bins
in which there exist several small scatterers as clutters with a one dominant
scatterer as a signal with high enough signal-to-clutter ratio (SCR) which
is sorted in descending order and employed as weighting coefficient. In this
example the white phase error is inserted artificially. The number of samples
in azimuth is high whereas that of useful range bins are small and thereby
not enough to fully retrieve the true signal out of its noisy samples. There
is still some shift as well as smearing/defocusing at some range bins. Note
that none of the results are windowed in order to remove sidelobes in SAR

54



Figure 2.13: An example of wide-band phase error on clutters from Horn,true
focused image (top),autofocused by WLS(bottom-left), non-autofocused
image(bottom-right)

processor.
One key assumption in WSL is that all range bins used in the algorithm are
affected by the same phase error, in other words the phase error is not depen-
dent on the range bin. This fact is totally denied in precipitation imaging as
there is another range-dependent phase error due to fluctuation along both
range and azimuth. Thus another phase term must be taken into account
which is function of both range and azimuth. If one assumes that the phase
variation along range is linear (equivalently the wind shear can be assumed
to be linear with altitude and the turbulence is not so severe) then the auto-
focusing technique proposed by Li et al. (2001) might be used to process the
samples.
According to the above-mentioned facts, the new signal model sn(m, m̄)
whose error with respect to raw samples must be minimized, is given as

sn(m, m̄) = s(m, m̄)eγ(m)eχ(m)m̄ (2.26)

In which the s(m, m̄) is defined in equation (2.15).
Herein,the SAR algorithm for precipitation consists of almost the same steps
of autofocusing algorithm taken in Li et al. (2001) with 2-D CLEAN model
described in previous subsection. As initial values, the phase errors in both
range and azimuth are derived from envelope cross-correlation and WLS
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Figure 2.14: Flow Chart of 2-D Autofocus CSAR
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method. Again for better motion compensation, the cell-division approach
is considered. Figure (2.14) illustrates the flow chart of the corresponding
algorithm.
In this analysis, three steps are of key significance illustrated in figure (2.15).
Keep in mind that unlike usual SAR systems the range misalignment denotes
the azimuth-dependent phase error along range instead of range migration
due to SAR system which here is negligible because of both very small phase
history and low range resolution in the corresponding CSARs.

Figure 2.15: Demonstration of the key preprocessing steps in PSAR

The convergence criteria stated in the corresponding paper is not achievable
here, as the scene is random (partially coherent) and the number of samples
in range for each transmitted pulse is not enough to force the phase-error
estimations to become stable. It is true to say that the assumed model is
not accurate enough due to random and nonlinear behavior of the scene with
distributed targets. However by limiting the region under process like cell
division explained above, the variance of the error decreases considerably and
the results get better. By doing so, the iterative process in the flow chart of
figure(2.14) may be avoided to speed up the process. Note that for the esti-
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mation of phase errors, 2-D CLEAN approach based on point scatteres rather
than distributed model is good enough. To make a more reliable estimation
one may use RELAX instead of CLEAN at the expense of computational
burden.

Figure 2.16: Raw and focused images of the reflector in rain

Figure (2.16) illustrates the raw image, ground-clutter filtered image and
their corresponding focused and autofocused images with CLEAN and RE-
LAX methods from data of reflector antenna in rain. As anticipated the
resolution won’t improve neither for precipitation nor for clutters. Here due
to the small number of samples the cell division is not performed.
According to the figure(2.16) when the image is simply focused without any
motion compensation, only the ground clutters if quite stationary, remain
focused and the rest of the target areas in the image, depending on its veloc-
ity and variance of the phase error, (high order motions which cause spread

58



in Doppler domain) becomes defocused i.e., smeared and shifted from their
true positions. While trying to focus the precipitation area the ground clut-
ters get defocused and thereby their amplitude don’t incraese by coherent
processing. As a consequence the desired area manifest itself more clearly
and dominantly compared to the raw image in the presence of strong clutters
showing up in the image due to perhaps either strong sidelobe(s) or propa-
gation anomalies of the atmosphere which have caused refraction in radiated
electromagnetic waves not supposed to hit the ground within specific ranges.

Figure 2.17: Flow Chart of a faster 2-D Autofocus CSAR

In the autofocusing algorithm, one can set both statistical-based threshold
for phase error (e.g., set a mean and variance threshold for phase correc-
tion along azimuth) as well as amplitude threshold for motion estimation to
circumvent unnecessary compensation for some cells with very low SNR or
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even avoid parameter estimation of those very weak scatterers to accelerate
the process. Thus those patches (cell regions) that appear uniform with sin-
gle color i.e.,single low intensity, are avoid of any target and simply exhibit
amplified noise as a result of constructive summation. Consequently an alter-
native algorithm which is non-iterative and thereby faster than its previous
counterpart, is presented in figure (2.17).

Figure 2.18: Raw and processed images from reflector in rain

The following couple of examples have gained its results through this algo-
rithm.
Figure(2.18) shows raw and focused images from the reflector in moderate
rain. Those above-mentioned patches are noticeable for the full synthetic
aperture whose integration time is about 34 ms. On the other hand for half
of the full aperture this effect is mitigated. To find out the optimum aper-
ture one may plot the increase in dynamic range(DR) versus the number of
samples within synthetic aperture corresponding to the various sizes (i.e., at
several integration time) and pick the point after which the curve begins to
bend or saturate as depicted in figure(2.19).
As expected the optimum aperture occurs at integration time or decorre-
lation time Td, i.e. the interval when the coherent integration is main-
tained,proportional to the inverse of Doppler spectral width (here the median
value of ∆a can be considered due to its Rayleigh-like distribution,however;
since this might happen due to high spread values at very low SNR areas
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Figure 2.19: DR versus N for the reflector

for the reflector,we may ignore those values and therefore the distribution
resembles Gaussian shape like that of horn, in this case the mean value can
be taken which is quite the same for both antennas), which is given (Atlas
and Moore, 1987)

Td =
1

∆a

(2.27)

Applying the median value and mean already estimated to the equation
(2.27), the decorrelation time becomes about 18 ms and 14 ms respectively,
which is close to that estimated optimum value marked in figure(2.19) (in
this figure, the marked number of samples must be multiplied by PRI to be
converted into time unit) for the reflector experiment.
The processed gain as a function of synthetic aperture samples is drawn in
figure (2.20) based on both theory (Metcalf and Holm, 1979) and experi-
mental result. These curves are very similar for the standard deviation of
Doppler velocity, σv around 0.9 m/s (in fact this is close to the mean value
of Doppler spread of reflector which proves that the very low-probable high
values of Doppler spread for reflector might be improper. Thus the assumed
Gaussian distribution in the corresponding reference matches with experi-
mental results ) based on Gaussian distribution of Doppler velocity.
According to figure(2.20), the Gain is approximately quadratic in N for small
value of N but becomes nearly linear as N becomes larger and finally beyond a
certain value of N, its quadratic behavior is lost and the power gain increases
in a manner corresponding to incoherent integration of samples similar to
that of decorrelated samples of noise.
For the horn antenna, as the estimated probability density fucntion deviates
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Figure 2.20: Processing Gain versus N for the reflector and the theory

Figure 2.21: Processing Gain versus N for the horn and the theory
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to some degree from that of Gaussian, the corresponding results by theory
and experiment would be a little bit different. The power gains of those are
plotted in figure(2.21) for σv =1.2 m/s.

Figure 2.22: Raw and processed images from horn in rain

Similar to the reflector, the raw image and focused images using full and op-
timum synthetic aperture, of horn are plotted in figure(2.22). Since the reso-
lution is dominantly constrained by target rather than the SAR system, here
again the optimum decorrelation time is about 18 ms related to about 0.025
times of maximum achievable integration time which is about 700 ms for the
horn system.Thus the resolution doesn’t improve even for high-capable SAR
system such as that of horn which gives very high azimuth resolution for
coherent scene such those of ground clutters. Nevertheless, the only change
occurs in SNR increasing by the processing gain. The amount of increase is
less than that of expected value for coherent scene/narrow width spectrum.
The amount of gain reduction for optimum aperture is about 7.7 dB which
is very close to the theoretical value, 8 dB obtained by Metcalf and Holm
(1979) for the same Doppler spread and almost the same radar parameters.
Unlike the coherent scene/fixed surface targets the angular resolution (or
equivalent synthetic beamwidth) for random/partially coherent scene con-
taining distributed targets such as meteorological ones,is manipulated by the
two key parameters, platform velocity and Doppler spectral width(or variance
of Doppler velocity),irrespective of the antenna’s beamwidth in the following
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way (Atlas and Moore, 1987)

θs = a
σv
Vr

(2.28)

in which factor “a” has the value between 2 and 2.35 (asymptotic value for
large variance of Doppler velocity). It is of key significance to note that the
achieved resolution has nothing to do with the size or beam resolution of the
antenna. This has been already apparent from the processing gain plots for
two different antenna in figures (2.20) and (2.21). Moreover; the larger the
distance D the better the resolution since the radial velocity in CSAR doesn’t
only depend on angular velocity but also the radius of circle. The achieved
synthetic angular resolution for horn is about 54.7◦ approximately half of
that of reflector. However; the resultant angular resolution,θr, for horn and
reflector are about 23.6◦ and 1◦ respectively, according to Atlas and Moore
(1987) as

θr =
θs θH√
θ2
s + θ2

H

(2.29)

Despite the final/resultant angular resolution of both cases, the resolution is
simply enhanced a little bit for horn, about 2◦ in theory, compared to its real
beamwidth.
In oredr to improve the resolution by ground-based circular PSAR such as
horn, the maximum Doppler spread in the imaging scene must be

σvmax ≈
π

180
rpmθHD (2.30)

For the horn case the maximum allowable spectral width is about 0.19 m/s
which is very small for many meteorological phenomena. To understand how
small the maximum Doppler spread is for the ground-based SAR system
in contrast with that of airborne-based and spaceborne-based SAR systems
(Atlas and Moore, 1987), a simple comparison is made for these three systems
in table(2.1).

Table 2.1: Max. Doppler Spectral Width σv for which θr ≈ θs

Platform Type λ(cm) lh(m) Vr(m/s) σv(m/s)
Ground-based CSAR 5.4 0.122 2.5 0.19
Airborne-based SAR 5.7 1.5 150 0.88
Spaceborne-based SAR 5.7 12 7000 5.5

As implementation of both large D and high rpm is almost impossible for
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ground-based CSAR, the only alternatives are air-borne based SAR (Atlas
et al., 1977; Atlas and Moore, 1987) and space-borne based SAR (Atlas and
Moore, 1987; Moore et al., 1996; Moore and Ahamad, 1993; Martinez and
Alvarez-Perez, 2006) in order to obtain high resolution to a limited degree
for meteorological application.

2.2 Reflectivity and Rain Rate Estimation

The conventional radar equation for distributed targets particularly precipi-
tation is (Doviak et al., 1979)

Pav = Cr ×
l2rainη

R2
n

(2.31)

where

Cr =
PtG

2
aλ

2LrcτθHθV
1024π2 ln 2

(2.32)

lrain = 10−3Kr ×Rn (2.33)

η = 0.93
π5

λ4
Z (2.34)

Attenuation or absorption factor, Kr, in rain depends on the rain rate and
the wavelength as well. A rough closed-form expression obtained via curve
fitting at C-band (estimated by the author) is given as

Kr ≈ 0.003R1.22
r (2.35)

Before the estimation of reflectivity factor, the averaging is performed on
power samples(derived from I and Q samples of raw data) and then the
available averaged noise power is subtracted from it to calculate the averaged
power of the received signal void of noise, Pav.
Note that the equation (2.31) is used for distributed scatterers or volume
scatterers. Regarding clutters such as those of ground, birds, airplane (man-
made targets) and in general surface scatterer the radar equation would be
somehow different, because there are surface scatterers in return. However;
since the scene consists of amalgam of both desired targets and clutters and
also for the sake of comparison between these two in order to identify and
distinguish clutters from signals, the same radar equation is going to be used
for all of them. In other words the reflectivity factors of all kinds of targets
are put in dBZ which is

dBZ = 10 log10 Z
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Figure 2.23: The reflectivity pattern of rain by refelctor on raw data

The rain rate is associated with reflectivity factor approximately in the fol-
lowing manner

Z = 200R1.6
r (2.36)

Alternatively for the stratiform rain in which the reflectivity factor is almost
uniform and less than 40 dBZ, or widespread weak showers in which the
reflectivity factor is less than 45 dBZ(these two are the precipitation condition
for the examples brought up in this section) one may employ the following
equation instead (Fang and Doviak, 2001),

Z = 23 + 16 log10Rr (2.37)

Unlike the previous equation, in this equation Z must be in dBZ.
As an example the reflectivity pattern of rain taken by reflector at far ranges
is illustrated in figure(2.23). The range and cross range resolution after the
power averaging of the raw data are 400 m and 1◦ respectively. Those regions
with reflectivity ranging from 20 dB up to 45 dB are precipitation areas which
denote stratiform rain or weak showers. The probability distribution of the
corresponding rain rate of these areas are depicted in figure(2.24). The mean
value of the rain rate is about 3 mm/hr which denotes the weak sporadic
shower which was simply observable within that azimuthal interval.
On the other hand, according to figure(2.25) and (2.26) of reflectivity factor
and rain rate’s probability distribution of data obtained from horn at the
lower ranges respectively, the rain rate seems higher and cover almost a large
azimuthal interval. The corresponding mean value of the rain rate at such
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Figure 2.24: The probability of rain rate obtained from reflector

Figure 2.25: The reflectivity pattern of rain by horn on raw data
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low distances for such stratiform moderate shower is about 10.5 mm/hr.

Figure 2.26: The probability of rain rate obtained from horn

For the PSAR, θH must be replaced by the resultant pattern obtained from
equation(2.29). Besides, another factor attributed to the processing gain of
SAR must be included in the radar equation of PSAR. This factor depends
on three parameters, wavelength, PRF and Doppler spectral width σv.
Following the approach of Atlas and Moore (1987) in almost similar way, the
final equation of processed power (at the output of the post filter),Ppsar, as
a function of averaged power of the conventional Doppler weather radar,Pav,
is

Ppsar =
λθrPRF

4θHσv
× Pav (2.38)

From equation (2.38) it can be easily deduced that the narrower the spec-
trum width the stronger the processed signal due to the larger coherency
of samples under integration. As θr ≈ θH for precipitation in ground-based
PSAR, these two may be removed from the above equation without causing
any serious error. Thus the only critical and variable parameter left in de-
termination of reflectivity factor of precipitation from the processed data is
the Doppler spectral width which is in opposite to that of spaceborne-based
PSAR (Atlas and Moore, 1987). Nevertheless; this multiplicative factor is
almost negligible for precipitation. On the contrary it has quite high value
for ground clutters particularly those stationary ones which are very strong.
This fact can be taken as a benefit in separating the clutters from precipita-
tion in both reflectivity and rain rate estimation and thereby mitigating the
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Figure 2.27: The flow chart of rain rate estimation

regarding bias caused by ground clutters. The flow chart used to perform
the rain rate estimation from the SAR data is brought in figure(2.27).

Figure 2.28: The reflectivity pattern from horn of non-filtered processed data
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Figure 2.29: The probability of rain rate obtained from horn after processing

Figure (2.28) and (2.29) show the reflectivity factors and their corresponding
rain rate’s probability distribution estimated by the above-mentioned ap-
proach, respectively. The median rain rate is about 11 mm/hr which denotes
a moderate and stratiform rain at near ranges.
It is evident that the results regarding rain rate distribution estimated from
horn’s data have quite high fluctuation. The reason is that the horn’s an-
tenna beamwidths especially the vertical beamwidth is very wide, about 23◦

in contrast to that of reflector whose beamwidth is about 1◦. This means
that the volume for which the both reflectivity and rain rate are calculated,
is much bigger for horn antenna and that leads to more bias and errors not
only in estimation of precipitation parameters but also in Doppler spectral
width estimation illustrated in the previous subsection. Moreover; according
to various weather phenomena (by weather phenomena here it means vari-
ous rain class) as well as the Doppler spectral width distribution of which
cumulative probability (that has quite low median value due to bias imposed
by strong remained clutters with narrow spectrum width) plotted in figure
(2.30), the rain rate is estimated from reflectivity between 20 and 45 dBZ in
order to remove irrelevant reflectivities from non-precipitation targets. Those
high reflectivities are associated with clutters since the rain is stratiform or
weak spread shower.

70



Figure 2.30: The cumulative probability of σv of both ground-clutter fil-
tered(GCF) and non-filtered data obtained from horn after processing

2.3 Concluding Remarks

Because of the random motion of the precipitation which makes the samples
incoherent as well as the low velocity of the ground-based platform (rela-
tive to the speed of the velocity change of the target scene) the ground-based
PSAR can hardly fulfill the SAR’s resolution capability achieved in fixed and
coherent surface or man-made targets. In other words for both systems,i.e.
reflector and horn, irrespective of their antennas’ sizes, their velocity-to-
Doppler-velocity-width ratio is not big enough to create coherent samples
of the desired scene. Bear in mind that the reflector is not even capable to
improve resolution for a stationary point target, exemplified in chapter one,
due to its big size along azimuth i.e.,very narrow beamwidth, compared to
its radius of rotation D (platform size).
Another limitation for rain rate measurement is the surface clutters which
can bias severely the reflectivity and rain estimate. Moreover, if not filtered
out, they may also bias the spectrum width estimates. This latter effect,
however; can be mitigated in CLEAN or RELAX algorithms by setting a
condition before averaging of the whole estimates within each and every sin-
gle cell. By doing so, the necessity of filtering ground-clutter coming from
either main beam or sidelobes might be avoided.
Another significant factor in reliable estimation of meteorological parame-
ters is the cross-track or vertical size of antenna which defines the resolution
volume covering scatterers at different height. The bigger the corresponding
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beamwidth, the poorer and less reliable the estimation of rain reflectivity
and rain rate. Besides it has a serious impact on the Doppler parameter
estimation such as Doppler velocity and Doppler spectral width. This is un-
fortunately the dominant ill-effect in horn case. Its vertical beamwidth is
very big which makes estimates suspicious.
As a consequence the desired system for ground-based circular PSAR would
be the one which includes antenna with quite small along-track size (al-
most large horizontal beamwidth) and large cross-track size(narrow vertical
beamwidth) rotating at fast velocity as possible on a quite big platform
(large D compared to antenna’s along-track size such as that of horn em-
ployed here). However; as stated before, the key limitation of the desired
system, in terms of resolution, would be the realization of the high-speed ro-
tating ground-based platform in order to enhance azimuthal resolution even
under non-stormy and mild rain circumstances let go of the severe weather
conditions such as severe convective storms or rain/snow squalls.
In short, one can conclude that a ground-based stripmap SAR system sup-
posed to be used in imaging of random scene (very short coherent scene such
as weather targets) is almost devoid of SAR’s capabilities in improvement of
azimuthal resolution.
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