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Abstract

The growing number of applications in automated robots and vehicles has increased the demand for
positioning, locating, and tracking systems. The majority of the current methods are based on machine
vision systems and require a direct line of sight (LOS) between the tracking device and the target at all
times for carrying out the desired functionalities. This limits the possible applications and makes them
vulnerable to disturbances. The method presented in this thesis work aims to remove the continuous
LOS requirement and allow for an omnidirectional and accurate tracking method using ultra-wideband
(UWB) technology. This is achieved by using a flipped UWB positioning topology where a set of anchors
keeps track of the position of a target and maintains a specific distance from it; this is in contrast to
regular indoor positioning systems where a target monitors its own position in relation to a set of fixed
references. The feasibility of this solution is shown by a tracking device prototype which demonstrates
the capabilities of the proposed system and the UWB technology. The results show that the proposed
topology is suitable for positioning, tracking and following applications that require a high degree of
accuracy at short distances with the possibility of removing the continuous direct LOS requirement.

Keywords: indoor positioning, tracking, ultra-wideband, object following, autonomous navigation,
line-of-sight.
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Introduction

The growing number of applications in automated robots and vehicles has increased the demand for
positioning, locating, and tracking systems that allow these devices to interact with moving objects in an
autonomous and reliable way. This trend can be observed in the more than 35 scientific papers published
in the field of automated target tracking since 2015. Most of the studies use machine vision to address
this problem [1-6], but complex and performance demanding algorithms have to be applied for locating,
tracking, and following the desired target. Other researchers rely on laser scanning techniques [7-10]
or sound based systems [11-14] for accomplishing this task. All these methods require a direct line-of-
sight (LOS) between the tracking device and the target at all times which limits the possible applications
and makes them vulnerable to disturbances. The method proposed in this thesis work aims to remove
the continuous LOS requirement and allow for an omnidirectional and accurate tracking method using
ultra-wideband (UWB). Research on the UWB radio technology has increased significantly since the year
2000 [15], and since then it has been used in ranging applications due to its high accuracy capabilities
and low power consumption. A basic UWB positioning system consists of at least three anchors [16], or
reference nodes, that communicate with a target device to calculate its position relative to the anchors.

The goal of this project is to implement a framework for relative real-time tracking using a flipped UWB
positioning system where a set of anchors calculates the position of a target. The feasibility of this solu-
tion will be shown by developing a tracking device prototype which can demonstrate the capabilities of
the proposed system and the UWB technology.

There are several benefits of using the flipped UWB system. One such advantage is that the continu-
ous LOS requirement present in most tracking systems and methods can be removed due to the material
penetration capabilities of UWB. According to previous work and studies [16] UWB is capable of achiev-
ing a higher level of accuracy compared to other technologies. Furthermore, given that the proposed
flipped method does not depend on fixed or static reference points, it allows the system to be used in
a wide range of environments such as: indoors, outdoors, crowded places, urban, rural, and even in
interference-sensitive locations such as hospitals or military premises. There are also certain drawbacks
such as the necessity of installing a tag or module in the target object which might not be desired in
some applications. Additionally, the UWB technology suffers from its wide bandwidth due to receiving
interference from narrow-band communication systems (if a low-complexity receiver is used) as well as
needing to adhere to strict regulations in applications [17]. The effects of noise from narrow-band sig-
nals on the communication system can lead to diminished performance or the necessity to incorporate
complex receivers, but the restrictions on the use of technology are handled by limiting the use of the
system to a short distance such as in indoor positioning or in moderate distance tracking such as the
application that is being addressed in this project.

The implementation of a framework for a relative time tracking system based on UWB will allow Cy-
bercom AB to develop different applications according to their interests or their clients’ requests. There
is a wide range of fields where this type of system can be used and, as only one tracking and following
system was found in literature using the flipped anchor method along [18], it can contribute to research
for this new approach that can be useful to the autonomous robots and vehicles industry.
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Background

This chapter presents an overview of previous work done in the field of positioning and tracking sys-
tems and describes methods, technologies, and applications that have been implemented in the past.
Furthermore, it presents a deeper review of previous usage of UWB and other radio-frequency tech-
nologies in positioning systems.

2.1 Tracking Systems

The world’s most common tracking system is the global positioning system (GPS) [19], which became
available to the public in 1993. GPS consists of several satellites orbiting the planet while continuously
broadcasting ranging messages to receiver devices on Earth. The ranging message contains a code and
a time that allows the device to identify the satellite and a timestamp that allows the device to calculate
the time of flight (TOF) of the message. Based on the TOF of messages received from at least 4 different
satellites, the device on earth is able to calculate its position.

GPS has not yet found a rival in the field of global and outdoor positioning and tracking. However, it
has two significant limitations: accuracy and line-of-sight requirement. GPS services available for public
use are usually able to estimate a location within around £10 meters of the actual position depending
on the device and scenario [16]. The performance of GPS can be improved upon by use of multiple
satellites or augmentation systems, but these solutions are often large and costly which limits their use
to professional applications [20]. Furthermore, the positioning device must have direct line-of-sight with
the four ranging satellites in order to obtain a useful measurement. These disadvantages limit the GPS
to outdoor applications where high accuracy (within centimeters) is not needed.

Other technologies have been developed or used for applications where GPS can not fulfill the require-
ments. These application are usually related to indoor scenarios or high accuracy positioning. Some
of these technologies are: machine vision, lasers, ultrasound, WiFi, RFID, UWB, Cellular networks and
Bluetooth among others [21].

Optical systems using cameras or machine vision rely on data known a priori and different sets of
image processing algorithms to position the object by recognizing different landmarks, markers, shapes
or colors in a defined environment. These methods can also be used for tracking an object or person.
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Fig. 2.1. Target recognition algorithms [2, 3]

Most of the recently presented tracking systems based on machine vision use Microsoft Kinect as their
main vision sensor [1-3] or a combination between Kinect and another technology [4-6]. Fig. 2.1 shows
examples of the target tracking algorithms used in the cited studies. It can be seen that these types of
systems require direct LOS with the target in order track its position. Losing LOS for a small period
of time can lead to target loss and functionality failure. Machine vision systems are also sensitive to
disturbances such as objects appearing similar to the target, unknown objects, and lighting conditions.
This can be the reason why the images shown in Fig. 2.1 are taken in specific scenarios where the target
can be easily differentiated from its surroundings.

Machine vision systems also use performance heavy algorithms so the processing units needed for car-
rying these kinds of tasks are usually computers. This requirement increases the size of the tracking
device making it bulky, harder to control, and more expensive. This can be seen in the examples of the
devices built in the previously mentioned machine vision studies shown in Fig. 2.2.
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Fig. 2.2. Machine vision tracking devices [2—4, 6]

As previously mentioned, it is common that machine vision systems use a combination of different
technologies in order to achieve better functionality, accuracy, or reliability. Adding more components
to the system will further increase the complexity, size, and cost of the system.

Another technology widely used in tracking applications is laser scanning or ranging. This type of sys-
tem uses laser emitters and detectors to generate a 3D map of the environment around the robot or
tracking device [7-10]. The main advantage of laser scanners compared to machine vision is a more ev-
ident obstacle detection as three dimensional objects can be differentiated from the target and therefore
avoided. However, given the nature of the data acquired from the laser scan, more complex algorithms
are needed to define the target and to keep it in focus while it is in motion.

Laser-based systems suffer from similar disadvantages as machine vision systems. First, as seen in Fig.
2.3, large chassis are needed for mounting the laser scanners and the processing units. Second, LOS
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between the scanners and the target is strictly required at all times. Finally, lasers may also be sensitive
to disturbances such as obstacles, moving objects, and objects with similar physical characteristics as the
target.
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Fig. 2.3. Laser-based tracking devices [7,8,22]

Fewer studies use sound or ultrasound as a medium for positioning objects [11-14]. These studies use
transceivers to find the distance between a set of references and a target. Then they use a multilateration
algorithm to find the position of the target in relation to the references. Although the topologies are
similar the implementations and results vary from one study to another. The accuracy obtained with
this kind of technology varies from a few centimeters to one meter [23], and it can be deduced that the
more complex the signal conditioning and processing, the better the accuracy. Furthermore, the LOS
requirement remains present in ultrasound-based systems, and the orientation of the transceivers limits
performance due to their narrow beams.

Until now, three different technologies or methods have been analyzed: machine vision, lasers and
ultrasound. These technologies share most of the same drawbacks: LOS requirement, high complexity,
performance heavy algorithms, large size implementations, disturbance sensitive, and high cost. In
order to solve some of these problems, researchers and engineers have started using different radio
frequency (RF) technologies such as WiFi, ZigBee, RFID, BLE, and UWB.

RF positioning uses the time that takes an electromagnetic wave to travel from one transceiver to an-
other to calculate the distance between the two. The speed of an electromagnetic wave is known so the
distance between the two transceivers can be calculated using basic arithmetic operations. However, as
the time of flight of the electromagnetic waves is in the order of nanoseconds, very complex and precise
systems must be implemented if an accurate result is to be obtained.

WiFi is the most commonly used RF technology nowadays with almost every office, house, hospital or
school equipped with a WiFi network. Therefore, WiFi has been the most widely used technology for
indoor positioning applications during the past three or four years. Only in 2016, 98 articles with the
keywords “WiFi indoor positioning” were published in the IEEEXplore library. Studies presented since
2000 show that WiFi doesn’t have the best accuracy compared to other RF technologies with an average
of 4 meters of error when observing all the presented results [23]. This is probably due to the fact that
most WiFi systems rely on signal strength rather than on time of flight ranging methods (see Section
3.2).

Other RF technologies such as Bluetooth, BLE, ZigBee, and RFID can be grouped into the same category.
Other than in some special cases time of flight methods are used for ranging between the reference
modules and the target. The accuracy obtained with these technologies ranges from 1 to 20 meters
depending on the type and complexity of the implementation [16,23,24].

The positioning methods based on RF technologies reviewed until now have several advantages such as:
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small size, low power, low sensitivity to disturbances (non-electromagnetic interference), the ability to
perform positioning and tracking of targets simultaneously, and non-line-of-sight (NLOS) functionality
under certain conditions. Furthermore, the complexity of the system reduces as the technology ages,
and the ranging functionality is embedded in the transceivers and can be seen as a black box to the
end user. Nevertheless, there are other disadvantages such as the need for several transceivers, lack of
complete NLOS functionality, sensitivity to electromagnetic interference (EMI), low accuracy (compared
to machine vision systems), and, finally, the use of fixed reference points which limit the application to
specific rooms or pre-arranged environments.

2.2 Ultra-Wideband

UWB made its first appearance in late 1990’s, and since then it has been used in several fields such as
communications, positioning, and radar. Due to its extremely large bandwidth, it allows a very fine
delay resolution and, as a result, better accuracy can be achieved compared to other RF technologies
[25]. Other benefits of UWB include: robustness to fading, enhanced obstacle penetration, interference
rejection, low cost, and coexistence with other narrow bandwidth systems. However, because of strict
regulations on the use of UWB, the transmission power is limited, restricting the range of application to
approximately 50 meters in normal conditions.

Studies in UWB can be divided into two broad groups: technology studies and application studies.
Technology studies are related to new research focused on improving the functionality of UWB systems
and usually deal with topics such as antennas, hardware, signal processing, protocols, and transmission
channels. Application studies focus on the use of UWB in different scenarios and topologies that either
improve the results of previous designs or allow for new uses of the technology. This section describes
some of the application studies and how they have changed over time.

The first application studies published around 2004 describe possible applications and topologies where
UWB could be used [26-29]. Previous technology development research had shown the capabilities of
UWSB [30, 31], but the technology and the transceivers were still too complex and expensive for most
researchers and the public. Chu and Ganz [29] present “a UWB-based 3D location system for indoor
environments” and prove feasibility by simulating the environment and the location scheme.

Most of the actual UWB applications started appearing after 2009 when developers started building
their own transceivers and began testing the actual capabilities of the technology, specifically in the field
of indoor positioning. A basic topology for an indoor positioning system is presented in [32]. As shown
in Fig. 2.4 a target UWB transceiver is surrounded by four other transceivers (usually called anchors)
that find the distance by interchanging messages with the target and measuring the time of flight or the
received signal strength. In this case, the four anchors are connected to a host PC which is in charge of
running the positioning algorithms for finding the location of the target in relation to the anchors. Other
studies published regarding indoor positioning with UWB systems aim to improve the functionality in
NLOS conditions [33] or improve the accuracy of the system [34].
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Fig. 2.4. Basic topology of an UWB indoor positioning system [32]

Apart from indoor positioning, other applications have been found for UWB by taking advantage of its
high accuracy ranging property. Studies in the medical field have used UWB for positioning surgical
instruments and other high precision medical devices [35,36]. In the automotive industry UWB can be
used (amongst other methods) for precisely parking electric vehicles in order to enable wireless charg-
ing [37]. Autonomous robots are using UWB to find their way through offices or factories [38], and
biomechanical engineers are using this approach for determining body position based on the measure-
ments from several UWB tags placed on different parts of the body [39].

In recent years more and more UWB systems have become available in the market with the most no-
ticeable being UBISENSE [40] and ZEBRA [41] who sell already developed indoor positioning systems
for different applications. Other manufacturers, like DECAWAVE [42] and Bespoon [43], have focused
their market on low-cost UWB transceivers that allow researchers and developers to implement their
own system without having to deal with the complex RF hardware and signal management.

On average, studies have presented an accuracy of around 30 cm for UWB with the best case being 1
cm accuracy and 150 cm in the worst case [23]. These results, together with the proposed applications
and the large quantity of publications in the field prove the potential of UWB technology and show that
there are still more applications to develop and new problems to solve by using UWB. The application
proposed in this thesis aims to give indoor positioning topologies a new perspective by locating the
anchors in a small device or platform, while tracking a target (or several) that move(s) around this
platform.

After an extensive literature review, only two publications that implement a similar topology to the
one proposed in this thesis could be found. In addition, Alarifi et al. [44] presented a review of recent
advances in UWB positioning technologies in May 2016 where 39 publications are analyzed and none
of them include a system as the one proposed here.

The first reference to the the flipped tracking system was presented in 2010 by Cheok et al. [45]. The aim
of the study was to develop an UWB-based local positioning system (LPS) for tracking mobile robots
within a radius of 100 meters. As can been seen in Fig. 2.5. The base station consists of four arms with
a UWB transceiver mounted on each one. These find the distance to a transceiver mounted on the robot
and triangulate its position. Even though the principle proposed by Cheok et al. is the same as the
one proposed in this thesis, it can be observed that the base station is still several meters wide and it is
impractical for the desired application.
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Fig. 2.5. Flipped anchor topology for tracking robots [45]

The second reference was presented in October 2016 (published December 2016) by Hepp et al. [18]. In
this work the authors placed four UWB transceivers in a quadcopter in order to track and follow a target
consisting of another UWB transceiver. Fig 2.6 shows a diagram of the implementation. The authors
developed a ranging scheme in order to obtain a high enough data rate to control the quadcopter. In this
scheme, the master performs a symmetric two-way ranging with the slave while the listeners passively
receive messages from the ranging protocol. The communication between the master and listeners can
limit the minimum size of the implementation, as the UWB communication of the transceivers is affected
when placed too close to one another.
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Fig. 2.6. Flipped anchor topology implemented in a quadcopter [18]

The system proposed in this thesis aims to remove the continuous LOS requirement present in all ma-
chine vision implementations by using UWB technology. Furthermore, attempts to remove the fixed
references used in regular indoor positioning by replacing them with four anchors mounted on a small
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platform. This configuration can be used as a following robot that tracks and follows a target or just a
portable high accuracy tracking system. Such a system can be placed in various settings (outdoors and
indoors) to provide accurate positioning of objects or persons around it.

2.3 Project Scope

The scope of the project states explicitly what was intended to be covered during the course of the thesis
and what the final report includes, and, just as importantly, what it does not include. The following is a
list of tasks that are firmly within the scope of this thesis and were completed by the deadline.

e Research on how well the UWB technology handles the task of target tracking including specific
descriptions on performance in terms of accuracy, precision, complexity, robustness, scalability,
and cost.

e Displayed capabilities of a system using the flipped method for interpreting the position of a target
relative to the device containing four anchor modules.

e A mobile robot prototype which has the ability to successfully track and follow an object with the
use of the proposed flipped UWB method. This includes removing LOS between the anchors and
the target and demonstrating that the performance remains sufficient.

The capabilities of UWB are discussed in the thesis, but there were no other technologies that were tested
to be compared outside of research already performed by others. This is due to the fact that the thesis
focuses only on what can be accomplished with UWB and not on how the same task can be performed
with other similar technologies.

The largest limiting factors throughout the thesis work (as they often are) were time and money. If more
time was available, some of the desired expanded functionality that is important for such a device to be
marketable could have been implemented. This includes obstacle avoidance and collision detection, and
improvement upon NLOS performance. Furthermore, if a greater amount of resources were available,
the prototype perhaps could have been extended to a product that may have been commercially viable.
As it stands, the robot is simply a proof of concept that demonstrates the potential capabilities of such a
system.

2.4 Societal, Ethical and Ecological Aspects

The development of new electronic devices or models most of the time (if not always) has an impact on
society. This impact can be beneficial or detrimental depending on the final application of the device.
Possible ethical quandaries related to how the UWB tracker may affect society are presented in this
section.

Some of the applications proposed for the tracking device are in the military field. Although there is
a possibility that the tracker is used for harming people or destroying structures, it can also enable
unmanned military operations that will reduce the number of casualties in different armed conflicts
around the world. These applications include: mine-sweeping, ground and air recognition, mapping
and surveillance etc.

The tracking and following capabilities of the proposed system can also lead to personal privacy dilem-
mas. In a worst case scenario, a device could be used for tracking, following or monitoring a specific
person’s actions to the point of perturbing the privacy of the individual. However, the need for a UWB
tag to be installed on the target makes this situation less probable with this type of system than with
other machine vision methods. Another application where society can be affected is in the field of vehi-
cle electronics. The tracking system can be used for positioning a vehicle in relation to other vehicles or
objects. In this case, safety plays a very important role and the system should be designed in a reliable
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and robust way with fault tolerant and failsafe capabilities.

Due to the nature of the project and the components selected it may be necessary to interact with open
source IP blocks; it is important to read and understand the licenses for use and reproduction of each
block and take the necessary precautions before including them in the work. It is our responsibility to
state clearly which part of the project was developed using IP blocks.

From an ecological point of view, care should be taken to use only RoHS compliant components, reduce
the number of parts in the system, and use recyclable materials whenever possible. Reducing power
consumption is also a way of mitigating environmental impact, and this has been taken into account
during the development of the project.
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Theory

This chapter compares UWB to other technologies used to perform ranging, and analytically explains
how the properties of UWB are attained as well as how these attributes are useful when performing
positioning. Furthermore, the chapter evaluates several different approaches to achieving the goal of
creating a mobile tracking device that can accurately follow a target. The different methods of ranging,
positioning, and filtering are investigated from a theoretical perspective in order to give background
as to which mechanism should be used in the implementation of the solution. Ultimately, asymmetric
double-sided two-way ranging by way of time of flight was implemented. This along with multilater-
ation with linear least squares, and a basic Kalman Filter make up the final design. This chapter gives
explanations of other methods in order to give a clear background on why certain choices were made.

3.1 Ranging Technologies

In this section the properties of UWB are discussed along with a comparison to other technologies which
have been popular for similar applications. Positive and negative aspects of UWB are evaluated and
contrasted with other short range communication systems as well.

3.1.1 Ultra-Wideband Properties

UWB derives its name from its most obvious characteristic: the large amount of bandwidth occupied by
the transmitted signals. UWB is defined as any transmission that has a fractional bandwidth larger than
0.2 or which occupies a bandwidth of more than 500 MHz [46]. Fractional bandwidth is defined in (3.1)
where fp and f are the highest and lowest frequencies of the transmission respectively.

_2(fu—f1)
Bfmc - fH+fL (3.1)

In order to use such a large bandwidth in cooperation with pre-existing narrow-band communications
some fairly strict limits are placed upon UWB in terms of signal power. This is done so that there
is minimal interference with other communication protocols, and it prevents use over long (>100 m)
distances. A comparison of the power spectral density (PSD) of UWB and other technologies is shown
in Fig. 3.1
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Fig. 3.1. Power Spectral Density masks of UWB and narrow-band technologies [47]

The figure shows that UWB has a much larger bandwidth than the other technologies but also operates
at a significantly lower power level (under the Part 15 Limit: a regulation set forward by the FCC in
the United States to restrain power of these types of communication methods). The large bandwidth of
the technology allows for very high channel capacity leading to high data rates as shown by Shannon’s
capacity equation in (3.2) where B is the bandwidth, C is channel capacity, and SNR is the signal-to-noise
ratio.

C = B-log(1+ SNR) (3.2)

According to (3.2), bandwidth and channel capacity are directly proportional so that, in theory, larger
bandwidth will always lead to higher channel capacity. UWB achieves this large bandwidth by utilizing
extremely short pulses (~1.5 ns) to send information which also allows for high material penetration
and minimal distortion leading to multipath diversity and high-accuracy (<30 cm error) ranging [48].
Data transmission using UWB can be done without the use of a carrier frequency due to the fact that
the bandwidth itself covers the frequency range in which a carrier frequency is generally used. Due
to this property the need for an RF mixing stage is removed allowing data sending to avoid the use
of up/down sampling. Therfore, the entire UWB transceiver can be integrated as a single-chip CMOS
without the need for a high-complexity receiver [48]. This implementation leads to the low cost, small
size, and low power requirements for UWB modules.

UWRB can be considered a spread-spectrum technology with a very high spreading factor and can thus
use common spread-spectrum approaches such as frequency hopping, orthogonal frequency division
multiplexing (OFDM), direct-sequence spread spectrum using code division multiple access (CDMA),
and time-hopping impulse radio which applies quadrature amplitude modulation (QAM) [24].

3.1.2 Comparison to Similar Technologies
Ideal usage of UWB involves short distance ranging and positioning due to the restrictions placed on

signal power. Some other technologies that are often used in similar applications are WiFi, Bluetooth,
infrared (IR) sensors, and Zigbee networks. Methods for ranging over larger distances include GPS and

11
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mobile cellular networks. In order to make a comparison between UWB and these other methods it is
important to have a set of parameters that should be measured. The parameters deemed most important
for location technologies are accuracy, precision, and cost [16], and they are defined in the following list.

e Accuracy is the value of mean distance errors when ranging with a certain communication proto-
col. Accuracy determines how close the measurement comes to the true location of the target.

e Precision is used to determine how consistently the technique returns similar values in similar
circumstances. It is possible that a high maximum accuracy can be reached, but this does not
mean that the solution is feasible unless that accuracy can be achieved consistently.

e Cost takes into account the monetary requirements to get proper functionality out of a proposed
ranging technique, the time it takes to set up a system to use the technology effectively, the size
and weight of the solution, and the energy expended by such an implementation.

Liu and Darabi performed a survey of wireless positioning techniques and systems in 2007, and the
results they found are laid out in Fig. 3.2.
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Fig. 3.2. Accuracy and scale of positioning technologies [16]

Fig. 3.2 shows the accuracy of various positioning technologies including UWB and their scale in terms
of outdoor or indoor positioning use cases. From the information it is gleaned that UWB using angle
of arrival (AOA), round-trip time of flight (RTOF), or time difference of arrival (TDOA) can pinpoint
an object with higher accuracy than other techniques used for local positioning. Table 3.1 shows statis-
tics about several different positioning technologies for key parameters when choosing a technique to
implement a tracking solution [16,24,49,50].

12
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Table 3.1 - Comparison of Positioning Technologies

Technology Accuracy Precision Complexity Cost Power Range
o — —
UWB <30cm 99% within | Application | Application 30mW <30m
30 cm Based Based
. o 20mW -
2.4 GHz Zigbee >2m Up to 99% Low Low A0mW <30m
- Depends on . . 500mW -
2.4 GHz WiFi >2m standard High High W <100m
R “1m 50% within | Mediumto | Medium to High 20m -
1m High High Variation 30m
Bluetooth 2m 95% within Medium Medium 60 mW 30m -
2m 50m

Table 3.1 shows that UWB stacks up favorably in terms of accuracy, precision, and power against other
popular methods for ranging over short distances. The complexity and cost parameters often depend on
which purpose the technology is being used for. For example, if the device is required to support multi-
user capacity a higher complexity receiver with more sophisticated coding techniques will be required
in order to resolve multipath energy [48]. Furthermore, the low limit on power reduces the effective
range at which UWB can be useful and, consequently, the applications for which it can be used. Taking
these critical metrics into account it was decided that UWB would be the most effective communication
method to use for the short distance tracking required for this project. The research showed that UWB
has the best accuracy of any other local positioning method currently available while maintaining low
power consumption and high precision.

3.2 Ranging Methods

This section describes some of the methods used for measuring distance by means of RF technologies.
There are three main parameters upon which these methods are based: signal strength (power), AOA,
and TOE.

3.2.1 Received Signal Strength

This method is based on the assumption that the following parameters are known [51]:
1. The transmitted signal power.
2. The received signal power.
3. The relation between distance and power loss.

With this information it is possible to calculate the distance at which the transmitter is from the receiver
by processing the received signal power. Although this is one of the simplest methods for obtaining a
distance measurement, the transmitted signal suffers from path-loss which generates inaccuracies in the
distance to power loss relation and, as a result, in the distance measurement [52]. Complex algorithms
must be implemented in order to mitigate the effects of the mentioned phenomenons in the resulting
measurement.

3.2.2 Angle of Arrival

This method differs from the others presented in this section as the obtained result is an angle and not
a distance. This approach is of interest for this thesis because this angle can be used for positioning an

13
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object in space since it represents the direction from where the signal is coming from. A basic angle of
arrival (AOA) system consists of an anchor with two or more antennas (antenna array) [51]. The anchor
measures the time of arrival at each of the antennae and then calculates the angle from where the signal
was emitted. Fig. 3.3 shows an example of how an anchor can find the angle of arrival given the times
of arrival ¢, and t;. A larger time difference means a larger angle.
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Fig. 3.3. Angle of arrival examples: (a) ¢, greater than ¢,, (b) t; equal to ,, and (c) ¢, less than t,.

Given the proximity of the antennae in the array, the TDOA is usually very small and needs a highly
accurate system in order to generate valid results. In addition, adding more antennae to each of the
anchors increases both the cost and the complexity of the system.

3.2.3 Time of Flight

Time of flight (TOF) is one of the most commonly used metrics for ranging and positioning when using
RF technologies. It is based on the time an electromagnetic wave takes to travel a certain distance, in
this case, between a transmitter and a receiver. With the propagation speed of the wave (c) it is possible
to calculate the distance at which the transmitter is located from the receiver using (3.3). Due to the
signal’s high speed, the time of flight range is usually in nanoseconds and advanced systems are needed
for measuring it. Furthermore, small clock drift or timing errors can lead to significant deviations from
the actual distance. Several methods use TOF as a metric for calculating distance and include different
setups or message interchange protocols in order to mitigate the error in the measurements [53]. Some
of these methods are described in the following sections.

distance = TOF - ¢ (3.3)

3.2.3.1 Time of Arrival

Time of arrival (TOA) is the simplest time based method used for calculating a distance between two
RF devices. As its name indicates, it measures the time at which a message arrives at the receiver. The
time at which the message left the transmitter (f;) is subtracted to the arrival time (,) obtain the TOF
as in (3.4). The transmission time can be defined a priori or embedded in the message, either way,
the transmitter and the receiver clocks must be synchronized to be able to subtract the transmitted and
received times. The resulting TOF is then multiplied by the speed of light to obtain the distance between
the two devices [51].

TOF = t, — t, (3.4)
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3.2.3.2 Time Difference of Arrival

The time difference of arrival (TDOA) method uses more than one receiver with synchronized clocks as
opposed to TOA where only one set of synchronized receiver and transmitter is used. The synchronized
receivers measure the time at which a message arrives to each of them and then the time difference is
calculated [53].

From the differential time measurements (At) of every pair of receivers it possible to construct hyper-
bolas with foci at the receivers, as shown in Fig. 3.4. The transmitter is located at a point where two or
more hyperbolas intersect.

Fig. 3.4. Transmitter positioning using TDOA

3.2.3.3 Two-Way Ranging

A system using two-way ranging (TWR) consists of at least two or more RF transceivers that interchange
messages between each other [54]. In contrast to the methods presented before, TWR does not require
any type of synchronization between the transceivers which makes the implementation easier in some
application scenarios. Fig. 3.5 shows an operation diagram of the TWR method between two devices.
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Fig. 3.5. TWR message exchange and timing diagram

The ranging protocol is initiated in device A with a poll message. Device B receives the poll message and
replies with an acknowledge message. t,.p;, is the time it takes from the moment the message is received
to when the acknowledge message is sent. This time can be embedded in the acknowledge message (if
previously defined) or sent in an additional message. Once device A receives the acknowledge message,
it can calculate the round trip travel time (t,y,,4). The TOF between the two transceivers can then be
calculated using (3.5).

round — treply

t
TOF = 5 (3.5)

The TWR method suffers from high sensitivity to clock drift, specifically from the replying device. As
trepry >> TOF small variations in the clock can generate errors in the TOF estimation that vary between
0.1 ns and 200 ns depending on the tolerance of the crystal and the duration of the reply time [54]. This
error in the TOF can deviate the distance calculation from centimeters to several meters.

3.2.3.4 Symmetric Double-Sided Two-Way Ranging

This method aims to mitigate the clock drift effect from the basic TWR by adding an additional message
to the exchange protocol. A message exchange and timing diagram for a symmetric double-sided two-
way ranging system is shown Fig. 3.6.
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Fig. 3.6. SDS-TWR message exchange and timing diagram

As can be observed, the new message allows the system to have two round trip times and two reply
times. If the reply times are equal it is possible to subtract the reply time from the round trip time that
was measured with the same clock as presented in (3.6). Using the same time bases for calculating the
time of flight reduces the error generated by the crystal tolerances in each of the transceivers’ clocks [54].
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(troundl - treplyZ) + (troundZ - treplyl)
4

TOF = (3.6)

3.2.3.5 Asymmetric Double-Sided Two-Way Ranging

Since different transceivers do not always have the same reply time the asymmetric double-sided two-
way ranging (ADS-TWR) method was introduced [55]. This new method deals with the problem of
different reply times and achieves the same minimum error as in SDS-TWR, without increasing the
number of messages in the protocol. The TOF is calculated using (3.7).

TOF — (troundl ’ troundZ) - (treplyl ’ treplyZ)

(3.7)
tround1 + treplyl + tround2 + treplyZ

3.3 Positioning Algorithms

After ranging is performed and angles or distances have been calculated these values must be inter-
preted in a way that can predict the location of the target. In this section various methods and algorithms
that can be used in order to perform sufficient tracking are discussed.

3.3.1 Trilateration and Multilateration

Trilateration is a method of positioning which involves measuring distances between the object to be
tracked and three beacons known as the reference nodes (RNs) each of which has a location known in
relation to one the other RNs. Three of these nodes are required in order to track an object, often referred
to as the blind-folded node (BN), in 2-D coordinates. Trilateration uses exactly three of these beacons
in order to express the location of the tracked target in terms of relative coordinates. Multilateration
utilizes a similar technique but is extended to more than three anchors. The method of making the
position estimate is almost identical other than a few linear algebra operations differing. The reason
for using more than three RNs stems from the desire to diminish the mean square error which occurs
when, inevitably, the distance measures from RN to BN are not exact. When more than three anchors are
used the system of equations to solve becomes overdetermined leading to to better results in position
estimation [56].

To perform the lateration process, the distances between each RN must be known and the distance
from each anchor to the target must be measured. When attempting to find the position of the target,
some reference points must be used to define a relative coordinate system characterized by the known
locations of the reference nodes. Fig. 3.7 gives graphical representations of how trilateration is used to
locate a target.
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Fig. 3.7. Two situations of a trilateration solution

Each distance is taken to be a radius of a circle, and where these circles intersect determines the most
likely zone of location for the target. In Fig. 3.7 situation (a) shows a case in which the most likely zone
is inside the created circles whereas situation (b) shows that shaded zone is exterior to all circles. This
same approach is expanded to multiple circles when multilateration is used [57].

The following algorithm can be performed to estimate the position of the blindfolded node. In Cartesian
coordinates the distance between the iy, reference node and the target position (given by coordinates x
and y) in two dimensions is

di =/ (x — 22+ (y — yi 2 (3.9)

It is desired to find a set of equations that can lead to solving for the unknown coordinates linearly. To
set up the equation in this way both sides of (3.8) are squared to get

B =(x—x) +y—y) =222 x5+ +y* -2y -y +y’ (3.9)

From (3.9) it is required to remove the squared terms of the target position: x> and y?. One method of
doing this is simply subtracting the final squared distance calculation (d2) which itself contains these
terms. Doing this yields

A2 —d2 =2 —2x xi+ P+ =2y iy — (P =20 xn xS P -2y Y+ Y) (3.10)

which simplifies to

d} —df = —2x(x; — xx) + 37 — % = 2y(yi — yw) T Vi + 1k (3.11)

Equation (3.11) gives a system of N equations which can be solved in a number of ways with varying
complexity and predictive accuracy. Some of these methods are discussed in the following subsections.

3.3.1.1 Linear Least Squares

The linear least squares (LLS) method is the simplest way to solve the positioning algorithm’s set of
linear equations [58]. The fundamental linear algebra equation extrapolated from (3.11) is

b=A-p (3.12)

18



3. Theory

where

X1 =X Y1 —YUn

X2 =Xy Y2 —Yn
A= _2. )

XN — XN Yna — Un
df —xf =y — i+ 2+ ]

45— x5 —y5 —dy + 1+ R
b= . ,and

2 2 2 2 2 2
dN—l — X T YN T dN + XN +}/N
X

P7y
The goal is to solve for the p matrix which contains the predicted coordinates of the BN. In trilateration,
when exactly 3 anchors are used (N=3), the system is solved by matrix inversion and multiplication

p=A"lb. (3.13)

When the system of equations is overdetermined as with multilaterion (N>3) the same procedure is
followed but, since there is no inverse of a non-square matrix, the pseudo-inverse must be used

p=(ATA)'ATD. (3.14)

3.3.1.2 Weighted Least Squares

The linear least squares method assumes constant error variance across all measurements [59]. When
this is not the case, as it may be for sensor variations or malfunctions, LLS will lead to erroneous or low
confidence positioning predictions. To remedy such an issue the Weighted Least Squares (WLS) method
can be used. This algorithm incorporates a diagonal matrix that takes into account the variance of the
measurements from each node and mitigates positioning inaccuracies by assigning higher weights to
RN with better precision. The matrix, W, uses weights from each node, i, defined as w; = 1/ O’iz where
o is the standard deviation measured from the node and ¢? is the variance. These weights are placed on
the diagonal and for a system with N reference nodes the matrix is defined as

0 wy - 0
w:
0 0 cee Wy

WLS then applies W to give larger significance to anchors with more stable measurements by augment-
ing the LLS equation to

p=(ATWA)1ATWD. (3.15)
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As the weight given is the inverse of the variance, a node with high variance will have less impact on
the result than one with more stable measurements. The drawbacks to this method are that variance
must be either calculated or estimated which may introduce further inaccuracies depending on the de-
pendability of these approximations. However, WLS gives improvement over LLS when certain nodes
are not functioning as well as they should be [59].

3.3.1.3 Non-Linear Least Squares

The Non-Linear Least Squares (NLLS) approach extends the use of LLS to functions of almost any class
as long as they can be expressed in closed form equations [60]. To explain this process it is recalled
that the fundamental problem that needs to be solved is to minimize the error between the estimated
distance and the true distance. The error for each iy, node can be expressed as

~

filk,y) =di—d; = \/(x_xi)2+ (v —yi)* —di (3.16)

where d; is the distance measured and d; is the actual distance. The sum of these errors squared is what
needs to be minimized and this is shown as

N
F(xy) =Y filx, )™ (3.17)
i=1

To find a minimum the derivative is taken with respect to all dimensions; performing a partial derivative
with respect to x of (3.18) yields

oF(x,y)
ox

N )
=2 Zjlfi(x,y)z’](f,’;’y), (318)

and this is done for the y direction as well. The matrix known as the Jacobian can then be defined as

rofitvy)  9filxy) 7

ox ay
Ifp(xy)  9fr(xy)
ox ay
J= ,

Ifn(vy)  Ifn(xy)

ox ay

and a one dimensional array for each error calculation is given to be

fu(xy)

Using these matrices an estimate for position can be given in a similar way to the LLS approach but using
the Jacobian instead of linear equations. A scheme known as Newton iteration has been found to be an
optimal approach to solve this issue using NLLS [61]. The method consists of iteratively calculating new
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position estimates and subtracting from the previous estimate to quickly approach an accurate result.
This is depicted mathematically as

Per1 = Pr — TiJe) Tk (3.19)

where p, is the ky, iteration of p which contains the x and y coordinates of the target position as described
in previous sections. The calculations are performed until the value converges to a small enough dif-
ference between the k and k + 1 iterations designated by the process being performed, with the first
estimate (p,) being given by the usual LLS method. A diagonal matrix can also be used to augment the
J7J multiplication such that the algorithm searches for the path of steepest descent. The NLLS process
is the most accurate method of performing position estimation [61]. However, while this technique can
be computationally quick, it does require multiple iterations which is a disadvantage because the time
required to come to a solution is increased in comparison with LLS. Furthermore, NLLS is quite a bit
more complex than LLS and WLS and more difficult to implement. The decision on which regression
method to use is based upon the results being achieved already and whether or not the implementation
is worth the added accuracy.

3.3.2 Triangulation

Triangulation sets out to solve the same problem as trilateration but, rather than using distances from
the BNs to the target, angles are used to estimate the target’s position. There are many algorithms that
apply this concept but here only one will be given as an example as to how this can be performed. This
algorithm was presented by Pierlot and Van Droogenbroeck in 2011 [62]. As the name states, trian-
gulation makes use of three angles and thus three anchors are required to get the desired results. The
beacons are placed at known distances from one another in a defined coordinate system (in this case two
dimensions) and they are given coordinates (x;,y;) for each iy, beacon. The target reference orientation
() is given as the heading direction of the BN (the direction it is facing), and angle measurements («;)
from this reference are made to each anchor as shown in Fig. 3.8.

RN,
RN,

Fig. 3.8. Three beacons measuring angles from target reference point in 2-D coordinate system
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With these values defined the algorithm can begin by first giving “modified” beacon coordinates for
BNs1and 3 as

xXp =2x1—x

Vi=v—y
xh = x3 — x2
Y3 =Y3— 1.

Next 3 ”R” values are found using the cotangent function and differences between angle measurements

Ry = cot(ap —aq) (3.20)

Rp3 = cot(as — ap) (3.21)
1 —RipRy3

Ryj = ——= 3.22

3= Ryt Ros (3.22)

which is followed by computing modified circle center coordinates (x; i v ;) for all three circles as

X1 = X1 + Riay
Y12 = Y1 — Ripxg
X3 = X3 — Rosys
Yoz = Y3 + Rasxz

Xy = (x5 +x7) 4+ Ra1(y5 — y1)
vy = (y3 +y1) — Rar (x5 — x7).

The fourth step is to find k%; which is the center of the circle passing through beacons 1 and 3 divided
by two. This is found by

ka1 = X125 + y1¥5 + Rar (x1y5 — x301), (3.23)
and then the position of the target, (xr,yr), is found

k/31 (3//12 - ]//23)

XT = X2 + D (324)
K r

Yy = X0+ 31(x2§) X12) (3.25)

(3.26)

where D = (x1, — x53) (V53 — ¥41) — (V1o — ¥53) (X553 — X5, ). As stated previously in the section there are
many ways of performing triangulation and only one novel algorithm applying the theory is presented
here. The choice about which model to use depends upon the application which is also the case when
deciding whether or not to use trilateration or triangulation for a certain purpose.

3.4 Adaptive Filtering

Filtering is necessary when recording measurements and attempting to locate a target because there will
be a certain amount of "noise” causing scattered data collection or certain erroneous values taken in or
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calculated that lead to improper positioning. Furthermore, adaptive filtering can be used to predict be-
havior of the moving object. This section analyzes methods of adaptive filtering from simple averaging
to a slightly more complex predictive algorithm known as the Kalman filter.

3.4.1 Moving Average
One of the least complex methods of adaptive filtering is known as the moving average filter. In this

type of filter a set number of samples are read in and the mean of these measurements is used as the
new value to be processed. Fig. 3.9 gives a graphical view of an array being updated with new samples.

Oldest New Value
Value

| Vo | Vi | Vo |eoeeeee | Vis | Vi | Vi |

Fig. 3.9. Values updated in moving average array

The figure shows that the most outdated value (V}) is replaced by the most recent reading and all other
values are shifted one sample over. The arithmetic mean is then found across all k values. The length of
the filter determines its responsiveness to noise or “smoothing” factor. A filter of this sort with a longer
length will be smoother but will also update slower. A comparison of two different filter lengths are
shown in Fig. 3.10.

Moving Average Filter

—Measured Value
“““““ Filter Length = 16
Filter Length = 32

sample Value

| | | |
100 200 300 400 500 600
Sample Number

Fig. 3.10. Moving average filter length comparison
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The figure demonstrates the moving average filter’s ability to remove values that deviate heavily from
the actual trend of the data. Issues with this method include wait time when initially populating the
averaging array and old values which are no longer relevant effecting the calculated average. A way
to mitigate the former problem is to simply take the average of the samples that have been taken prior
to filling the entire array, and for the latter issue a method of weighted averaging can be introduced in
which older samples are given less importance than newer values by way of some diminishing factor.

3.4.2 Exponential Smoothing

Exponential smoothing is similar to the moving average in the sense that previous samples are used to
cancel out outliers or moments of incorrect data. However, in this case all previous samples contribute
to the calculated value. Older samples are given less weight by a factor of . The method is expressed

mathematically as

5 — Xk, k=0
F7l a-x+(1—a)-sp_1, k>0

where 0 < a < 1, x; denotes the sample read in, and s is the ky, smoothed value. A comparison for
different values of « can be seen in Fig. 3.11 for the same samples as in Fig. 3.10.

Exponential Smoothing Filter

—Measured Value
- a=0.05
a=0.1
- a=07

100

Sample Value

-100

\
1 1 1 1 1 |
400 500 600

100 200 300
Sample Number

Fig. 3.11. Exponential smoothing for different values of «

The figure shows that the performance of the exponential smoothing filter gives less noisy results for
lower values of a but, as was the case with the moving average, the filter allowing for less noisy values is
more susceptible to be too slow to follow a moving target at an acceptable rate. The goal in this situation
is to find a balance between noise reduction and speed which can be done with simulations such as
the one shown in Fig. 3.11. While the exponential smoothing method shows very similar results to the
moving average approach it is easier to implement since previous values don’t need to be stored; they

are instead factored in as a consequence of the formula.
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3.4.3 Kalman Filter

The Kalman filter is a set of mathematical equations that provides an efficient, recursive, solution of the
least-squares method. The filter operates by predicting the way a process will behave based on feedback
control [63]. The filter operates as an iterative two-step process in which a prediction of the process state
is made, and the measurement of that process is corrected by that prediction. This operation is shown in
Fig. 3.12

Prediction Correction
(Time Update) (Measurement Update)

Fig. 3.12. Kalman Filter cycle

The Kalman achieves its goal by the use of several matrices which are defined based on the process
which the Kalman filter is being used for. The matrices are

e A :system matrix

e C:measurement matrix

e R:expected measurement noise
e P: covariance matrix

e Q: process noise

The way these matrices are formatted and defined will be discussed in the implementation section about
the Kalman filter as the parameters vary based on performance and application use. This section will
simply demonstrate the matrix algebra necessary to enact the Kalman filter.

The Kalman gain matrix is defined to be
K, = P,.CT(cP,CT +R) 1. (3.27)

The state-variable, xx, and the covariance matrix, Py can then be tracked recursively over time at k =
1,2, ... samples. The first step of the algorithm starts with the measurement update (or correction)

X;_ =X+ Kk(y(k) - ka) (3.28)

where y(k) is the data input at sample k. This is followed by the uncertainty correction in the covariance
matrix

P,/ = P, — K(CPy. (3.29)

The ”+” superscript in (3.28) and (3.29) is intended to show that these are updates to the previous values
but remain in the same ky, iteration as they are used for the state and uncertainty predictions of the next
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repetition of the cycle. The predictions of the next state and uncertainty are then performed:

X1 = Ax}f (3.30)

Py =APTAT + Q. (3.31)

These calculations are executed upon each reception of new data and allow for predictive analysis of a
moving target by incorporating its current position and velocity. The next “state” of the system (xj1)
gives the predicted values of the x and y coordinates.

The Kalman filter allows for smoothing in a similar way to methods mentioned previously but also
makes predictions based on earlier recorded data. This makes the filter ideal for use in tracking ap-
plications. The Kalman can be improved upon and other methods can be used that perform similar
functionality such as the particle filter or elliptical gating, but they will not be discussed in this thesis
work.

The theory chapter has given background information on the different approaches considered for each
block of the design. In the following chapter, the decisions made for implementation of each block are
presented, and the reasons for why these choices were made are provided.
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Implementation

The implementation of the system was divided into three major parts in order to simplify the way the
tasks were split between team members as well as how each portion was scheduled. These three main
areas emerge from the general functional diagram presented in Fig. 4.1 and are: ranging, positioning,
and movement. Since the beginning of the project some parameters, such as the inputs and outputs of
the functional blocks, were defined to allow work to be done in parallel without being stalled due to
waiting for the completion of any of the other segments. To this end each of the anchors were given a
name in order to differentiate them through all functions. The names given are: target (T), front left (FL),
front right (FR), rear right (RR), and rear left (RL) with the last four being the ones placed on the tracking
device. This chapter presents the implementation of each of the parts of the system and describes, in
detail, the software and hardware development process and final product.

Ranging Dlstances' Positioning Posmon' Movement M@

Fig. 4.1. Functional block diagram of the system

FL

Target T
Control

-

The general hardware diagram of the tracking device is presented in Fig. 4.2. The central unit is in
charge of communicating with the UWB modules, controlling the ranging protocol, and running the
positioning and adaptive filtering algorithms. The movement algorithm is run in a separate unit called
motor controller in order to avoid interfering with the ranging protocol. The motor driver receives the
outputs from the motor controller and supplies the motors with the necessary current for achieving the
desired speed. The target hardware consists of a microcontroller unit and an UWB module.
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Fig. 4.2. Hardware block diagram of tracking device

4.1 Ranging

The ranging function finds the distance between the target and each of the anchors. This function was
divided into two different parts: hardware and software. The hardware part deals with the connection
between the UWB modules, the microcontrollers, and other components. The software part deals with
the program running on the microcontrollers and device configurations.

41.1 Hardware

The hardware components needed for the ranging functionality are: the central unit, UWB Modules,
and target control unit. As shown in Fig. 4.2 the central unit is connected to four UWB modules, and the
target control unit is only connected to one UWB Module. The components were selected based on the
general requirements, hardware specifications, cost, and availability. Below the selected components are
presented together with a justification of the selection and a brief description of each component.

4.1.1.1 Central Unit

e Arduino MO Pro [64]: This Arduino board (Fig. 4.3) is based on the Atmel’s SAMD?21, a 32-bit
microcontroller from the ARM Cortex M0+ family. The Arduino platform was selected as per Cy-
bercom’s request. As Arduino is widely known by embedded and non-embedded developers this
choice makes it easier for Cybercom engineers to continue the development of the tracking device.
In addition, there is plenty of documentation, examples, and libraries that make the development
phase easier and faster. The arduino-dw1000 library, available online [65], was developed to setup
and control the selected UWB module using the Arduino platform. The Arduino MO Pro board
includes other features that make it stand out from other Arduino boards. These features are:
48MHz clock speed, 3.3 V operating voltage, 256KB flash memory, and 20 digital I/O pins.
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Fig. 4.3. Arduino MO Pro [64]

4.1.1.2 UWB Modules

e Decawave DWM1000 [66]: Few manufacturers working with UWB technology develop and sell
transceivers that can be used as peripherals in an embedded system. One of these manufacturers
is Decawave which develops the DWM1000 module (as seen in Fig. 4.4) which is based on their
DW1000 UWB transceiver. The module includes an integrated antenna, RF circuitry, power man-
agement, and clock circuitry. It has been designed specifically for real-time location applications
based on the different time based ranging methods. The module, running at 3.3 V, is controlled
by a host processor through a serial peripheral interface (SPI). Other features include: low power,
low cost, wide range of configuration, and IEEE 802.15.4-2011 compliance. One disadvantage
of the DWM1000 module is that the clock synchronization functionality from the DW1000 is not
available, therefore ranging methods requiring synchronization between devices can not be im-
plemented.

Fig. 4.4. Decawave DWM1000 [66]

4.1.1.3 Target Control Unit

e Arduino Pro Mini 3.3V [67]: The target control unit requires a small, low power microcontroller
capable of controlling the ranging functionality of the target UWB module via SPI. The Arduino
Pro Mini is a 1.7x3.3cm microcontroller board (Fig. 4.5) base on the 8-bit ATmega328. It runs
at 8 MHz and an operational voltage of 3.3 V which makes it ideal for communicating with the
DWM1000.
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Fig. 4.5. Arduino Pro Mini 3.3V [67]

4.1.1.4 Components connection

The four anchors on the tracking device are connected to the Arduino M0 Pro using the SPI pins. Addi-
tionally, reset, interrupt, and chip-select need to be connected to independent pins on the Arduino. Fig.
4.6 shows a diagram of how one DWM1000 module is connected to the Arduino. For more details about
the hardware implementation please see circuit schematics in Appendix A.

Fig. 4.6. DWM1000 UWB module connection to Arduino M0 Pro

On the target the DWM1000 is connected the same way as in Fig. 4.6 with the only difference that the
microcontroller board used is an Arduino Pro Mini. The Arduino Mini Pro SPI pins are specified in the
datasheet and the rest of the required signals can be connected to any of remaining 11 I/O pins.

4.1.1.5 PCB Design

Four PCBs were designed for this project. The first PCB was designed early in the project to allow for
work with the DWM1000 module on a breadboard and to handle the module easily. This breakout board
give us access to the SMD pins of the DWM1000 by using headers, as shown in Fig. 4.7. The board size
is 25.91x25.65mm and fits a regular breadboard without issues.
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Fig. 4.7. Breakout board for the DWM1000

The final PCBs were designed after the system was tested using breadboards to connect all the compo-
nents together. The PCB shown in Fig. 4.8 is the central unit PCB. It was designed as a shield to the
Arduino MO Pro with one IDC connector for each of the anchors. A 3.3 V linear voltage regulator is also
included in the board for powering the anchors as the regulator on the Arduino was overloaded during
the tests. The shield can be powered using a micro USB cable or a separate connector on the BAT header
with a 5 V supply. It also includes headers connection for the motor controller unit and a Bluetooth

module.
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Fig. 4.8. Arduino shield for central unit and anchor connections

Another PCB was designed for the target control unit and UWB module. In order to save space and
make the target as small as possible, the Arduino Mini Pro is placed under the UWB module. In addition,
a 3.3V linear voltage regulator is placed under the Arduino Mini pro. The regulator is used for powering
the UWB module as the regulator in the Arduino Mini Pro is only rated for 50 mA while the module
can draw up to 180 mA. Fig. 4.9 shows the assembled target PCB with the Arduino Mini and the UWB
module. To power the target device it is possible to use a micro USB cable or a separate connector on
the BAT header with a 5 V supply. Either of these connections power the Arduino Mini as well.
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Fig. 4.9. Target device PCB (coin for scale)

The last PCB was designed specifically for the anchors as an extension for the breakout board designed
at the beginning of the project. This PCB provides a better ground for the DWM1000 module and has
an 8-pin 2mm header connector for connecting the anchors to the central unit. As shown in Fig. 4.10
the anchors PCB has two 10-pin female headers were the breakout board with the DWM100 module is
mounted.

WI476BLSX14

Fig. 4.10. Anchor PCB

4.1.2 Software

An asymmetric double-sided two-way ranging scheme was chosen for obtaining the distance between
each of the anchors and the target. It is worth noting that a TDOA method could have been more
appropriate for this kind of application and setup but unfortunately the DWM1000 does not allow clock
synchronization between devices therefore it is not possible to implement this method. This decision is
further discussed in Section 6. The ranging communication is initiated in the tracking device (central
unit) in order to have better control over the program flow through the ranging of each of the anchors,
the positioning algorithms, and the movement data transfer to the motor controller. Below we describe
how the ranging is achieved, starting from a one-to-one ranging function between two UWB modules
to the whole system with the four anchors.

4.1.2.1 One-to-one Ranging

The DW1000 module allows a wide range of configurations that need to be carefully setup before the
ranging starts. Some of the main parameters set are shown in Table 4.1. Center frequency and bandwidth
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are set by selecting the transmission channel of the module. The center frequency possibilities range
between 3.5 GHz and 6.5 GHz. It is also possible to select either 500 MHz or 1330 MHz as transmitting
bandwidth. A combination between lower frequency and higher bandwidth achieves a longer range
but also leads to an increase in power consumption. The data rate can be set to 110 kbps, 850 kbps, or
6.8 Mbps; low data rates are used for long range applications while higher data rates are used in short
range applications. The preamble is a sequence of pulses used for preparing the receiver module for an
incoming ranging message. The preamble size defines how many times the sequence is repeated; a long
preamble gives improved range whereas a short preamble reduces air time allowing faster ranging and
lower power consumption. The pulse repetition frequency (PRF) is the frequency as which the preamble
is repeated; higher PRF values can improve the accuracy on the first path time stamp at a higher power
consumption cost.

Table 4.1 - DWM1000 Configuration parameters

Centre Frequency Bandwidth Data Rate Preamble Length PRF Data Length
6489.6 MHz 4992 MHz 6.8 Mbps 128 16 MHz 16 Bytes

The chosen configuration is based on the application requirements and empirical experience. As this
is a short range application where the target is expected to be within ten meters of the tracking device,
a higher data rate was selected together with higher center frequency and short preamble. The PRF
was set to 16 MHz as the 64 MHz didn’t show any improvement in accuracy, moreover, it reduced
the reliability of the ranging and increased power consumption. This set of parameters showed a good
stability in the communication between modules with only a few lost messages. It also achieved a higher
ranging frequency compared to other configurations, that is, more completed ranges per second.

After setting up the module, the ranging protocol is initiated in the anchor side as stated before. Fig.
4.11 and Fig. 4.12 show the software flow chart for the ranging function in the anchor and the target side
respectively. The anchor begins by sending a POLL message and going into receive mode waiting for a
POLL ACKNOWLEDGE message. A timestamp is stored with the time at which the POLL message left
the module (timePollSent). The target device is started in receiving mode waiting for a POLL message.
As soon as the target receives the POLL message from the anchor, a timestamp with the time the mes-
sage was received is stored (timePollReceived). After a delay time previously set to 1000 us, the target
replies with a POLL ACKNOWLEDGE message , saves the time at which the message left the module
(timePollAckSent), and goes into receiving mode waiting for a RANGE message. The anchor receives
the POLL ACKNOWLEDGE message and generates a timestamp (timePollAckReceived); after the de-
fined delay time, the anchor sends a RANGE message and creates a timestamp for it (timeRangeSent).
The target receives the RANGE message and generates the timestamp (timeRangeReceived), then, it
replies with the last message in the protocol. This last messages includes all the timestamps that were
created on the target side. When the anchor receives the last message, it extracts the timestamps in order
to calculate the distance between the two modules using the following equations:
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tround1 = timePoll AckReceived — timePollSent
trepry1 = timePoll AckSent — timePollReceived
tround2 = timeRangeReceived — timePoll AckSent

trepry2 = timeRangeSent — timePoll AckReceived

TOF — (troundl ’ troundZ) - (treplyl ’ treplyZ)

tround1 + treplyl + tround2 + treplyZ

distance = TOF - ¢

The DWM1000 module is able to generate interrupts for several events or states, in this case only the
message sent and message received events interrupts are used. When a message sent interrupt occurs,
the microcontroller creates the timestamp for the message leaving the module; when a message received
interrupt occurs, the microcontroller identifies the type of message, extracts the timestamps if necessary,
and decides on the following actions depending on the received message.

A watchdog timer is also implemented in both the anchor and the target control units to avoid getting
stuck at different states of the protocol, for example, when one device is sending a specific message
and the other device is waiting for a different one. This happens regularly as some messages might get
lost and never reach its destination. The watchdog resets both devices to initial conditions, that is, the
anchor will send a POLL message and the target will be in receiving mode waiting for a POLL message.
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Fig. 4.11. Software flow chart for ranging function on the anchor side
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Fig. 4.12. Software flow chart for ranging function on the target side

4.1.2.2 Four Anchors

The ranging with four anchors is done in the same way as the one-to-one ranging. The function pre-
sented in Fig. 4.11 is called sequentially for each of the anchors from a main program running in the
central unit. Each anchor has its own library files where the interrupts, reset pin and chip select pins are
linked to. These libraries are used for communicating independently with the desired anchor. When an
anchor finishes its ranging task it is set to idle mode until the next ranging has to be done. On the target
side, the function presented in Fig. 4.12 is placed inside an infinite loop so it starts over again when the
ranging is completed. The target runs the same ranging function regardless of which anchor initiated
the ranging scheme. Fig. 4.13 shows a time and messages diagram of how the ranging is done for the
first two anchors, this sequence is repeated for the other two anchors and then restarted.
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Poll_ACK Range_ACK Poll_ACK Range_ACK
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Fig. 4.13. Ranging messages exchange

The resulting distance calculated for each of the anchors is used as an input to the positioning function
which calculates the actual position of the target in relation the tracking device. The positioning function
is called every time an anchor finishes ranging, that is, every time a new distance value is available. The
positioning function implementation is described in the next chapter.

4.1.2.3 Offset Correction

After doing some tests using the ranging functionality, it was found that there is an offset between
the distance measured by the UWB modules and the actual distance. Fig. 4.14 shows a graph with
the measured distance compared to the ideal scenario. The ideal scenario occurs when the measured
distance is the same as the actual distance. As the measured distance shows a linear behavior, it is easy
to implement an offset correction where the measured values are projected into the ideal scenario. Fig.
4.15 shows the measured distance using the offset correction.
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Fig. 4.15. Measurements with offset correction
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4.2 Positioning

When distances are recorded from ranging with each anchor on the tracking device it is necessary to
find a method which utilizes this data in a way that can locate the target. Positioning algorithms provide
mathematical ways to manipulate the data received from sensors in order to perform this task.

4.2.1 Multilateration Linear Least Squares

Due to the inherently high accuracy of UWB when measuring distance, the decision was made to use a
form of lateration as a positioning technique since the distances gauged are used directly when finding
position. Multilateration with 4 anchors was the chosen implementation method, initially due to the
symmetry with which these anchors can be placed with respect to one another facilitating the definition
of the coordinate plane. Furthermore, this method provides capability for better estimates when calcu-
lating the target position than trilateration due to the increase in measurements. The coordinate system
is defined such that the origin is at the center of the robot as shown in Fig. 4.16.

Aky

(-19.25,20.5) (19.25,20.5)
38.5cm i

41 cm

Y

(-19.25,-20.5) (19.25,-20.5)

A 4

Fig. 4.16. Definition of relative coordinate system with respect to the tracking device

The coordinate system is defined in centimeters and the coordinates of each anchor shown in Fig. 4.16
are used for the multilateration algorithm to function appropriately. A goal of this thesis is to see how
close the anchors can be to one another and still perform accurate positioning. The setup seen in Fig. 4.16
is the initial configuration of the robot in which the functionality was more than sufficient for tracking
and following purposes. This configuration was changed to see how the behavior was affected at shorter
gaps between the anchors. These tests were performed to see how small a device like this could be when
implemented for real world applications, and the Results/Discussion chapters give more information
about this.
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The multilateration process is completed by the linear least squares algorithm which was implemented
to reach a reasonable estimate of the location being found. The reason for not extending this to the
weighted least squares method was that each sensor acts in a similar way and the confidence derived
from each node is the same. The argument could be made that WLS could have been implemented
to give greater weight to the anchors which measured a closer distance to the target since the error in
such a node would be the lowest. However, since the anchors can be placed relatively close to one
another which leads to negligible differences in confidence between them, the complexity required for
implementing this type of “revolving” weighted least squares method was ruled out. The non-linear
least squares method was also dismissed due the added complexity of implementing such a solution,
and that the results being generated were already sufficient for the goals of this project. The LLS method
works well in this application since the robot is following a quite slow moving target and the linear
estimation is sufficient to generate an appropriate prediction. If the tracking device was to follow a
faster moving object such as a vehicle, then NLLS may need to be used as the behavior of such an object
would deviate from linear standards in a more significant way than a slow moving target.

Using multilateration with LLS was first tested by simulating the performance of the algorithm with
known coordinates to see if the values could be predicted properly when using only the distance that
would be recorded from this point to each of the anchors. The algorithm functioned perfectly when
testing in this way because the distances were derived from an already known point in space. When
applied in practice, however, it became clear that ranging errors in the anchors would lead to distances
that could not originate from one single point. Fig. 4.17 shows how the algorithm functioned with a

given coordinate with exact distances calculated with d; ; = \/ (xi = %)% + (yi — y;)%

40



4. Implementation

Multilateration Example
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Fig. 4.17. Multilateration With Exact Distances

200

Itis clear in Fig. 4.17 where the location of the target should be estimated to be, and, in this circumstance
with exact distances, the predictive algorithm finds the position accurately. When using the distances
received through ranging the area of possible location becomes much larger due to errors (however
small) in the recorded values. Fig. 4.18 gives a visualisation of one such calculation.
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- Multilateration Example
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Fig. 4.18. Multilateration With Measured Distances

The position in this case is not as clear and the accuracy of the prediction from the algorithm suffers as
a result.

When performing tests with the measurements read in by the anchors it was discovered that the pre-
diction being made was consistently at a point beyond the radius of any of the circles formed. As it
was impossible that the target was actually in the location estimated a decision was made to augment
the prediction slightly. At first, this was done by attempting to simply find the intersection of the two
anchors reading the shortest distances to the target. This method allowed for more accurate readings
when the object being tracked was stationary, however, when moving and necessitating a switch be-
tween two anchors being used for positioning, large instability was introduced, and the system could
not re-calibrate itself properly for practical use. The two-circle intersection method was compared ex-
tensively with the first multilateration method and then was discarded as it did not offer the precision
necessary. The comparison was done through observation of the movement of the robot and with a GUI
used to visualize the position of the target with respect to the tracking device. This GUI allowed for the
viewing of multiple solutions at once and seeing which approach performed better. This was also useful
for different filter parameters; more on this can be seen in the Results section. To mitigate the position
“overshoot” caused by the LLS algorithm it was decided that, after the predicted value was given, the
point should be projected down onto the circle with the shortest measured radius. This position would
then be used to track and follow the target as it gave, if not more accurate, a more reasonable estimate
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of the target’s position. This projection was deemed acceptable as the predictive algorithm was giving
the location at an accurate angle from the origin of the robot but simply missing the distance at which
the target was from it. Mathematically this projection is done by updating the coordinates as follows:

r
xr = sgn(yr) - xr 4.1)
r
yr = lyrl5 4.2)

where 7 is the radius of the circle that the point is projected down to and d is the distance from the origin

measured by the originally calculated coordinates, x7 and yr, to the initial point (d = {/x2 + y3).

This method was implemented to perform a new position calculation with each incoming distance value
recorded. This means that the algorithm does not wait for all four anchors to record new distances
prior to estimating the target position, but, rather, a new distance value being read in by any anchor
triggered the multilateration positioning. This was done to increase the number of predictions being
made per second in order to update the position of the target at a higher rate. A drawback to this
method is that erroneous values or calculations could lead to quick jumps that may have been avoided
if the position was found less often. This issue can be solved with higher data rates (meaning that the
accurate predictions will greatly outweigh those that are incorrect) and adaptive filtering which will be
discussed in the following subsections.

4.2.2 Moving Average and Exponential Smoothing

The moving average and exponential smoothing filters are both special cases of discrete-time filters. The
former was an early consideration for filtering the data to remove samples that deviated greatly from
previous values. The results when testing this approach for only one-to-one ranging were positive as
the spikes from inconsistent data were removed, and the data was filtered in a way in which the trend
of the actual measurements were still followed closely. Fig. 3.10 shows the performance of this filter.
The moving average filter was implemented by setting up a buffer with a length equal to the number
of distances the average was to be taken over for each anchor. When applied and conjoined with the
movement algorithms it was discovered that the robot was over-adjusting and oscillating while stagnant
in positions due to the fact that the filter was putting too much significance on older values. At first,
the consideration was made to add weighting in order to place higher significance on more recent data.
However, when testing with shorter and shorter filter lengths the performance of the robot improved
until the filter was removed in its entirety which seemed to fix the issue altogether (it is important to
note that at this point the Kalman filter had also been implemented thus facilitating the discovery that
the averaging filter could be removed).

Upon the elimination of the moving average method the robot was functioning in a stable way, but in
order to see if performance could be improved further the exponential smoothing filter was considered.
This was simple to implement as the algorithm implicitly keeps track of previous values in the result of
the equation sy 1 = axg + (1 — a)s,. This removes the necessity of keeping a buffer of previously read
in distances. This approach uses the parameter a to determine the rate of smoothing where « ~ 0 is the
maximum amount of smoothing (and thus the slowest response time) and « = 1 is no smoothing at all.
While the implementation of this method was simpler the results suffered from the same problems as
those from the moving average case. The older values simply contributed too much to the decision and
by the time the robot had moved the new prediction was not updated quickly enough again leading to
oscillation. Therefore, the decision was made not to use any discrete-time filter on the distance readings
and rather only filter the position estimate with the Kalman Filter.

The reason these are included in the implementation section is because they were a large part of dis-
covering the behavior of adaptive filters and the moving average filter was the initial method that was
used to improve upon ranging and positioning performance without altering the actual process with
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which the measurements were being carried out. Furthermore, there is still a function contributed to
the ranging filter which removes any negative distances or values caused by memory overflow. The im-
plementation of the Kalman Filter was not only demonstrated to be an improvement over both of these
methods, but also led to the discovery that, when used, it could circumvent the need for other types of
adaptive filtering altogether.

4.2.3 Kalman Filter

In the Theory chapter the Kalman Filter is discussed in terms of how the various matrices required are
manipulated and how the algorithm uses them in order to perform the cycle of state predicting and
updating. This section focuses on how the values and structures of each of these matrices are chosen
with respect to the specific application for which they are being used. In this case the application is
dynamic relative real-time tracking of an object. Recall that the matrices in question are:

e A :system matrix [4x4]

e C: measurement matrix [4x2]

e R:expected measurement noise [2x2]
e P: covariance matrix [4x4]

e Q: process noise [4x4]

To define the system matrix we consider the finite difference approximation for computing the deriva-
tive over time (speed) of the position x at time t characterized in discrete time by t = kAt.

x(kAt + At) — x(kAt)
At

X() |r=kat ~ (4.3)

is the finite difference equation in question where At is the sampling time required to derive a discrete-
time state-space model of the form

s(k+1) = As(k) +w(k). (4.4)

In (4.4) s(k) denotes the discrete time form corresponding to kAt = t. In order to relate this to two-
dimensional positioning with x and y as coordinates, the vector 5(t) is defined to be

which shows that

From here (4.3) is applied to get equations for the position and velocity in both the x and the y direction:
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_si(k+1) —s1(k)

s1(k) ~ A7 = s2(k)
sa(h) ~ 2D 22l gy
ss(h) = D=
syl S50 g g

in which w, and wy, are additive noise in the x and y directions respectively. The system of equations
can now be solved to get

s1(k) + At - sp(k)
sa(k) + At - wy (k)

S(k+1) = 53(k) + At - 54(K) = AS(k) + w(k)
s4(k) + At -wy (k)
Solving for A gives
1 At 0 0
01 0 0
A=1o 0 1 at
0 0 0 1

where At is the “time step” of the process, and in this application should be fixed to the sampling rate of
the tracking device. In the case of the tracking implementation the data rate is approximately 60 Hz for
each anchor (64—0 = 15 Hz for all anchors to read in new data)thus the time step (At) should be around
At = % = 66.7 ms. This is not a strict equation but can be used as an early prediction as to where
the ideal time step may lie; the time step most suitable to the task at hand can then be found through
iterative testing and monitoring which value results in the desirable behavior.

At this point the measurement equation used to define matrix C is introduced to be

z(k) = Cs(k) 4+ v(k) (4.5)
and in vector form it is seen that
]
) =c- |50+ ot
y(t)

It is realized that the position in the x direction is affected by the first two values in 5(k) in addition
to the noise parameter in the x direction while the latter two values and the noise parameter in the y
direction are the deterministic factors of the position in the y direction. Thus, C needs to affect these
values appropriately and is defined to be

such that
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where v denotes the additive noise. The R matrix is set to reflect expected measurement deviations
caused by electronic/random noise inherent to the antenna. R is defined as the standard deviation of
the sensors multiplied by the identity matrix (R = ¢I). The standard deviation for all anchors at up to
400 meters was found to have an average of approximately 1.8 cm (more on this in the Results chapter).
This shows that the UWB implementation has very strong precision and the measurement noise is quite
low. Fig. 4.19 shows simulations of the Kalman filter for a few different values of R based on ¢?. The
simulations use a value of Q which has already been found to be effective for this application (shown
later in this section) in order to best demonstrate how changing the R matrix affects the behavior of the
filter.

Kalman Filter with Qva]r =0.005 and A t =0.07
250 T T

— Unfiltered Value

-0 2=018
02=18 -

--o%=18

X position

| | |
300 400 500 600
Sample Number

Fig. 4.19. Simulations of Kalman Filter Performance for Different R Values

Based on the information from the simulations and the known expected standard deviation the mea-
surement matrix was set to
R — {1.8 0 }

0 18

The process noise matrix Q is slightly more challenging to quantify as it represents the feature that
the state of the system changes over time in an unknown way. Since perfectly modelling a system is
impossible, a simplification is performed such that the "true” state is the previously predicted value and
then shifted by this process noise. Thus, if the values in Q are large it means that the confidence in the
original prediction is low because it is deemed necessary to shift the prediction significantly. For small
values in Q a more subtle “smearing” of the prediction is made signifying high trust in the prediction.
Since there is no reason to think that the confidence in each prediction differs across the state of the
system the matrix Q can be chosen to be Qu,, - I. Fig. 4.20 shows simulations performed for different
Quar values with positions measured by the tracking device in the x direction.
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Fig. 4.20. Simulations of Kalman Filter Performance for Different Q Values

Based on these simulations using the set values of At = 0.07 seconds and ¢ = 1.8 cm?, Q was set to be

0.005 0 0 0
0 0.005 0 0
0

0 0 0 0.005

Fig 4.20 and Fig. 4.19 show that there will always be a trade-off when choosing acceptable matrices. The
trade-off is between the speed at which the filter will react to intended movement and the amount of
noise that it is able to filter out. It is important to find a balanced approach for a Kalman Filter that is
not overly susceptible to noise but can still react in the appropriate amount of time to the movement of
the target.

The final matrix to be described is the covariance matrix: P. This is the component that will be updated
along with the state of the system in order to characterize the uncertainty of the position. The matrix is
a diagonal matrix that has to be set to some initial value before the Kalman process begins to update it
recursively. This initial value could simply be set to the identity matrix but if you want the initial state
to be found quickly some knowledge about the start state can be useful. For example, when testing
the Kalman Filter the robot was often placed 2 meters away from the target, thus, the initial covariance
matrix, Py, was set to be

200 0 0 0
p._ |0 20 0 0
=10 0 20 0

0 0 0 200

A covariance matrix set with values closer to the first the system state allows the predicted state to reach
the true state before a covariance matrix with values further from the true state. Furthermore, after a
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few samples, regardless of the initial state of the system, the state prediction will behave the same way,
which demonstrates that the initial covariance matrix only affects the early stages of the adaptive filter.

It takes extensive testing both with a static tracking device and a dynamic one to determine which
values to assign to the Kalman parameters and how to define the matrices. The values chosen in the
implementation of the robot were based on observations of these tests. Concrete data of the system’s
performance employing the Kalman algorithm can be seen in the Results chapter. The Kalman Filter is
the final processing done with the readings taken in from the anchors and the initial position estimates
given by the multilateration technique. The updated coordinates are then used to control the motors in
order to determine the dynamic behavior of the robot.

4.3 Movement

The movement function is in charge of controlling the motors in order to follow the target. The result
from the positioning function is sent via I2C from the central unit to a motor controller unit. The decision
of having a separate microcontroller for controlling the motors was made with the objective of reducing
possible disturbances in the ranging protocol timing and program flow. The movement function was
implemented in an Arduino Mini Pro, which receives the target position coordinates via I2C and runs a
proportional controller for setting the speed of the motors using the PWM outputs of the microcontroller.

4.3.1 Movement Algorithm

The movement algorithm receives the target position coordinates in X and Y. With that information it
calculates the angle of the target in relation to the X axis, and uses the Y coordinate as the distance to
the target. The algorithm will try to keep the target in front of the robot at all times. A proportional
controller is implemented so that a bigger angle of deviation from the front of the robot leads to faster
turns by the motors. Similarly, the farther the distance from the target to the robot, the faster the robot
will move forward. The robot is kept at 2 meters minimum from the target to avoid a possible collision
between them. Once the robot has reached the 2 meter boundary it will only rotate on its axis trying to
keep the target in front.

4.3.2 Motor Control

The motor controller has similar requirements as the target control unit therefore the same Arduino Mini
Pro board was selected for this task. For powering the motors, a L298 dual full-bridge driver [68] with
a maximum output current of 4A is used. It allows us to power and control the four motors from the
Arduino Pro Mini without any additional power stages. The Olimex BB-L298 board showed in Fig. 4.21
includes an L.298 driver, safety components, and inputs and outputs connectors.
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Fig. 4.21. Olimex BB-L298 dual motor driver board [69]

The motor controller, driver and motors connection was done following the BB-L298 datasheet. An
additional 6V supply is needed for powering the motors and achieve the desire speed. The inputs to the
motor driver are connected to the PWM pins on the Arduino Pro Mini (pins 3, 5, 6, and 9) so that the
speed of the motors can be varied using the movement algorithm.

4.3.3 Chassis Structure

The chassis of the robot is a 4 wheel drive commercial chassis available at several electronics and robotics
distributors. As the robot itself is not one of the main scopes of this thesis, a low cost and easy to build
and control platform was chosen. Fig. 4.22 shows the final implementation of the system mounted on
the 4WD chassis.

Fig. 4.22. Physical implementation of the system mounted on the 4WD chassis
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Several tests were run in order to evaluate the metrics and functionality of the system. The values
deemed most crucial to asses were defined in the project scope of the background chapter of this thesis.
These were found to be: accuracy, precision, complexity, robustness, scalability, and cost. To gauge these
features appropriately, four separate testing scenarios were used:

e Ranging: one-to-one communication

e Positioning: locating the target while both it and the anchors are static

Tracking: locating the target while it is moving and the anchors remain still

Following: both the target and the anchors are moving and the robot prototype maintains a certain
distance behind the tag

This chapter sets out to explain how these tests were set up and performed while also revealing the
outcomes of the different procedures. Comments on the meaning of the results and their potential
implications are then shown in the Discussion chapter.

A graphical user interface (GUI) was developed for capturing all data which makes it easier for setting
up each test and verifying correct functionality. The GUI was developed in Visual Studio using C#.
It allows the user to log the sampling frequency, ranging values, received power, raw positioning and
positioning after Kalman filter in a text file with CSV (comma-separated values) format. The design of
the GUI is shown in Fig. 5.1.
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Controls
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Fig. 5.1. Graphical user interface

5.1 Ranging

One-to-one ranging tests were set up by placing two modules separated by the distance to be tested
facing one another, as seen in Fig. 5.2, and then taking 500 samples of the ranging results. These tests
were carried out at ten distances ranging from 25 cm to 10 m and repeated using four different UWB
modules for each distance. The objective of using different UWB modules was to ensure that all anchors
on the robot produce similar ranging results and have similar accuracy values; this ensures that the
results are repeatable across multiple modules. The tests were repeated three times with each module,
and the samples taken were used to find the average error, standard deviation of the measurements, and
the error percentage. These results are shown in Table 5.1.

Fig. 5.2. Example of test setup for ranging functionality
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Table 5.1 — Ranging results for DWM1000

Actual Distance Measured Distance Absolute Error Percent Error Standard Deviation

(cm) (cm) (cm) (%) (cm)
25 20.98 4.02 16.10 1.69
50 52.28 2.28 4.56 1.40
100 101.63 1.63 1.63 1.43

200 199.29 1.71 0.86 1.40

300 299.66 1.34 0.45 1.37

400 399.58 1.42 0.35 1.48

500 511.44 11.44 2.29 1.49
600 580.10 19.90 3.32 1.79
800 760.27 39.73 497 1.81
1000 931.52 68.48 6.85 2.28

The absolute error is found by taking the difference between the measured distance and the actual
distance, the error percentage is the ratio of absolute error and the actual distance between the modules
(d), and the standard deviation is found in the conventional way for N samples. These methods are
shown mathematically in (5.1), (5.2), and (5.3) respectively:

Cow = |d—d|, (5.1)

o gzkr{
Goo = =7 x 100, (5.2)

1 N
TE=AIN Z(XS — 1. (5.3)

s=1

The next step for checking UWB capabilities in one-to-one ranging is to see how the performance is
affected when line-of-sight is removed. In this test setup an obstacle was placed between the target and
the anchor at 150 cm and ranging was done for the target placed at 300 cm. The tests done to see the
effect of blocked line-of-sight were run only at this distance. Again the ranging experiment was done
with all four anchors; the average values found for each parameter are shown in Table 5.2.

Table 5.2 — Ranging results for DWM1000 in NLOS scenario

Actual Distance Measured Distance Absolute Error Percent Error Standard Deviation
(cm) (cm) (cm) (%) (cm)

300 302.81 2.81 0.97 5.86

5.2 Positioning

The positioning tests were performed with both the target and the reference anchors remaining static
throughout each test, as shown in Fig. 5.3. This method aims to determine the accuracy of the flipped
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UWRB system using the implemented multilateration technique. The test was performed by placing the
target at a known position (x and y) relative to the robot. Then 500 samples were taken at each point
three separate times to find the average accuracy and precision of the system in this type of application.

Fig. 5.3. Example of setup for positioning tests

One objective of the thesis was to show that using UWB allows for anchors to be placed in close prox-
imity to one another and to observe how the distance between the anchors affects the functionality of
the system. Therefore, all tests were done for 40 cm between anchors as in Fig. 4.16, for 30 cm between
anchors, and for 20 cm between anchors. The measurements for all three configurations are shown in
this section. In order to simplify the way the results are presented here the actual position is defined as
the distance in the x and/or y direction from the origin of the robot. For example an actual position of
”x"” cm includes tests taken at (0,x), (-x,0), (x,X), (x,-x) etc. The results of these experiments are shown in
Fig. 5.4
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Fig. 5.4. Positioning error for three different system configurations

Error percentages at these distances as well as the standard deviation of the measurements are shown
in Table 5.3.

Table 5.3 — Static positioning statistics for three configurations

Actual Position Percent Error Standard Deviation
(cm) (%) (cm)
40 cm 30 cm 20 cm 40 cm 30 cm 20 cm
25 10.96 33.96 9.68 1.38 1.30 1.47
50 18.28 22.22 29.78 2.13 2.82 3.44
100 16.90 19.07 2491 3.78 5.52 5.53
200 8.36 14.50 45.81 7.16 10.63 11.36
300 13.71 22.44 35.99 17.39 23.25 20.91
400 14.10 18.76 27.84 17.07 22.06 35.27
600 5.25 12.11 17.87 28.46 101.15 90.30
800 9.14 48.99 63.38 94.73 384.63 343.86
1000 16.19 74.87 77.62 104.67 147.04 408.01

The error for two-dimensional positioning is found to be

gERR = \/(ﬁ - 'x)z + (]? - y)z (54)
where £ and § denote the position calculated by the system. Standard deviation is found as it was
previously in (5.3).

The positioning tests were performed again with an obstacle placed equidistant from the anchors and
the target to see how the system behaves when LOS is impeded. The outcomes for these tests are shown
in Table 5.4.
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Fig. 5.5. Example of setup for NLOS positioning tests

Table 5.4 — Static positioning results for three configurations with NLOS

Actual Position Position Error Standard Deviation
(cm) (cm) (cm)
40 cm 30 cm 20 cm 40 cm 30 cm 20 cm
200 26.97 71.62 66.18 7.27 11.74 17.74
300 27.76 99.85 88.23 37.17 28.06 35.78

5.3 Tracking

When tracking a moving object, a third dynamic of the UWB system’s capabilities is tested: the perfor-
mance of the adaptive Kalman Filter. In order to asses how well the robot tracks a moving target while
remaining static, a smaller toy robot (the mBot V1.1 from MakeBlock) was fitted with the tag module
and programmed to travel in a circle around the UWB tracker, as shown in Fig. 5.6. This was done to
ensure that the target would be moving with constant speed and at a known radius from the tracking
device.
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Fig. 5.6. Example of setup for tracking tests

The tests were performed at 1 and 1.6 meters and once again with an obstacle impeding LOS to test
performance with NLOS at a 1.6 meter radius.The results are shown in the figures below for the standard
setup with the tracker setup of 40 cm between anchors. For the NLOS tests, the obstacle was placed at
(0,-100) and spanned 50 cm in each direction. Figs. 5.7-5.9 show the actual path taken by the smaller
robot and the position estimates found dynamically by the tracking system.
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Fig. 5.7. Tracking target moving with radius of 160 cm: 40 cm setup
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These same tests were repeated for the 30 cm setup, and the plots of the tracking results are shown in
Figs. 5.10-5.12.
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Fig. 5.10. Tracking target moving with radius of 160 cm: 30 cm setup
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Fig. 5.11. Tracking target moving with radius of 100 cm: 30 cm setup
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Fig. 5.12. Tracking target moving with radius of 160 cm: 30 cm setup NLOS
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Once again the tracking tests are repeated for the third configuration of anchor distances, and Figs.
5.13-5.15 show the resulting data plots for these tests.
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Fig. 5.13. Tracking target moving with radius of 160 cm: 20 cm setup
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5.4 Following

The evaluation of the following capabilities of the tracker was done by fitting the target to the mBot
robot and making it move in a circle and having the tracker follow it, as shown in Fig. 5.16. The distance
from the tracker to the target was set to 60 cm. The tests were carried out for three different setups of
distance between anchors: 20 cm, 30 cm, and 40 cm. The tests were repeated twice for a total traveled
distance of 30 m with each setup. Table 5.5 shows the mean distance between the tracker and the target
for each of the setups and the standard deviation of this measurement.

Fig. 5.16. Example of setup for following tests

Table 5.5 — Following results

Setup Mean distance (cm) Std. dev. (cm)

20 cm 64.48 11.10
30 cm 63.87 9.68
40 cm 69.19 11.20

5.5 Timing and Power Analysis

The timing and power specifications of the tracker device and the target were studied using a LeCroy
WavePro 960 oscilloscope and an AP015 current probe. The probe was placed at the output of the 5 V
power source that supplies the Arduino and the DWM1000 modules.

Fig. 5.17 shows the current drawn by the tracking device. Each of the four pulses grouped together is
the ranging function of one anchor. The lower current limit is marked by the cursor and is around 250
mA. This lower current is related to the Arduino nominal current plus the idle current of the DWM1000
modules. When an anchor is in the ranging process, the current increases to approximately 400 mA that
lead to a peak power of 2 W. These additional 150 mA are related to the TX/RX current of the DWM1000
and it coincides with the specification.
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Fig. 5.17. Current drawn by the tracker device

From Fig. 5.17 it is also possible to analyze the timing of the ranging function. Ranging for one anchor
takes 6 ms and the time between each ranging poll is 11 ms, which leads to a single ranging frequency
of 90 Hz. It takes 38.7 ms to complete the four distance measurements which corresponds to a complete
(new readings from all anchors) ranging frequency of 18 Hz. However, since a new position is calculated
with each new ranging measurement, the only factor slowing down the process is the time it takes to
calculate the new position. Therefore, the actual data rate of the system is found to be approximately 70
Hz. The time between each complete ranging method is probably related to the serial port data write
and the data transfer to the Arduino mini controlling the motors.

The current drawn by the target is shown in Fig. 5.18. The cursor is set at 279 mA which is the top
part of the measured current and leads to an average power of 1.4 W. As opposed to the current pattern
seen in the tracking device, the target keeps a high current and has some pulses going down at some
times. This is because the target module is in the receive state all times, except for short intervals after it
finishes a transmission. Each ranging function can be seen as a group of very short pulses that represent
each of the messages in the ranging protocol. The timing can be calculated again for the target device,
and the results are the same as for the tracking device: 90 Hz for one-to-one ranging and 70 Hz for the
complete data rate.
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6

Discussion

In this chapter we discuss different aspects of the system. The implementation is analyzed to see which
design decisions were beneficial and which ones could have been changed for achieving a better func-
tionality. The results will be discussed by comparing them with previous studies found in literature as
well as evaluating how the system behaves in different scenarios. The main objective of analyzing the
results is to validate the hypothesis of the flipped anchor topology and evaluate the feasibility of such a
system in the proposed applications.

6.1 Ranging Implementation and Results

The software implementation of the ranging functionality was satisfactory. The configuration used in
the DWM1000 was optimal for the desired application (short range and high accuracy). A sampling
frequency of around 70 Hz was achieved with the asymmetric double-sided two-way ranging scheme.
Although the sampling frequency can be increased by using fewer messages in the ranging scheme or
using a TDOA method, the achieved sampling frequency was shown to be sufficient for the tracking
and following functionalities of the prototype.

The ranging results exceeded our expectations. According to the literature review carried out at the
beginning of this project, the accuracy of UWB ranging systems is between 10 cm and 30 ¢cm, for most
implementations. The results presented in Table 5.1, show an average error of 15 cm for ranges between
25 cm and 10 m, however, for ranges between 50 cm and 4 m, the average error is 1.7 cm. As the main
desired application is to follow an object in a short range scenario, the 1.7 cm gives great projection on
the feasibility of the flipped anchors topology.

The ranging results show that the error increases proportional to the distance. This can be related to the
short range configuration of the DWM1000 and/or the offset correction. The latter was implemented
with only a few measurements between 1 m and 4 m, and it is possible that a re-calibration is needed for
higher distances. Even though the error increases significantly with distance, the standard deviation has
a minimal change. This behaviour shows the precision of the UWB modules and provides confidence in
the repeatability of the tests.

The final ranging test aimed to compared the best result of a direct line-of-sight scenario with the a non-
line-of-sight situation. It can be observed in Table 5.2 that the absolute error increases from 1.34 cm to
2.81 cm, which is an increment of 110%. Even though this number might seem high, the percent error
is still low, which hints that the flipped anchor topology could work in NLOS scenarios. However, the
standard deviation of the sample increases from 1.37 cm to 5.86 cm, meaning that the measurements are
not as precise in the NLOS situation.
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6.2 Positioning Implementation and results

In order to perform positioning with this system, multilateration was used along with a linear least
squares algorithm. Positioning measures how accurately the system can pinpoint the non-moving tar-
get in two-dimensional space. The goal when evaluating this implementation was to see how accurate
and precise the system is when attempting to find a static target,as well as how these results are affected
when the system is scaled up or down. Empirically (by viewing the GUI), the LLS method along with
down projection of the initial guess from the LLS algorithm were deemed sufficient to find the approxi-
mate location of the target with high accuracy and at a speed that is required for this type of system to be
useful. The scalability of the prototype was examined by changing the distances between each anchor
on the robot.

The Results chapter shows metrics on how well the solution performs at varying distances with three
different anchor configurations and in both LOS and NLOS situations. The findings reveal that at dis-
tances up to 100 cm all three setups can find the target within 25 cm with the highest accuracy being
2.42 cm at 25 cm away. As the distance of the target from the origin increases, accuracy suffers linearly
at first, but there exists a threshold at which the error spikes rather than continuing linearly (at around
200-300 cm depending on the configuration). For example, this is shown for the 30 cm setup where from
100 cm to 200 cm the error only increases by about 10 cm, but from 200 cm to 300 cm the error grows by
as much as 35 cm. Similar behavior can be observed in the other configurations as well.

Noticeably, the 40 cm configuration achieves the highest positioning accuracy followed by the 30 cm
and 20 cm setups respectively. These results are expected since a shorter distance between the anchors
means that errors which occur in ranging have a more significant effect on the multilateration technique.
However, although the 20 cm setup performed the worst in comparison to the other two architectures, it
was found that even this system performed well at short distances. This is significant since it is desirable
to be able to package the tracking system as compactly as possible in some applications. While the
longer arm composition may be a better solution to use as a static tracking system, the results found in
the positioning tests indicate that a smaller system can still be useful when required for short distance
positioning. Standard deviation behaved similarly in this sense. As distance increased the deviation also
increased, and it was (in general) larger for the shorter setups. These results imply that these smaller
systems will perform more poorly, but, as stated previously, that does not mean that they would have
no use at all.

When an obstacle was introduced to test NLOS performance conflicting results were found in terms of
accuracy. In certain situations such as for the 20 cm setup the accuracy appears to increase significantly
(approximately 25 cm decrease in error), but in others such as the 30 cm case there is a large decrease
in accuracy. At first glance this seems strange, but when viewing the large discrepancy in standard
deviation from the LOS situation it becomes clear that the average accuracy findings suffer greatly from
the deviation. This discovery along with the relatively few simulations run with NLOS makes it difficult
to draw any clear conclusion from the readings. The tracking tests in the following section demonstrate
the effect that NLOS has on the system more clearly and concretely.

6.3 Tracking Results

Tracking involves locating a moving target in real time while the anchor base remains still. Accuracy and
precision remain important in this case, but a new element is now critical: the adaptive Kalman Filter.
The filter ensures that erroneous values are kept to a minimum and its predictive capabilities allow
for quick updates to new position estimates which are required for a moving target. As mentioned in
previous sections there are many parameters that affect the performance of the Kalman Filter, and many
simulations and empirical tests were run to choose the values which best allowed for the system to
behave as intended. Rather than including figures for tests of each different combination of parameters
the report includes different situations for the same setup as defined in the Kalman Filter section of the
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Implementation chapter.

From the figures shown it is observed that the system tracks the moving object with slightly better accu-
racy when the anchors are a larger distance apart. The difference, however, is slight which is surprising
based on the large error differences between configurations during positioning tests. The reason for this
may be due to the fact that the different setups do not have very large discrepancies in accuracy for these
shorter distances, and it may be necessary to perform tests further away to see any significant distinc-
tion. This was not done in this thesis due to space constraints. From viewing the plots it is clear that at
the shorter 1 meter distance the tracking algorithm performs better as expected. Furthermore, it is no-
ticed that the density of points is not consistent throughout the circle plotted by the tracking system for
the 1.6 meter measurements. This occurs when there is high error in ranging from each of the anchors
due to the incidence angle of the incoming signal from the target to each anchor. According to Fig. 5.7 -
5.15 such situations most often occur when the target is at a diagonal from the origin. This causes the po-
sitioning algorithm to “retreat” and estimate positions incorrectly near previously recorded points until
the error is reduced once again. When appropriate readings can be found again the estimates quickly
return to the new correct measurements. However, due to the small period of erroneous values, this
leaves a gap between several points throughout the dynamic tracking. It is possible that this issue is
not significant when tracking an object moving more erratically or perhaps one not at a constant speed,
but in order to demonstrate how well the system can perform this function it was desired to have strict
control over the object’s movement so that results could be stated more definitively.

For the NLOS situation, there is sporadic behavior when the target is blocked by the obstacle. However,
the deviations caused are not quite as significant as one may expect from results garnered in the ranging
and positioning NLOS tests. The system is still able to make fairly appropriate estimates of the target
position.

6.4 Following Results

The tests performed for following evaluate the ability of the tracker to shadow another object’s move-
ment. They assess both the positioning functionality in a dynamic environment as well as the movement
function, which controls the motors based on the position of the target. The results presented in Table
5.5 show a mean absolute error of 5.84 cm which is less than 10% of the specified distance between the
tracker and the target.

The average standard deviation among setups is 10.65 cm. The standard deviation represents the vari-
ation in the distance between the tracker and the target while the test is performed. The high results in
standard deviation are most likely linked to the fact that the tracker has a higher speed than that of the
mBot robot; given this, the tracker would approach the target very quickly and then stop until the target
surpassed the 60 cm boundary again. This constant approaching and stopping generates an error in the
following precision as can be seen in the standard deviation.

One of the main advantages of using the following functionality over the tracking functionality is that
the tracker always tries to keep the target in front of it (an x-coordinate close to 0 and a positive y
coordinate). This functionality reduces the error linked to the incidence angle between the target module
and the anchors. As seen in the tracking tests, when the target is moving around the anchors the error
in the positioning increases depending on the angle of incidence between the DWM1000 module in the
target and the modules in the anchors.

The capabilities for following were also tested in other scenarios that are not reported in this document
due to the impossibility to repeat the tests with a high level of confidence. These tests were mostly car-
ried out by following humans in indoors and outdoors environments. The tracker performs as intended:
following the target and maintaining the predefined distance. It showed high reliability while moving
in unobstructed scenarios as well as more complex environments such as an office with doors, walls,
and divisions.
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Even though the positioning and tracking results showed high accuracy in non-line-of-sight scenarios,
the following functionality showed a high degree of disturbance when direct line-of-sight is perma-
nently removed. For example, carrying the target in the front pocket while the tracker is following
behind, leads to an unpredictable behavior of the tracker, which can crash against the followed object
or a wall. However, when the line-of-sight is removed for a short period of time (for example a person
walking between the target and the tracker), the functionality and availability of the tracker are barely
affected, which implies an improvement over machine vision systems.

6.5 Possible Applications

The results have shown that UWB ranging gives high-accuracy results, which makes the tracker ideal
for applications where the distance between two objects is to be found. Event though the accuracy of
the positioning is not as accurate as the ranging, it is still better than other positioning systems and tech-
nologies such as GPS, WiFi or BLE at distances within a few meters. Nevertheless, results also showed
and increase in the positioning error proportional to the distance which limits the field of application to
short range scenarios. The configuration of the DWM1000 UWB module can play an important role in
this limitation and is to be studied to understand the trade-off between accuracy and range.

Even though the position accuracy was not as high as expected, the tracker showed very good following
capabilities using the different anchor setups. This shows the suitability of the framework to be imple-
mented in these types of applications. As mentioned previously, the error-range relation will limit the
functionality of the tracker when following objects and will set a boundary to the possible following
applications.

In general, the framework presented in this thesis can be further developed and used in several ap-
plications. For example, it can be used for tracking and following humans in indoor or outdoor envi-
ronments. The target can also be a robot or a series of robots, allowing the user to build autonomous
convoys or caravans. Furthermore, the tracker can act as a portable high-accuracy (compared to other
systems) tracking system that allows for positioning multiple tags in a nearby area without the need of
installing anchors or references across the room.
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Conclusion

A framework for a relative real-time tracking system based on UWB has been presented. The tracker
prototype fulfills the specifications defined at the beginning of this project and proves that the flipped
anchors method is a viable solution for tracking and positioning. The results show that UWB ranging
has a high level of accuracy and precision reaching a minimum error of 1.34 cm at 300 meters with a
standard deviation of only 1.37 cm, making this technology ideal for this kind of system. The accuracy
was also high with the implemented filters and positioning schemes, achieving an error of only 16.90 cm
with a 3.78 cm standard deviation at 100 meters. This surpasses the desired goal of achieving accurate
position estimates within 30 cm. The capabilities for following of the prototype were also tested and
showed exemplary functionality and reliability at distances within 5 meters.

Due to the high data rate of 70 Hz it is rare for the system to miss information for a significant amount
of time. This coupled with the inherent material penetration properties of UWB allows for a system that
rarely produces completely erroneous results or has a hard failure. This type of robustness is important
as it was a goal set for the project and allows reliable demonstration of the final product.

The Future Work chapter provides many ways of expanding upon this implementation and improving
its performance. The thesis was completed using common components and the code will be made public
through Cybercom AB’s Github repository in order to allow for improvements without a large number
of restrictions.

The final prototype including all necessary components had a cost of approximately $295. It is difficult
to categorize this value as low or high since there are very few systems that utilize this same approach.
However, indoor positioning systems utilizing UWB can cost as much as $670 [58]. In terms of power
consumption, the results show a 400 mA peak consumption in the tracking device, which can be divided
into 250 mA drawn by the Arduino M0 and 150 mA drawn by the DWM1000 when transferring or
receiving data. Itis clear that the main sources of dissipation are these two components and any attempt
to reduce power should start by re-evaluating this selection.

Lastly, the thesis set out to verify if an UWB system can remove the necessity to have direct LOS between
the anchors and the target. Based on the results it appears that such an accomplishment is possible.
Although many findings in this work when dealing with LOS are inconclusive, they show promise in
terms of what may be accomplished if this implementation is expanded. The ranging capabilities of
the UWB modules show that they are certainly capable of penetrating solid material. Furthermore, the
tracking and following tests showed that the device can competently continue to estimate the position
of the target if there is a temporary disturbance in LOS. Issues arise when LOS is constantly unavailable;
this can lead to high obfuscation of signals and erroneous positioning estimates.

The framework for a relative real-time tracking system is the first stepping stone for consumer products
that wish to have the capability to track and follow a specific target with a compact solution. This thesis
has laid out the groundwork for further implementations that can enhance the capabilities of such a
system in order for it to be a viable approach to solving common problems encountered in tracking
devices. The thesis proved that the development of such a system is not only possible, but that it has
functionality that exceeds expectations in terms of accuracy and precision. Furthermore, this work has
been done in order to allow for a robust and scalable platform to allow for further enhancements.
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Future Work

The framework was implemented in a way that can easily be developed further. This was achieved
by using the Arduino platform which is widely known by engineers both in the embedded and non-
embedded fields. The Arduino platform has a large amount of documentation and open communities
that help in the development and troubleshooting of applications. Moreover, the interaction between
the Arduino microcontrollers and the DWM1000 was based on the arduino-dw1000 library, which uses
standard nomenclature and functions for configuring and controlling the DWM1000 modules from the
Arduino. Scalability was a concrete goal of the project and by using components and methodology that
is fairly common, the ability to grow the framework is simplified.

The main purpose of this thesis was to develop a framework for relative positioning rather than an end
user application. Therefore, the future work is presented from the framework perspective, that is, how
could the framework be improved for better functionality or what is missing before it can be turned into
a final application.

The results showed a trade off between range and accuracy that limits the possible applications and
functionality of the system. The observed trade off is valid for only one configuration setup which was
tested in the DWM100, however, other configurations and combinations of setup parameters are to be
tested to better understand the relation between range and accuracy. With better comprehension of this
relation it would be possible to define different modes of operations depending on the requirements of
the application which could be either long range and lower accuracy or short range and high accuracy.
The final configuration used on the DWM1000 will also affect the power consumption of the system and
it can be interesting to study this relation in order to characterize the DWM1000 power consumption
according to its configuration.

The ranging protocol showed to be reliable and fast enough for the desired application, however, im-
proving the sampling frequency of the ranging would improve the resolution of the following function-
ality and allow the implementation of adaptive filters of higher complexity. One way to increase the
sampling frequency is to re-use the communications messages from the target to the anchors. For exam-
ple, instead of sending a poll for every anchor, just send one poll from the target and use the received
time at each anchor for the ranging protocol. Another way for increasing the sampling frequency is to
use TDOA instead of ADS-TWR. In that case, only one message from the target to all the anchors would
be enough for positioning the target. However, it relies on the clock synchronization on the anchors side
which is not permitted by the DWM1000 module. The robustness of the prototype is quite sound, rarely
failing and maintaining high data rates. However, this can still be improved upon by the previously
mentioned methods as higher data rates lead to more readings to simplify tracking and following.

Since the beginning of the project is was proposed to use four anchors as it represents better the flipped
version of an indoor positioning system using four references in the corners of a room. It was assumed
that four anchors placed in a small robot would give a better omnidirectional symmetry and could
behave better with a target moving around it. Furthermore, it was also assumed that using four anchors
gives a better accuracy than a system with less anchors. Nevertheless, it would be interesting to study
the possibility of implementing the system with three anchors or less as this could reduce the cost,
complexity, size, and power consumption of the device.
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Another functionality that, although not critical, can improve the reliability of the system is fault tol-
erance. Several functions can be implemented in order to handle errors or failures in the system. For
example, upon the failure of one of the anchors, the system could go into a graceful degradation mode
where only three anchors are used for positioning the target. Parameters as the first path power, received
power and TOF can be monitored and combined to detect errors in the measurements and provide
higher confidence.

As mentioned in the implementation section there are many ways to implement positioning methods
and adaptive filters. There was not enough time during this thesis work to attempt numerous methods
for these functions, but for others continuing the work there are several possibilities that may lead
to improvements. For instance, the Kalman Filter used is the simplest form of this adaptive method.
The algorithm has other implementations such as the Extended Kalman Filter (EKF) and the Iterative
Kalman Filter (IKF). Particle filtering is also a useful method to perform adaptive error correction as well
as a technique known as elliptical gating. Sensor fusion can also be used to upgrade the performance of
the filtering. These methods are more computationally expensive and may lead to other limitations in
the system, but they are worth exploring to see if they offer improvements over the current system.

Similarly to the adaptive filter methods, there are many ways of performing multilateration predictions.
The method used in this thesis is LLS which is efficient and quick but may not be the most accurate (as
we used other methods to mitigate prediction errors as well). As mentioned earlier in the paper this
can be extended to weighted least squares or non-linear least squares. While these approaches weren’t
deemed necessary for this basic prototype they may, if implemented, be able to improve performance.

Although optimizing the movement functionality was not in the main objectives of this thesis, it was
developed in a reliable and time-efficient way by using a second Arduino Mini to control the motors.
The choice of using a different Arduino for this task was made in order to not disturb the ranging
program flow running on the Arduino MO. There is a possibility of implementing a real-time operating
system (RTOS) in the Arduino MO that can schedule the ranging and movement tasks in an efficient way,
without disturbing each other. However, as the ranging is highly dependent on time measurements and
processing delays, a great amount of caution is needed in order to maintain a high accuracy.

The movement of the robot can also be improved by implementing an obstacle detection functionality.
This will improve the reliability of the robot while following an object in complex environments as it
can autonomously navigate through obstacles while still keeping track and following the target. An
obstacle detection functionality can also be used to detect NLOS situations and go into a fail safe mode
if necessary.

Depending on the final application it may be necessary to increase the number of targets or tags being
tracked. This can be done by adding identifiers to each target and allowing the tracking system to inde-
pendently poll each target. While this will most likely reduce overall data rate, there may be methods
to achieve appropriate functionality for such an application.
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