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Jithinraj Sreekumar
Shreya Desai
Department of Computer Science and Engineering
Chalmers University of Technology and University of Gothenburg

Abstract
Scene change detection helps to detect changes in a pair of multitemporal images of
the same scene. We apply the concept of scene change detection to detect misplaced
objects in a passenger vehicle. Deep learning neural networks have been extensively
used in scene change detection. We study scene change detection using the classical
Watershed algorithm and machine learning algorithms. In machine learning, we
exploit the feature extraction capability of ResNet and Spatial Pyramid Pooling to
predict the scene change. The performance of the classical and machine learning
algorithms are also compared. The models are trained on a custom dataset and eval-
uated using the metrics, dice coefficient, mean intersection over union (mIoU) and
pixel accuracy. We infer that the machine learning model significantly outperforms
the classical model in terms of mIoU score.

Keywords: scene change detection, machine learning, semantic segmentation, convo-
lutional neural network, residual neural network, siamese network, spatial pyramid
pooling
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1
Introduction

Scene change detection is an appealing subject in computer vision. It is a process
that detects change in two multitemporal images of the same scene, as shown in
Figure 1.1.

Figure 1.1: Scene change detection

The basic idea of scene change detection is to detect the change in an image. The
following scenario of a passenger boarding a vehicle will illustrate the process of scene
change detection. First, two different images are captured as the passenger enters
and exits the vehicle. The images are captured using multiple cameras mounted at
an angle above the back seat of the vehicle. The two images captured at different
timestamps are used as input to an algorithm for detecting objects in the interior
scene of the vehicle. The objects may be a bag, a mobile phone, keys, an umbrella,
etc. The aim is to identify such objects that are not previously present in the vehicle.
Also, the passenger can be notified about the misplaced objects. The algorithm
should also ensure that no items belonging to the driver are detected if they have
been placed in the back seat along with the passenger’s items. We can apply this
concept to taxis or other passenger vehicles.

Scene change detection using classical computer vision algorithms have been in prac-
tice for a long time [1, 2]. The ability to learn solutions from observational data
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1. Introduction

makes machine learning an interesting technique to use for scene change detection.
Machine learning concepts include powerful tools that can build complex appli-
cations, learn semantics, and extract useful features from images and videos. It
addresses the limitations of classical techniques by taking on tasks associated with
the human brain, which is capable of recognising objects and patterns, making vi-
sual classifications, and so on [3, 4, 5, 6]. Various scene change detection methods
are studied and applied in remote sensing, street monitoring, etc.

To detect the changes in a scene, there should be a technique to distinguish the
objects in images. It can be achieved by image segmentation. Image segmentation
is the process of extracting meaningful information from an image by segregating the
pixels. The pixels can be characterized based on texture, intensity level, shape, etc.
Image segmentation can be further divided into semantic segmentation and instance
segmentation. Semantic segmentation is a process that associates each pixel in an
image with a class label, while instance segmentation is a process that assigns a
unique ID to each object. Semantic segmentation is an important component of
scene parsing. Figure 1.2 illustrates the process of semantic segmentation. Here,
the object pixel (foreground area) in the image is associated with a class label.

Figure 1.2: Semantic segmentation

A convolutional neural network is considered as the backbone for most image seg-
mentation tasks. It forms a powerful architecture for feature extraction and classi-
fication. It is good at processing the data to create a large feature space from an
input image which is encoded in the architecture. It allows the network to learn and
self-train the appropriate features for a given task by itself that makes it suitable for
image-focused tasks [7]. This ability of the convolutional neural network helps re-
searchers to explore its use for image segmentation. There are several architectures
in the field of convolutional neural networks, for example, GoogleNet [8], AlexNet
[9], VGGNet [10], ResNet [11].

Convolutional neural network with deeper network architecture can provide more
accurate prediction results. However, with deeper networks, it is more difficult
to train the model and it is difficult to draw a conclusion about the accuracy of
the model. Residual Neural Network (ResNet) attempts to mitigate this problem.
ResNet is a kind of architecture in the field of convolutional neural networks. ResNet
is a popular convolutional neural network. There are different versions of ResNet
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1. Introduction

which contain 18, 34, 50, 101, 152 layers. The significance of layers and their
selection will be discussed in the following chapters.

The main objectives of this study are:

1. Implement an existing classical algorithm and evaluate its performance on the
custom (user-defined) dataset.

2. Implement new machine learning algorithms inspired by the existing studies
and evaluate their performance.

The work is divided into six chapters. Chapter 1 briefly describes the basic concepts
of scene change detection. Chapter 2 discusses the technical background of classical
and machine learning algorithms. Chapter 3 reviews the existing studies dealing
with scene change detection and semantic segmentation. Furthermore, Chapter 4
discusses the methodologies for implementing the classical and machine learning
algorithms. Chapter 5 presents the results and compares the performance of both
the algorithms. Finally, the decisions made for each algorithm implementation are
discussed and the results are summarized in Chapter 6.
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2
Technical Background

In this chapter, we will walk through the theoretical aspects of classical and ma-
chine learning algorithms for scene change detection. Section 2.1, briefly explains
the theoretical concepts of the watershed algorithm. Section 2.2 briefly discusses
the concepts of a neural network, weight initialization, convolutional neural net-
works, residual neural networks, global average pooling and 1x1 convolution. This
section also explains the activation function, loss function, optimization algorithm
for training the model, and the metrics for evaluating the performance of the model.

Subsection 2.2.12 explains the technical background for implementing ResNet50
based model. The feature extraction architecture of ResNet50 and the architecture
for reconstructing a segmented scene change map are explained. Also, the ResNet50
based models developed for this study are presented in Subsection 2.2.12.3. Sub-
section 2.2.13 describes the technical background for the Spatial Pyramid Pooling
model.

Section 2.1, Section 2.2, Subsection 2.2.2 - 2.2.11 can be skipped if the reader is
familiar with the classical watershed algorithm and machine learning concepts.

2.1 Watershed Algorithm

The notion of the Watershed algorithm is that it considers an image as a topographic
surface and is divided into multiple catchment basins or watershed basins [12]. It
transforms an image such that the catchment basins are the objects that we want
to identify. The Watershed algorithm was introduced in 1978 and further developed
in 1982 by Serge Beucher [13]. It has been successfully used in image processing,
especially in image segmentation [14, 15].

The Watershed algorithm works on a grayscale image, applying segmentation to the
gradient of an image. It is a region-based algorithm that looks for the similarities
between pixels and regions. Each region in the image is characterized by the gray
levels of an image. And, any variation in the gray levels will result in small gradient
values.

5



2. Technical Background

Assume the available image datasets are based on the RGB color model. An RGB
image has three channels: Red(R), Green(G), Blue(B). Here, the red/green/blue
channel is also referred to as a feature map. In image processing, a channel is the
grayscale image of the same size as a color image, made of just one primary color
(Red(R), Green(G), Blue(B)). It carries the intensity information about the image
corresponding to a pixel value. A grayscale image has a single channel: It contains
only one of the primary colors. Figure 2.1 shows two RGB based input images used
for scene change detection (RGB values (R, G, B) are highlighted in yellow in the
bottom left of the two images).

Figure 2.1: RGB image pair

Since the Watershed algorithm operates on a single grayscale image, the scene change
is detected in two different images by first taking the absolute difference of the two
RGB input images. The absolute difference image is then converted to a grayscale
image, as shown in Figure 2.2 (grayscale value (L) is highlighted in yellow in the
bottom left of the image).

Figure 2.2: Absolute difference of RGB images (grayscale)

6



2. Technical Background

Image segmentation can also be done based on the shape of objects, using the
distance transformation function. The distance transformation function calculates
the distance between the object pixel and the nearest background pixel such that
high intensity pixels are turned into catchment basins. It works with a binary image
so that all object pixels are set to maximum intensity ‘255’ (white pixels), and the
background pixels are set to lowest intensity ‘0’ (black pixels). The binary image is
obtained by applying morphological transformation operators (discussed in section
2.1.1) and then thresholding. The Watershed algorithm works best with an image
on which a distance transformation has already been applied. Image segmentation
using the Watershed transform works better if the foreground objects can be marked
well or defined from the background area. It helps in extracting the desired objects
from the image.

2.1.1 Morphological Transformation
Morphological transformation is a powerful preprocessing step. It is essential to
improve the quality of an image, highlight the required features and remove noise or
distortion. It includes operators that are mainly used to analyze binary images to
enhance the image, remove noise, detect edges, etc. It uses a kernel or structuring
element to determine the type of transformation.

The following are the main operators of morphological transformation.

1. Erosion: The basic idea is to gradually chip away the boundaries of fore-
ground objects. A pixel in the binary image (value 0’s or 1’s) is considered 1
only if all pixel values under the kernel are 1. Otherwise, the pixel will be con-
sidered 0 and eroded. This operation always tries to keep the sure foreground
area (object pixel) in white and rest of the area in black.

2. Dilation: It is the reverse of erosion. In this case, if at least one-pixel value
is 1, the pixel value is considered to be 1.

3. Opening: There are two operations performed by this operator usually in the
following order: first is erosion, and then a dilation operation.

4. Closing: It is the reverse of opening.

2.2 Neural Networks
Neural networks are inspired by the capability of the biological neural system to
process experimental data in the brain. The basic computational unit is a neuron. In
the biological model, neurons receive and process information from their dendrites.
The processed information is then transported along the axon to the terminal unit,
the synapse. The output of this neuron forms the input for other neurons. The
learning ability of the brain occurs through a series of activations of the neurons
[16].

7



2. Technical Background

Figure 2.3, shows the computational model of a neuron.

Figure 2.3: Neuron

Each neuron performs the following calculation: performs dot product with the
input (xi) and its weights (wti), then add the bias and apply a nonlinear function
(fn).

Neural networks are a group of neurons. They are interconnected in the form of
an acyclic graph. It receives input and goes through a series of hidden layers. The
hidden layer consists of neurons and is independent of each other. The neurons in
every layer are interconnected. In other words, the output of a neuron is a linear
transformation of the previous layer combined with a nonlinear activation function.

2.2.1 Initialization
The purpose of weight initialization is to prevent the following problems:

1. Vanishing gradients: During training, the weights are updated based on the
errors which are backpropagated. As we add more layers to the network,
the errors during backpropagation fail to reach the initial layers. Therefore,
the amount of gradient information decreases and eventually does not reach
the initial layers. This is called vanishing gradient problem. The vanishing
gradient problem can occur if the weight initialization values are very small.

2. Exploding gradients: The value of weights to be updated in each layer becomes
large when larger values of gradient information gets accumulated in the layers.
This is called exploding gradient problem. The exploding gradient problem
can occur if the weight initialization values are very large.

8



2. Technical Background

Kaiming et al. (2015) [17] define the weight initialization using the following formula:

W ∼ N (0, 2/nl) (2.1)

where W is the initial weight matrix that depends on d (total number of filters).
The weights of these filters are represented by every row in W (W is a matrix of
size d×n), N is the normal distribution with mean zero and variance 2/nl, nl is the
number of connections in a layer l. The standard deviation in the above equation is√

2/nl.

2.2.2 Convolutional Neural Networks
Convolutional neural networks are similar to neural networks in that they consist
of layers. It may consist of many hidden layers and millions of parameters. When
compared to the fully connected layers in the neural networks in Section 2.2, the
output of the convolutional layer is the result of applying convolutions to a subset
of the neurons in the previous layer.

Figure 2.4 shows the basic convolutional block, where a kernel/filter (represented as
a matrix) in the convolutional layers, slides over the image (input image matrix) in
the convolutional layers to create a feature map for the next layer. A kernel/filter
is used to detect the essential features in an image. The feature map is the result of
element-wise multiplication of the input image matrix and the kernel matrix. The
kernel maps a subset of neurons from the previous layer to a single neuron in the
next layer to create a feature map.

Figure 2.4: Convolutional block and feature maps

The mathematical concept of convolution [18] is explained by first defining convo-
lution in one dimension. A convolution is an operation on two functions f(x) and
g(x) that results in (f(x) ∗ g(x)) at point x. Here, f(x) and g(x) represent one
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2. Technical Background

dimensional function. It is blending one function over the other. In mathematical
terms, convolution is an integral that evaluates the overlap of a function g(x) shifted
over another function f(x). It is evaluated for all shifts and thus yields a convolution
function, h(x). A one-dimensional convolution of two discrete functions f(x) and
g(x) is given using the following formula:

h(x) = f(x) ∗ g(x) =
+∞∑
−∞

f(a) · g(x− a) (2.2)

where ‘a’ is the shift.

A convolution in two dimensions is used when the input is an image. Let f(x, y) be
the input image and g(x, y) be the kernel function. Then a convolution of the input
image and kernel function is given using the following formula:

h(x, y) = f(x, y) ∗ g(x, y) =
+∞∑

a=−∞

+∞∑
b=−∞

f(a, b) · g(x− a, y − b) (2.3)

where ‘a’ and ‘b’ are the shift.

A convolutional neural network [19] is independent of spatial dimension and takes
an image with two/three dimensions as input. It also consists of learnable weights
and biases. In general, a convolutional neural network transforms the input image
pixels, layer by layer into a final class probability score in a classification task.
Convolutional neural networks form the backbone in computer vision applications
such as pattern recognition, image classification, object recognition, etc.

The convolutional neural network architecture can be divided into three main layers:

1. The first layer is the convolutional layer. It forms the basic block of convolu-
tional neural networks. It takes an image as input to create a feature space
by scanning each pixel. The convolutional layer is followed by the activation
function, which is a nonlinear transformation operation.

2. The second layer is pooling, where the dimensionality of the feature space is
reduced to extract more finer features. This is also known as downsampling.
The pooling layer does not contain any parameters.

3. The final convolutional layer consists of vectors of feature maps. These vectors
are passed to the fully connected layers, which form the third layer. Softmax
regression often follows, such that the output of the network is a probability
distribution with respect to the predicted classes. The fully connected layers
help the network generalize its prediction by compiling the features extracted
from the previous layers.

The parameters in the convolutional and fully connected layers are trainable. A
training should ensure that the class likelihood score matches the ground truth
image in the training dataset. Gradient descent is a common training method.

10



2. Technical Background

2.2.3 Residual Neural Network (ResNet)

In a simple convolutional neural network where the convolutional layers are stacked
on top of each other. A convolutional neural network with more layers can provide
more accurate results. There are two scenarios to consider when more layers are
added to the network: the network learns new weights, or the network does not
learn any new weights. When the network does not learn new weights, it could
result in a state where the weights are not updated effectively during each training
phase. Here, adding more layers would only increase the computational overhead,
and no improvement in terms of accuracy.

ResNet [11], a kind of convolutional neural network architecture, is used to mitigate
this problem. It uses a residual block. The residual block consists of a residual
function F (x) and an identity mapping function as illustrated in Figure 2.5. The
residual function F (x) is given using the following formula:

F (x) = H(x)− x (2.4)

where x is the input to the residual block, H(x) is the final output of the residual
block. The residual function is the difference between the input and the output of
the residual block. This allows the network to learn F (x) instead of H(x). Along
with F (x), the residual block also give our network the ability to learn the identity
mapping of the input to the output. The above equation can be rearranged as
follows:

H(x) = F (x) + x (2.5)

H(x) is passed to the following layers in the network.

The advantage of using residual function F (x) is that the network learns new
weights, say wt1 and wt2, from the convolutional layers (Layer1 and Layer2 de-
picted in Figure 2.5) in the residual block. In the worst case, when the network does
not learn any new weights, i.e., when the weights in the residual block tend to zero,
the identity mapping of the input layer is used. The identity mapping ensures that
the previously learned layers are passed on to the subsequent layers. This approach
helps to maintain the accuracy of the network.

Figure 2.5 represents the residual block with added weights and an activation func-
tion, ReLU. The layers in the residual blocks are connected in such a way that few
layers are skipped between them. This is often referred to as skip connection or
shortcut connection. The layers in the residual blocks are connected in such a way
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Figure 2.5: Residual block

that few layers are skipped between them. This is often referred to as skip connection
or shortcut connection. The blue line in Figure 2.5 represents the skip connection
where Layer1 and Layer2 are skipped. The skip connection is basically an identity
mapping function. Here, the input from the previous layers is added to the output
of another layer.

ResNet uses identity mapping function [20] to overcome the vanishing gradient prob-
lem and accuracy degradation problem when more layers are added. Applying iden-
tity mapping to the input will yield an output that is identical to the input. Let X
be the input and I be the identity mapping, then their product isXI = X. In Figure
2.5, Gradient 1 (green dotted line) represents the gradient traversing back through
the residual function during backpropagation, and Gradient 2 (orange dotted line)
represents the gradient traversing back through the identity function during back-
propagation. The new gradients are computed by updating the weights ‘wt1’ and
‘wt2’. The gradients become smaller and may eventually vanish. Here, the gradients
reach the initial layers by skipping the residual block. This ensures that the network
updates and learns the correct weights.
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2.2.4 Global Average Pooling (GAP)
A pooling operation is used to reduce the dimension of an input by encapsulating
significant features of the feature map. Global Average Pooling (GAP) [21] is a
pooling operation that computes the average of each feature map to encapsulate
significant features in the input. It is also used to reduce the spatial dimension of
an input by averaging the individual feature maps to output robust spatial infor-
mation of the input using its pooling operation. In a convolutional neural network,
GAP layer is commonly used after the last stage of convolution where there are
large number of feature maps. GAP layer does not add any new parameters in the
network. Therefore, it speeds up the training process of the network and minimizes
the overfitting problem.

Figure 2.6: Global average pooling

Given a three-dimensional input (width,height,depth), GAP reduces the dimension
to (1,1,depth), as shown in Figure 2.6. For example, let the output dimension of
a convolutional layer be [wxhxd]:[15x20x2048]. The layer GAP takes the average
over the [wxh] values, so it transforms [15x20x2048] to dimension [1x1x2048]. Here
depth(d) is the range of values, e.g. 0-255, in a channel.

2.2.5 Conv 1x1
Conv 1x1 (1x1 convolution) is a convolution process using a single filter of size 1x1.
It helps in reducing the dimension depth-wise, so that n channels are embedded into
a single channel.

Assume an image of dimension [480x640x3] and a filter of size [1x1x3] as shown
in Figure 2.7. We use a single filter (filter=1) to perform 1x1 convolution. After
performing 1x1 convolution, the number of channel of the input image, 3 in this
case, is reduced such that the output is of dimension [480x640x1].
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Figure 2.7: Conv 1x1

Conv 1x1 is used in the ResNets’ bottleneck design (explained in Subsection 2.2.12).
Conv 1x1 layer is usually added before an expensive convolutional layer, such as 3x3
or 5x5. Conv 1x1 [21], is often followed by a nonlinear activation function, such as
ReLU, allowing the model to learn more deeply and adjust weights efficiently during
backpropagation.

2.2.6 Rectified Linear Unit (ReLU)
ReLU function [22] is defined by the following formula:

S(x) = max(0, x) (2.6)

It gives an output x, if x is positive and 0 otherwise.

Figure 2.8: ReLU Function [23]
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It is important to understand the problem with activation functions like the sigmoid
and tanh functions. A general issue is that they saturate, which means that if the
input values are large, then in the case of tanh and sigmoid, they tend to 1. If
the values are not large they tend to -1 in terms of tanh and 0 for sigmoid. These
properties lead to challenges especially in case of adapting the weights for improving
the performance of an algorithm.

A solution to this problem is an activation function that helps an algorithm to learn
the complex relations in a given data (nonlinear in nature) and at the same time
behave like a linear function such that SGD can be used to train neural networks.
Also, it should not easily saturate like the other activation functions. In such cases,
the ReLU function is suitable and gives better performance. Kaiming initialization
is often used with ReLU activation function.

A few advantages of ReLU are: It is computationally inexpensive compared to most
of the other activation functions, such as sigmoid. ReLU is used to enable better
training of deep neural networks by mitigating vanishing gradient problem.

2.2.7 Loss Function
A loss function is used to measure the degree of relationship between the prediction
and the ground truth label. The total loss is taken as an average over a set of data
and is calculated using the following formula:

L =
N∑

i=1
Li/N (2.7)

where N is the number of training or validation datasets; i is the ith training sample
in a dataset; Li is the loss calculated for ith data sample. We will now define Li for
binary cross entropy loss.

Binary Cross Entropy (BCE): Binary cross entropy loss is used in binary classi-
fication or segmentation problem, where an output predicted by the model is binary:
0 or 1. Binary cross entropy loss is defined using the following formula:

Li = −[gti ∗ log(predi) + (1− gti) ∗ log(1− predi)] (2.8)

where gti is the ground truth class value for the ith training sample, 0 or 1; predi is
the predicted class value for the ith training sample, 0 or 1.

For binary classification problems, the output layer uses a sigmoid1 function followed
by BCE loss. The sigmoid function is applied to the predicted output so that the
resulting values are between 0 and 1. Given an input x, the sigmoid function is

1Sigmoid/Logistic function converts real numbers into probabilities in the range [0,1]
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given by,

S(x) = 1/(1 + e−x) (2.9)

As x approaches infinity, S(x) approaches 1 and as x approaches negative infinity,
S(x) approaches 0.

Dice Loss: The Sørensen–Dice coefficient [24] or the dice loss [25], is the harmonic
mean of recall and precision.

Recall is the measure of actual features that are retrieved and is defined using the
following formula:

Recall = TP/(TP + FN) (2.10)

where TP (True Positive) is the number of cases in which the model predicts a class
and the class is also present in the ground truth; FN (False Negative) is the number
of cases where a class is present in the ground truth and the model does not predict
it.

Precision is the measure of positive features among the actual features retrieved and
is defined using the following formula:

Precision = TP/(TP + FP ) (2.11)

where FP (False Positive) is the number of cases in which the model predicts a class
and the class is not present in the ground truth.

In terms of recall and precision, Dice coefficient is defined using the following for-
mula:

Dice coefficient = (2 ∗Recall ∗ Precision)/(Recall + Precision) (2.12)

Dice coefficient attaches equal importance to false positives (FP) and false negatives
(FN) as shown in Figure 2.9. Therefore, it is highly immune to class-imbalanced
datasets.

As illustrated in Figure 2.9, the union of prediction mask and ground truth label
is the number of pixels present in prediction mask, in ground truth or both in
prediction mask and ground truth label. The intersection of prediction mask and
ground truth label is the number of pixels present both in prediction mask and
ground truth label.
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Figure 2.9: Dice coefficient

Dice coefficient = (2 ∗ Intersection)/(Union+ Intersection)
= (2 ∗ TP )/((2 ∗ TP ) + FN + FP )

(2.13)

Dice loss = 1− Dice coefficient (2.14)

2.2.8 Optimizers
Adam (Adaptive moment estimation): Adam [26] is a method of first order
stochastic gradient optimization. It is an extension of the classical stochastic gra-
dient descent algorithm. It additionally performs step-size annealing and computes
the learning rates adaptively from the estimates of the first and second moment
of the gradients. In the pytorch library, the running means of the gradients and
its square are computed from the coefficients, β1 and β2. The parameter updates
depend on the value of the momentum. The momentum update ensures that the
parameter updates are in the direction of the constant gradient of the loss function.
This guarantees a better convergence of the network.

2.2.9 Learning Rate Scheduler
Reduce on Plateau (RoP): Learning rate schedulers are used to anneal the learn-
ing rate over time. RoP is a learning rate scheduler that dynamically reduces the
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learning rate based on the validation loss. Machine learning models often benefit
from reducing the learning rate by a certain factor. For example, the learning rate
is reduced every 5 epochs. In the Pytorch library, this is fulfilled by the ‘patience’
parameter. Once the patience value is set, the scheduler monitors a metric, such as
validation loss, for improvements. If there are no improvements for the set patience
value (number of epochs), the learning rate is reduced by a factor of 0.1 by default.

2.2.10 Metrics
There are several metrics that are commonly used to evaluate the accuracy of the
semantic segmentation, such as pixel accuracy, mean intersection over union (mIoU),
dice score, etc., [27, 28].

Pixel Accuracy: Pixel accuracy is the measure of number of correct pixels among
the total number of predicted pixels. It allows us to compare each pixel of the
predicted masks with the ground-truth label.

Intersection over Union (IoU): IoU or Jaccard’s Index is the area of overlap
(intersection) between the predicted segmentation and ground truth divided by the
area of union of the predicted segmentation and ground truth, as shown in Figure
2.10.

IoU is a measure of the percentage of overlap. Therefore, IoU is a value between 0
and 1, where 0 represents no overlap and 1 represents that the prediction and ground
truth overlap completely with each other. A higher value of IoU corresponds to more
accurately predicted segmentation.

Figure 2.10: Intersection over Union (IoU)
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IoU is defined using the following formula:

IoU = Intersection/Union

= TP/(TP + FN + FP )
(2.15)

Dice score: The dice score or dice coefficient has already been covered in the section
2.2.7 when discussing about dice loss.

2.2.11 Transfer Learning
In machine learning, transfer learning is an approach that aims at gaining knowledge
by solving a problem and using it to solve another related problem. There are two
types of transfer learning [29] in convolutional neural networks: Feature extraction
and fine-tuning. In feature extraction, a pre-trained convolutional neural network
such as ResNet50, VGG16 etc. is chosen for feature extraction. The weights of the
pre-trained model are frozen. A few layers can be added to the frozen layers and
then trained. In fine-tuning, a pre-trained model is used to re-train the entire model
by updating the weights through backpropagation. The pre-trained ResNet50 is
trained on 1.2 million images with 1000 classes. The last fully connected layer is
usually removed and the rest of the layers are trained for feature extraction.

The transfer learning process includes initializing a pre-trained model, choosing
the fine-tuning or feature extraction, defining the optimization algorithm to update
the correct weights. Finally, the model is trained, the model is validated to check
if the model learns, and then tested to evaluate if the model has learned. It is
computationally intensive and takes longer to train a convolutional neural network
on a huge dataset like Imagenet. The Pytorch library model_zoo contains a list of
pre-trained convolutional neural network architectures. As mentioned earlier, the
model can be trained either from scratch, the lower layers or only the last layers.
It is important to carefully select the pre-trained model based on the problem to
achieve the desired prediction.

2.2.12 ResNet50-Siamese
2.2.12.1 Architecture of ResNet50

ResNet50 takes an input image of spatial dimension [height,width,channels]. The
width of an image is multiple of 32. The number of channels should be 3. Each
residual block consists of three convolutional layers.

ResNet50 has four main convolutional stages. The input size is halved and the
channel width is doubled in each convolutional stage. The architecture of ResNet50
is depicted in Figure 2.2.12.1 [11].

There is an initial convolutional module performed with a 7x7 kernel size and 64
kernels, followed by max-pooling with 3x3 kernel sizes. A stride of 2 is used. For
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an input dimension [480,640,3], the output dimension of the initial convolution is
[240,320,64] and the max-pooling layer will be [120,160,64].

Figure 2.11: ResNet50 architecture

The first stage has [1x1, 64], [3x3, 64] and [1x1, 256] kernels, stacked together as
the residual block. There are three residual blocks which results in 9 layers. Here,
[1x1, 64] represents 1x1 convolution and 64 filters/kernels.
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The second stage has [1x1, 128], [3x3, 128] and [1x1, 512] kernels. These kernels are
stacked together and repeated four times, resulting in 12 layers.

The third stage has [1x1, 256], [3x3, 256] and [1x1, 1024] kernels, which are repeated
six times to form 18 layers.

The fourth stage has [1x1, 512], [3x3, 512] and [1x1, 2048] kernels stacked together
and repeated three times to form 9 layers.

Each residual block is stacked with three layers, namely 1x1, 3x3 and 1x1 convolu-
tion. These three layers form the bottleneck layer in ResNet architecture with 50 or
more layers. The purpose of introducing bottleneck design is to reduce the computa-
tional cost in networks with more layers. As more layers are added and the network
gets deeper, the 3x3 convolution becomes an expensive operation. Therefore, in a
bottleneck design the dimension is reduced by a 1x1 convolution before performing
a 3x3 convolution. Finally, the dimension is restored by a 1x1 convolution. The
residual block in a ResNet with smaller number of layers (18 and 34 layers) consists
of only two 3x3 convolution layers stacked on top of each other.

Each convolutional layer consists of batch normalization followed by an activation
function, ReLU. Batch normalization [30] makes the network more stable and faster
by mitigating the problem of internal covariate shift2. ResNet50 also uses a global
average pooling layer, followed by a densely connected layer (having 1000 neurons
corresponding to ImageNet class output) and softmax activation, resulting in a single
layer.

2.2.12.2 Reconstruction Network

Recontruction Network is used to create an image from the feature maps obtained
from ResNet50. It consists of a transposed convolutional layer (TransposeConv)
and a bilinear upsampling layer (Bilinear). The transposed convolution helps in
reconstructing the spatial dimension of the input.

The transposed convolutional part consists of a convolutional layer followed by trans-
posed convolutional layers assuming input channels 16, 32, 64, kernel size of 1 and
ReLU as activation function. Transposed convolution is used in semantic segmenta-
tion to up-sample the input feature maps from the convolutional stages of ResNet50
to a high-resolution feature map. It helps in learning its own parameters by updat-
ing the weights through backpropagation. Only the low-level features are passed as
input to the transposed convolutional layer.

Bilinear upsampling uses a bilinear interpolation technique. It is generally a linear
interpolation performed in two different directions. The feature maps from each
stage of convolutional and the global average pooling layer are upsampled using

2The phenomenon of random distribution of input data across the layers of a neural network.
For more details refer section 3.6.
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bilinear upsampling, followed by convolution to preserve the spatial dimension of
the image. The deep feature maps 256, 512, 1024, 2048 are directly upsampled
using bilinear interpolation. Batch normalization is used to speed up the training
of the deep network.

The kernel and output shape for each layer of ResNet50 and Reconstruction Network
can be found in the appendix A.1.

2.2.12.3 Siamese Network

Siamese network [31, 32] forms a parallel network that share the same architecture.
Siamese network shares the same set of weights and learn to differentiate the inputs
rather than classify the inputs. Therefore, it learns the distinct image similarities.

The Siamese network forms the basis for scene change detection tasks. It is fed
with a pair of images as input, for which the changes are to be detected. In this
study, the ResNet50 and the Reconstruction network (represented as “Transpon-
seConv_Bilinear_Net” in Figure 2.12 and Figure 2.13) are integrated to form the
Siamese network. The network model presented here is inspired by the study of
Varghese et. al. (2018) [33] and is an extension to it. It maps the feature space to
the desired change map corresponding to the dimension of the input image. This
is achieved by either merging the multilayer features from the parallel network or
taking the absolute difference between the parallel networks. The weights of the
ResNet50 are shared and the weights of the Reconstruction network are indepen-
dent.

Figure 2.12: Siamese_Res50_Fuse_Net
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Figure 2.13: Siamese_Res50_Diff_Net

The model is called Siamese_Res50_Fuse_Net (Figure 2.12) when the outputs of
the Siamese network are merged/ fused. Based on the difference operation on the
output of the Siamese network, the model is called Siamese_Res50_Diff_Net
(Figure 2.13).

2.2.13 Pyramid Pooling Module
CNNs are followed by fully connected layers that accept input of a fixed size thus
making it unacceptable for the CNN to have varied size inputs. Therefore, images
are first converted to a specific dimension before being fed into the CNN. This leads
to another problem of image warping (where the image may be distorted in some
way) as well as reduced resolution. Spatial Pyramid Pooling (SPP) helps to solve
this particular problem. It manages the information in local bins (spatial). The
number and size of these bins are fixed. The pooled responses of each filter are
available in the bins.

The output feature map has 256 filters, as shown in Figure 2.14, and is of arbitrary
size (depending on the input size). As seen in Figure 2.14, there are three pooling
layers and the first one is similar to the global pooling operation, whose output is
256-d. The second pooling layer has 4 bins, which gives an output of 4*256 and
similarly the third with 16 bins gives an output of 16*256.

A flattened and concatenated version of the output layer is obtained so that the
dimension remains the same regardless of the size of the given input.
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Figure 2.14: Example of SPP
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3
Literature Review

This chapter will walk through the existing studies on machine learning algorithms
for scene change detection. It will also discuss the studies on semantic segmenta-
tion, residual neural network, pyramid pooling, global average pooling, optimization
algorithms and batch normalization.

3.1 Scene Change Detection

Jong et al. (2019) [34] study change detection using unsupervised learning with
satellite images. The authors also address the need for future research in terms of
improving the accuracy and noise resistance of a model. Sakurada et al. (2015) [31]
detect the change externally for a given geographical area using the city landscapes.
This paper proposes a method using a pair of its vehicular, omnidirectional (360◦)
images for detecting changes in a scene. The images are taken at different times and
have temporal differences in illumination and photographing conditions. They make
use of a fully convolutional Siamese network to overcome visual differences between
image pairs. Zhao et al. (2019) [32] also use a Siamese encoder-decoder network for
street-view change detection.

Varghese et al. (2018) [33], use a Siamese network to form a parallel network.
ResNet50 forms the backbone of the network where the last three stages of con-
volutional layers are used to extract the features. The convolutional layer is then
followed by a bilinear upsampling layer to upsample the features from the three
convolutional layers. Finally, the feature maps are merged and fed to a softmax
layer to generate the changes in image.

3.2 Semantic Segmentation
A semantic segmentation network is similar to an encoder-decoder network. The
encoder is similar to any convolutional neural network model, like the ResNet,
GoogleNet, etc. It is used to extract low and high resolution features. The de-
coder has a different mechanism that helps to recover the spatial information and
produce the segmented prediction.
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Ronneberger et al. (2015) [35] (U-Net) proposed a U-shaped architecture. It has
a contracting (encoder) and expansive (decoder) path to perform semantic segmen-
tation. The contracting path is like the convolution layer in CNN. It extracts the
features from the image. The expansive path is similar to the transposed convolution
(deconvolution/ upsampling) network. It takes the feature set from the contracting
path and recovers the spatial information lost in the contracting path. Additionally,
every step in the expanding path is concatenated with the high-resolution feature
set from the contracting path. The combination of high-resolution features and the
spatial information produce better segmentation result. The authors claim to train
a network with very few images.

Zhao et al. (2017) [27] (PSPNet) is a scene parsing network. PSPNet has a CNN
model to extract all the features of an image. Then, it exploits the capability of
the global contextual information by feeding the pyramid pooling module with the
feature space. The output from the pyramid pooling module is then upsampled and
concatenated with the initial feature set from the convolution layer for pixel-wise
prediction. It captures both local and global contextual information.

Chen et al. (2018) [36] (Atrous Spatial Convolution, ASPP) propose a powerful
encoder module in the encoder-decoder model by applying several parallel atrous
convolutions to capture higher semantic information and for a faster computation.
Atrous or dilation rate is a parameter used to increase the receptive field of each
layers. A larger kernel can be used for the same purpose. But the number of
parameters increases with the size of kernels. Atrous is introduced in DeepLab
as a tool to adjust/control effective field-of-view of the convolution. The model
aggregates feature from the image at different scales. These models have shown
success in several segmentation benchmarks.

3.3 Residual Neural Network

The network convergence can be hampered at an earlier stage due to the vanishing/
exploding gradient [37]. It is shown in the studies [38] that deeper networks can
result in higher training error rate. Here, the network shows good performance at
the beginning, but gradually the accuracy gets stagnant and degrades swiftly.

He et al. (2016) [11] propose a residual network to mitigate the vanishing gradient
problem, to reduce the training error rate and to increase the performance of deeper
networks.

The “Highway Networks” [39] is a similar technique to ResNet, which also uses a
skip/ shortcut connection. However, the amount of information to pass through
the skip connections are controlled by a parametric gate. Also, since the gates can
be closed, the layers represent non-residual functions. Nevertheless, the identity
shortcut connections in the ResNets are never closed.
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3.4 Global Average Pooling (GAP)

GAP, first proposed in [21], is placed as the last layer which intake the feature maps
of the last max pooling layer. The GAP layer output is a single-entry vector for
each class in the classification task. The studies [40, 41], use global average pooling
(GAP) to add global context information to their model framework. Zhou et al.
[42] added a GAP layer with the convolutional neural networks for the purpose of
object localization. This network is then trained for image classification. Hence, the
object in the image can be detected using the convolutional neural network, and the
addition of the GAP layers allows us to know where the object is contained in the
image.

3.5 Optimizers

The gradient descent optimization algorithms [43, 44] are used in the field of deep
learning neural network to optimize the neural networks. Gradient descent [45] is an
optimization algorithm used to obtain the best set of weights in a network by finding
local minima of a function. Stochastic gradient descent algorithm [46, 47, 48, 49] is
an iterative method for optimizing gradient descent. The algorithm iterates through
the training set. An adaptive learning rate (a parameter to tune an optimization
algorithm that determines the step size for finding the minima) in conjunction with
shuffled dataset during each training can help the algorithm converge better. Adam
[26] is an extension of stochastic gradient descent.

3.6 Batch Normalization

The input data and parameters across each layer of a neural network can influence
the training process. The parameters of the current layer can change the input
data distribution of the succeeding layer. This phenomenon of random distribution
of input data across the layers is described as internal covariate shift. Batch nor-
malization [50, 30] mitigates the problem of internal covariate shift and makes the
neural network stable and faster.

In a nutshell, Siamese network is a great architecture in a scenario where two dif-
ferent images are to be processed simultaneously. By the nature of its architecture,
it can help in reducing the number of parameters and the memory footprint while
training. ASPP, PSPNet, etc., models for semantic segmentation are trained on a
deeper network. They use ResNet with 101, 152 layers for feature extraction and
the entire model is trained using multiple GPUs. Therefore, we try to implement
a model which can be computationally efficient and also yield accurate predictions.
Inspired by the study of Varghese et al. (2018) [33], we exploit the feature extrac-
tion capability of ResNet using 50 layers and the siamese network architecture for
processing two different images and to produce the desired semantic change map.
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3.7 Spatial Pyramid Pooling
Zhang et al. (2015) [51] illustrate the effectiveness of using Spatial Pyramid Pooling
(SPP) techniques in deep learning and visual recognition. The existing deep CNN
model needs images of a fixed size to process and predict the objects and scenes. For
this purpose, input images need to be either cropped or resized. While cropping,
some of the objects in the images disappear. When resized, the dimension changes,
and the resolution also changes which reduces the clarity of an image.

If this particular image is given as an input, it becomes difficult for the system
to predict the exact scenes or objects. To mitigate these issues, a spatial pyramid
pooling technique has been introduced. In this concept images of any size and
specifications could be given as input. SPP layer is placed on top of the last layer
as seen below.

Figure 3.1: Spatial Pyramid Pooling presented in the paper

SPP is very significant in object detection. When the same model is tested for
two other datasets namely Pascal VOC 2007 and Caltech1 01, it yields the best
results and high accuracy scores compared to the other models. For Pascal VOC
2007 dataset, SPP model yields an accuracy score of 82.44 percent which is high
than the previous high accuracy score of 81.58 percent and when the model has
used for Caltech101 the model yields output scores of 93.42 percent which is very
much higher than the previous best (88.54 percent). SPP has turned out to be one
of the milestones in deep learning techniques in recent times. Overall, SPP is a
better solution for handling images at different scales and sizes to yield approximate
predictions.

In the study [27], the Pyramid Scene Parsing Network (PSPNet) method is intro-
duced to predict the scenes and object in the given images(datasets) with better
accuracy. It is a kind of deep neural network that primarily uses a Convolutional
Neural Network (CNN). This paper initially suggested using Fully Convolution Net-
work (FCN) but later decided to invoke PSPNet (Pyramid Scene Parsing Network)
into the model to overcome some drawbacks of using FCN. FCN could not recognize
some of the objects and scenes in real-time, whereas authors claim that the PSPNet
analyzed the same scene with utmost accuracy to find the exact object.

FCN (Fully Convolutional Network) sometimes wrongly identified the objects (car
instead of a boat, skyscraper instead of buildings, etc.). To avoid these kind of
drawbacks the spatial pooling system and Pyramid Scene Parsing techniques have
been introduced. Global average pooling is used as a baseline model. Using spatial
pooling increased the accuracy scores and turned out to be more efficient. ADK
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dataset and few other datasets have been tested through this method, resulting in
higher accuracy scores compared to other methods.

PSPNet is a pixel prediction framework that authors claim is ideal for applications
like driving, robot sensing, etc. In PSPNet each pixel in the image is assigned with
a category label. It clearly understands the scene and predicts the objects based
on the scene. The input is first sent to CNN then the resultant of which is sent to
the pooling layer. After this, the obtained output is sent to different layers of the
pooling system.

Figure 3.2: Example of Spatial Pyramid Pooling

In Figure , each layer of the SPP network performs the unique job assigned to these
layers, and all these outputs are finally concatenated to get the final output which is
predicted. For any model, the number of pyramid level and size of each level depends
on the type of dataset used and modified. In the ADK dataset, the PSPNet model
proposal is a remarkable achievement and solves all the common problems faced in
the FCN model. Furthermore, the PSPNet model is used for the Cityscapes dataset
to check for accuracy in predicting change, and it secures the best accuracy scores
compared to other techniques. It also finds its applications in the field of military
intelligence, where the prediction of correct objects and scenes is highly crucial,
which is successfully executed using the PSPNet method.

When PSPNet models are pre-trained and then used, it further increases the accu-
racy scores of the model. In some cases, FCN recognizes two different objects as
the same objects (mostly since both are in the same color), but PSPNet correctly
identifies them as different objects. Cost usage of PSPNet and FCN networks are al-
most similar (the computational cost is not too high for using this model). PSPNet
stands out in its ability to capture diverse scenes and unrestricted vocabulary.
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3.8 Activation Function

In recent times computer vision and natural language processing have become so
popular and widely used worldwide. These models are more powerful and effective
and could be used for large-scale datasets containing even millions of data.

The authors in [52] primarily deals in activating the neurons in deep neural networks.
The activation of neurons and loss functions play a vital role in the deep learning
model. The calculation of loss functions and activation of neurons highly influence
the efficiency and accuracy scores of the model. Each model has several biological
neurons. These artificial neurons are arranged in an orderly manner. Each of these
neurons is activated by electrical signals which are sent by the previous neurons. If
these electrical signals are big enough to stimulate the neuron then these neurons
go to an excited state. If not, they will remain in an inactive state.

The activation process can be carried out in techniques like the sigmoid function and
hyperbolic tangent function. In the first technique sigmoid function, the activation
of activated neurons is carried out as a saturated process. The activation process
consists of several steps that are time-consuming as well as requires high cost. The
neurons are activated by a mechanism of sigmoid function only in some instances of
Deep learning.

The next technique is hyperbolic tangent function. Here, based on sine and cosine
values the tangent values are calculated. The neurons are activated in certain steps
and the loss values obtained in this process are comparatively negligible than the
sigmoid function. It consumes a bit less time and cost as well, so it is widely used.

The authors in paper [52] suggests an activation function called Rectifier Linear
Unit (ReLU) to activate the neurons. This is an unsaturated and supervised model
that requires very little cost and less time.

The authors claim that this function can activate the neurons simultaneously. The
computational cost is much cheaper than sigmoid and hyperbolic tangent functions.
ReLU activation technique performs activation much faster and makes the network
easily activated. This method can be carried out even without using any unsuper-
vised or supervised learning methods.

The ReLU method could be carried out in three different methods such as LReLU,
PReLU (Parameterised ReLU), and RReLU (Randomised ReLU). Each of these
techniques differs only in some aspect while the baseline model remains the same.

The baseline model in the paper consists of five convolutional layers followed by
two pooling layers and one fully connected layer. The given dataset consists of
60000 samples and 10000 training samples. When the dataset is given as input to
deep convolutional neural networks and all these techniques are used separately to
activate neurons the following results are obtained.
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When a sigmoid function is used to activate the neurons the obtained error percent-
age (deviation in original value from predicted) is 1.15 percentage. For hyperbolic
tangent, it is around 1.1 percentage whereas for ReLU function it is just 0.8 per-
centage making it the best among all the techniques. Hence for activating neurons
ReLU is the best technique which is being followed for every deep learning method
in recent past.

3.9 Loss Function
Nie et al. (2018)[53] in their research primarily focus on loss functions involved
in deep learning and machine learning techniques. Loss functions are one of the
important factors which influence the whole efficiency and accuracy of the model.
Hence, loss functions must be given higher priority, and suitable methods must be
chosen by the type of model.

In the deep learning mechanism, there are two different models namely the regression
and classification model. In the Regression model, the values will be continuous
whereas in the classification model the values will be discrete. Regression is about
predicting the quantity whereas classification is about predicting the label. Suitable
loss functions must be chosen for any model to get the best results.

There are two types of loss functions namely bi-lateral loss functions and unilateral
loss functions. The deviation in predicted value and the original obtained value is
known as a hyperplane. If the obtained value is lower the method is best suitable
and higher the value the method is not suitable.

In the case of bi-lateral loss functions, the function is calculated for both regression
and classification models and the loss (hyperplane) values are obtained. The loss
value obtained for the regression model is less than 1 whereas the classification model
is greater than 1. So, for the classification model, the values need to be punished
(since it is greater than 1). Nevertheless, for the regression model, the loss values
need not be punished (since it is less than 1). In this paper, the authors conclude
that the bilateral loss functions are most suitable for regression models and less
suitable for classification models.

In the case of unilateral loss functions, the loss values are calculated for both re-
gression and classification models. The value obtained for the regression model is
greater than 1 whereas for the classification model is less than 1. Hence, for the
classification model, the values need not be punished (since it is less than 1) and for
the regression model, the hyperplane values must be punished (since it is greater
than 1). So, the model concludes that unilateral loss is suitable for the classification
model whereas it is not suitable for the regression model. Hence choosing a suitable
loss function is necessary for any algorithm.
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Based on the literature reviewed in Chapter 3, our technical contributions in the
field of scene change detection are discussed in this chapter. Section 4.2 explains the
methodologies for the Watershed algorithm. Section 4.3 and Section 4.4 elaborates
the methodologies for implementing ResNet50 based model and Spatial Pyramid
Pooling model respectively.

4.1 Dataset and Dataloader
The dataset consists of pairs of images, captured by multiple cameras mounted
inside the car. The images, originally with a resolution of [960x1280], are downsized
to a resolution of [480x640]. The dataset is composed of around six thousand raw
images which are then randomly transformed into about twenty thousand image
pairs. The dataset is split 80:10:10 ratio during training for the machine learning
part which corresponds to training, validation and test datasets. They are trained
on two different training datasets, about two thousand (smaller training dataset)
and sixteen thousand (full training dataset) respectively. The validation dataset
and the test dataset are 10 percent of the full dataset. This includes about two
hundred samples for the smaller training dataset and about two thousand samples
for the full training dataset. A random seed is used to ensure that the models are
tested on the same samples of the dataset. The data loader also provides functions
to select subsets of the dataset if necessary. The dataset is then loaded using a data
loader.

A Pytorch data loader is used to load the dataset. It allows iteration over the
dataset during training. The data loader also provides batched samples by defining
the required batch size. During training, a batch size of 4 is chosen. The training
and validation dataset is always shuffled.

The training process is accelerated using a CUDA-enabled GPU (Tesla K80). When
loading the data, the memory is pinned to enable faster data transfer from the hosts
to the GPU.
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4.2 Watershed Algorithm
The Watershed algorithm works with grayscale images. There are several prepro-
cessing steps before the difference image is fed to the watershed algorithm. The two
color coded RGB images (Red,Blue,Green), are shown in Figure 4.1 and Figure 4.2
respectively.

Figure 4.1: RGB input image 1

Figure 4.2: RGB input image 2

The difference of two RGB images is generated by finding the absolute difference
between the pixel values of two images and then converting it to a grayscale image,
as shown in Figure 4.3. This helps us to extract only the pixels that have changed.
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Figure 4.3: Difference image

Thresholding is a key operation in image processing. OTSU [54] is chosen to thresh-
old the difference image. It makes the object appear more prominent. OTSU is a
binary thresholding operation. It returns the optimal value of the pixel for thresh-
olding and the array of thresholded image. All thresholded pixels are assigned the
value ‘255’. Here the output is a binary image.

Figure 4.4: Morphological transformation

It is necessary to remove the noise after image thresholding. Then, we apply the
morphological transformation, such as dilation and opening, to the binary image to
remove the noise. First, the dilation operator is applied to expand the regions of the
object pixels (sure foreground region, i.e., the region with maximum intensity, ‘255’).
This is followed by an opening operator to erode the boundary of the dilated object
pixel. The noise around the boundary is also removed. A well-defined foreground
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region, i.e., the object pixels, is now identified. The output of the morphological
transformation is shown in Figure 4.4.

Further, distance transformation is applied to the noise free binary input. It operates
on the binary image, such that all object pixels are set to a maximum intensity value
‘255’ and the background pixels are set to the lowest intensity value ‘0’.

At this stage, the sure foreground and background are known. A marker is now
created. The marker based approach allows us to label the region-of-interest. It is
an array that is the same size as the image to label all the regions. The marker is
applied to the sure foreground region to label the object pixels with the value ‘255’
(white pixels in the image). All other region are marked with a value ‘0’ (black
pixels in the image).

Figure 4.5: Watershed final output

Finally, the watershed is applied on the image along with the marker, resulting in
the segmented difference image, as shown in Figure 4.5. We use a combination
of morphological transformation and marker controlled watershed to segment the
objects in an image.

4.3 ResNet50-Siamese
We use two different techniques in the Resnet50-Siamese based architecture for train-
ing. These are the fusing technique (Siamese_Res50_Fuse_Net) and the difference
technique (Siamese_Res50_Diff_Net). The fusing technique combines the multi-
layer features from the Siamese network. The difference technique takes the differ-
ence of the multi-layer features from the Siamese network. The architecture of these
two techniques is explained in Section 2.2.12.3 and visually illustrated using Figure
2.12 and Figure 2.13.
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Based on the study [1], the base model uses only three stages of ResNet50 convolu-
tion, followed by Reconstruction network. The fusing and difference techniques are
then applied and trained separately on the smaller two thousand training dataset.

The fusing technique (Siamese_Res50_Fuse_Net) uses all the four stages of ResNet50
convolution, followed by Reconstruction network (TransposeConv_Bilinear_Net).
The model is trained on approximately two thousand (smaller training dataset) and
sixteen thousand (full training dataset) training datasets.

The difference technique (Siamese_Res50_Diff_Net) also uses the four stages of
ResNet50 convolution, followed by Reconstruction network. It is also trained on
about two thousand and sixteen thousand training datasets.

Finally, the Siamese_Res50_Fuse_Net and Siamese_Res50_Diff_Net models are
also trained with the global average pooling layer (GAP). GAP is applied to the
last layer (2048 feature maps) of ResNet50. They are also trained on both training
datasets.

Since training on the full dataset takes significantly more time, the selection of the
models to train on the full dataset is based on the results obtained by training
different models on the smaller training dataset. In all these trainings, the fully
connected dense layer of ResNet50 is omitted.

Each model is trained for 20 epochs on the smaller training dataset and for 30 epochs
on the full training dataset. The technique with the best performance on the full
training dataset is trained for an additional 20 epochs.

Adam is used as the learning rate optimizer, using the default hyperparameter set-
tings: β1=0.9,β2=0.999. Reduce on Plateau (RoP) is the learning rate scheduler
for both smaller and full dataset. The scheduler’s patience is set to 3 and 5 when
training on both training datasets. The initial learning rate is set to 0.001. For
backpropagation, a combination of binary cross entropy and dice loss is chosen as
the loss function.

4.4 Spatial Pyramid Pooling
This algorithm will not be presented in the report due to confidentiality issues
associated with the company CEVT AB. It is based on CEVT’s internal model.
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In this chapter, the semantic scene change results of both classical and machine
learning algorithm using different metrics are presented. The semantic scene change
maps produced by both the algorithms are also depicted.

The performance of classical and machine learning algorithms are compared using a
fixed set of test data. This test dataset is unknown to the trained machine learning
models. The test dataset is ten percent of the whole dataset consisting of approxi-
mately two hundred samples (smaller test dataset) for the smaller training dataset
and approximately two thousand samples (larger test dataset) for the full training
dataset. The metric score to evaluate the performance of the model is rounded off
to two decimal values.

5.1 Watershed Algorithm

Figure 5.1: (a) Image 1 (b) Image 2

Figure 5.1 represents the two input images for the Watershed algorithm.
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Figure 5.2: IoU : 76.67 (a) Difference image (b) OTSU threshold (c) Watershed
(d) Final output

As seen in Figure 5.2, the Watershed algorithm gives fair accuracy with an IoU (In-
tersection over Union) score of 76.6 for a given image pair. The algorithm segments
the larger objects well. In Figure 4.5, the object pixels are comparatively smaller
compared to the previous image pair. The algorithm finds it hard to accurately
segment the objects as in Figure 4.5, yielding an IoU score of 30.60. The varying
level of intensity has left an object undetected. The marker controlled watershed
has allowed to control the over-segmentation, i.e. multiple irrelevant regions, only
to an extent.

The Watershed algorithm using the samples from the smaller test dataset results
in a mIoU (mean Intersection over Union) score of 32.32. The algorithm produced
an IoU score ranging from 50.00 to 60.00 for approximately ten percent of the test
samples and an IoU score of less than 50.00 for the rest of the test samples. The
mIoU score for the larger test dataset is 33.08. The algorithm produced an IoU
score ranging from 50.00 to 60.00 for approximately nine percent of the test samples
and an IoU score of less than 50.00 for the rest of the test samples.

5.2 ResNet50-Siamese
The ResNet50 based models are evaluated using pixel accuracy, mean intersection
over union and dice metrics.
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Figure 5.3: ResNet50-Siamese: Inference results on two thousand training dataset

Figure 5.3, shows the inference results obtained by training the models on approxi-
mately two thousand custom dataset.

Figure 5.4: ResNet50-Siamese: Inference results on sixteen thousand training
dataset

Figure 5.4 shows the inference results obtained by training the models on the full
custom dataset, around sixteen thousand.
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The following observations are made for the models trained on two thousand and
sixteen thousand samples for 20 and 30 epochs respectively:

The models using four stages of convolutions clearly outperforms the model which
used only three stages of convolution. The model using the difference technique
(Diff) shows better metric score than the model using the fusing technique (Fuse)
with respect to pixel accuracy (PixAcc), mean Intersection over Union (mIoU) and
dice. The addition of global average pooling layer, further improves the score for
the model trained with smaller dataset.

The model using the difference technique yields a mIoU score of 79.37 and 87.78 on
the test samples from the smaller and the larger test dataset. All the test samples
yields an IoU score greater than 78.00.

Furthermore, the model based on the difference technique is trained further for 20
more epochs to compare the performance of the model using a global average pooling
layer. The model using the difference technique yields a mIoU score of 91.11 and
the addition of global average pooling layer yields a mIoU score of 90.39. The model
has not yet converged, which implies that it can be trained further for more epochs.

The memory footprint of the model, based on ResNet and Siamese architecture, to
train using images of [480x640] resolution is around 6GB. For the graphs on the
training loss (Loss/train) and validation loss (Loss/val) for the best four models,
refer Appendix A.2.

Figure 5.5 shows two different images (Image 1 and Image 2) captured at different
time, respectively.

Figure 5.5: (a) Image 1 and (b) Image 2

Figure 5.6, shows the inference results of the four best models. The following images
are the prediction results after passing the two images through the four models.
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Figure 5.6: From(a)to(d) Left pane: Ground-truth labels; Right pane: Predicted
results, (a)Fuse, (b)Diff, (c)Fuse+GAP, (d)Diff+GAP
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The models and their respective scores for the given image pair are illustrated in
Figure 5.7.

Figure 5.7: ResNet50-Siamese: Inference results for the given image pair

All the models yield good results. Even though the fuse technique with global
average pooling layer scored better for the given input image pair, we have seen
in Figure 5.4 that the difference technique with global average pooling layer scored
better on the whole test dataset.

5.3 Spatial Pyramid Pooling

The model is evaluated using pixel accuracy, mean intersection over union and ac-
curacy.

Figure 5.8 shows the inference results obtained by training the models on the two
thousand images custom dataset. The inference is run on 205 test dataset.

Figure 5.9 shows the inference results obtained by training the models on the six-
teen thousand images custom dataset. The inference is run on 2056 test dataset. It
leaves a memory footprint of 10 GB.
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Figure 5.8: SPP: Inference result on two thousand images dataset

Figure 5.9: SPP: Inference result on sixteen thousand images dataset

In Figure 5.10, it can be observed how the accuracy almost reaches 100 in the
initial training itself. The accuracy metric shows how accurately the model predicts
change.
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Figure 5.10: SPP: Prediction accuracy graph (sixteen thousand images dataset)

Losses like the reconstruction loss, auto encoder loss as well as the BCE and KL
loss are worth seeing as the training progresses and can be found in Appendix 2

5.4 Classical vs. Machine Learning

Figure 5.11: Comparison of classical and machine learning models
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We compare the performance between the classical and machine learning models
based on the results shown in the previous sections. The performance is evaluated
using mIoU scores and on the test dataset from the sixteen thousand sample. As
seen in Figure 5.11, it is evident that the machine learning models vastly outperform
the classical one. Among the model based on ResNet50 architecture, the difference
technique yields better mIoU score.
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Discussion and Conclusion

This chapter discusses the selection of the various techniques used in the study.
Future experiments are also briefly discussed. A summary of the study is also
presented in Section 6.2.

6.1 Discussion

6.1.1 Watershed Algorithm
The classical algorithm, such as the Watershed algorithm, can be used for image
segmentation, but the images must be preprocessed efficiently. The algorithm can
work accurately for one image. A diverse image set containing objects of varying
size, shape and illumination, make it difficult for the watershed algorithm to seg-
ment different images with the same accuracy. We can observe that the algorithm
is sometimes prone to over-segmentation problem depending on the image. The
problem of over-segmentation is fairly well controlled by using markers. The exper-
iment shows that the classical algorithm is not so efficient for image segmentation
for a large diversified image set. A fair segmentation is only possible if the object
of interest can be accurately extracted from the image. Therefore, it is necessary
to extract the objects more accurately and adequately before applying the classical
algorithm.

6.1.2 Machine Learning Algorithm

6.1.2.1 Choice of Residual Neural Network

The deep residual network ensures that all layers generate optimal feature maps by
making the identity mapping optimal. The idea is to train the network to learn the
residual function, such that it approaches to a zero value. Identity skip connection
(shortcut connection) mitigates the vanishing gradient by passing gradients to the
initial layers. It also mitigates the problem of accuracy degradation. ResNet50 in-
corporates batch normalization to mitigate the problem of internal covariate shift
and improve the stability of the network. The bottleneck residual block [8] is in-
tegrated into the ResNet architecture to increase the performance of the deeper
layers and reduce the computational cost. Therefore, ResNet50 is used as a feature
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extractor since it is a deeper architecture and computationally feasible. ResNet50
has proven to be an ideal architecture to generate extensive feature maps from an
image compared to other ResNet layers. Further, a more deep layered convolutional
network can be experimented with in future.

It can be observed that the inclusion of all four stages of ResNet50 outperforms
the model that only used three stages of ResNet50. This may be because the in-
clusion of the lowest stage of ResNet50 network helps in detecting the low-level
features. The addition of the global average pooling layer has significantly increased
the score for both the fusing technique (Siamese_Res50_Fuse_Net) and the dif-
ference technique (Siamese_Res50_Diff_Net). This is due to the fact that the
global average pooling increases the context information and also helps in mitigat-
ing overfitting problems by reducing the total number of parameters in the network.
However, applying global average pooling to more layers did not improve the accu-
racy score. This may be due to the fact that pooling operation is already applied in
the pre-trained convolutional network using strides.

6.1.2.2 Choice of Transfer Learning

Training the entire network is not a viable option because it requires more time
to train and adds computational overhead. Since ResNet has a deeper network
architecture, the dataset to be trained must be large enough to avoid overfitting.
Therefore, feature extraction using pre-trained ResNet50 is an ideal choice and has
shown to be one of the ideal architectures for scene change detection.

6.1.2.3 Choice of Image Spatial Dimension

The resolution of the image can improve the accuracy of the model. Since loading
the original image with a resolution of 960x1280 hampers the data loading process
and memory requirements, it was not practical to use this resolution. Moreover, it
is important to preserve the aspect ratio. Therefore, the spatial dimension of the
original image is reduced by half, which in turn reduced the memory requirement
by about four times.

6.1.2.4 Choice of Loss function

The ground-truth labels are binary images, where the background pixels outnumber
the foreground pixels. This often leads to class imbalance. So, an appropriate
choice of loss function is required so that correct weights can be updated to reduce
the loss in the next validation. Therefore, a combination of BCE loss and dice loss
was chosen as the loss function. This combination of loss functions has proved to
be an ideal choice in the binary image segmentation task. With larger numbers,
BCE loss calculation results in an arithmetic overflow and is numerically less stable.
Therefore, a combination of BCE loss and a sigmoid layer is usually chosen to
mitigate the overflow problem. We can experiment with training the network using
this combination instead of using BCE loss alone in the future.
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6.1.2.5 Choice of Optimizer and Learning Rate Scheduler

The pre-trained ResNet50 model trained on the Imagenet dataset uses Stochastic
Gradient Descent (SGD) as the optimization algorithm. Adam is the improved
version of SGD. Therefore, Adam was chosen. Based on training the network on the
smaller dataset, we observe that 0.001 is an ideal initial learning rate for ResNet50.

At a higher learning rate, the parameters vary disorderly and the network cannot
settle at local minima. And at a lower learning rate, the network might settle into
false minima. The reason for choosing 0.001 as the learning rate is because it is the
default value for training ResNet50 using the Imagenet dataset. This is an ideal
value that is neither too low nor too high.

The learning rate is updated with a patience of 5 for training the entire dataset,
based on monitoring the validation loss. The rate at which the learning rate decays
is ideal. Therefore, we reduce the computational wastage, aids the training process,
and validate to reach the best position. The exponential decay of the first and
second moments is controlled by the hyperparameters, β coefficients. The moment
starts at β1=0.9 and lets it decay over the epochs to β2=0.999. It is the default
value.

Due to time constraint, it was not possible to train the network by setting different
hyperparameters. Meanwhile, an attempt to choose the best initial values based on
various tests in this study is made. We can further train the network by tuning
the hyperparameters of Adam in the future such as varying the β coefficients and
learning rate. Adam with weight-decoupled decay is another optimizer to experiment
in the future.

Moreover, the best model can be trained for more epochs. The trend of loss functions
indicates that the model can score better in predicting the semantic change maps
in case of ResNet.

6.2 Conclusion
We have evaluated both classical and machine learning algorithms in scene change
detection. The machine learning algorithm requires more computational resources
compared to the classical algorithm, depending on the architecture of the training
model. However, its ability to infer semantic changes from unknown datasets makes
it invaluable. We investigated the feature extraction capability of ResNet50 and
built a Siamese network architecture for semantic scene change detection. We also
investigated the object localization capability of convolutional neural network using
a global average pooling layer. The difference technique yields the best mIoU score
among the ResNet50 based models. The addition of global average pooling layer has
significantly increased the score for all the three metrics. Finally, we also investigated
the capabilities of SPP and has shown good prediction accuracy. Based on our
research and the results we inferred from the training, we believe that the machine
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learning models can yield more score if trained for more number of epochs, i.e.,
until the network converge. Thus, it can be concluded that the machine learning
algorithm significantly outperforms the classical algorithm. In a nutshell, this study
suggests that the machine learning models are more suitable for the development of
scene change detection functions in taxis and passenger vehicles.

We think there is a scope for future research by evaluating the architecture for scene
change detection using a deeper network, for example, ResNet with more than 50
layers. We can also implement multi-class object detection where the model can
predict the detected objects. Finally, a notification system can also be built to
notify the passenger of any misplaced belongings.
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Appendix 1

A.1 Kernel and Output Shape

Figure A.1 below, depicts the kernel shape and output shape across each layers of
the ResNet50-Siamese architecture.
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Figure A.1: Kernel and Output Shape
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A.2 Training and Validation Loss - ResNet50-Siamese

Figure A.2: Training and Validation loss (a) Fuse (b) Diff (c) Fuse + GAP (d)
Diff + GAP

The training loss (Loss/train) and validation loss (Loss/val) for the best four models
are shown using a graph, as shown in Fig. A.2. The X-axis represents the number of
epochs the models are trained, the Y-axis represents the loss values. The full dataset
is trained for 30 epochs. Every model run on the full dataset took approximately 2
days and 12 hours to train. The model is not completely converged as it is trained
only for 30 epochs.

The fuse technique (Siamese_Res50_Fuse_Net) shows a small spike in the vali-
dation loss during the initial training epochs. Meanwhile, the difference technique
(Siamese_Res50_Diff_Net) shows the best trend in the loss function.
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Looking at the loss trends, the model is learning and the progressive decrease in the
loss value shows that the models will converge if trained for more number of epochs
and yield a better score during evaluation.

VI



B
Appendix 2

Fig. B.1 below, show the losses for SPP which incude the Bce losses, Reconstruction
losses , Ae losses and Kl losses

Figure B.1: SPP Losses
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