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Göteborg, Sweden 2020



Spiking neural network for targeted navigation and collision avoidance in an autonomous robot
Master’s thesis in Complex Adaptive Systems
MALIN RAMNE
Department of Mechanics and Maritime Sciences
Division of Vehicle engineering and autonomous systems (VEAS)
Chalmers University of Technology

Abstract

In this project a two-layered spiking neural network is implemented for targeted navigation and collision
avoidance in an autonomous robot. The performance can be further improved by training with RM-STDP. The
proposed modified STDP for inhibitory synapses yields even better performance in the networks and often after
fewer rounds of training. The project also presents an evolutionary algorithm for determining the synaptic
connections of a spiking neural network with a hidden layer. The evolutionary algorithm shows potential of
working as a tool for determining the synaptic connectivity of spiking neural networks, however this project
only explores a first rather simple implementation of the algorithm. In one run of the algorithm, with networks
with a hidden layer consisting of 100 hidden neurons, a network with the ability to arrive at most of the test
cases was evolved in less then 20 generations. However further work is necessary in order to determine the true
potential of this approach.

The performance of the spiking neural networks in this project are compared with the performance of non-spiking
neural networks in order to determine advantages and disadvantages of using spiking neural networks in this
specific case. The non-spiking neural networks perform better on the target navigation and collision avoidance
tasks than corresponding spiking neural networks. The spiking neural network with no hidden layer arrived at
the target in 842 out of 1000 test cases, and the non-spiking network arrived in 914 cases. With the hidden
layer the number or arrivals where 784 for the spiking network and 916 for the non-spiking. This indicates
that the advantages of the spike-rate interpretation of non-spiking neurons outweigh the expected advantages
of encoding information in the specific timing of spikes in spiking neural networks, at least in the network
structures and the tasks examined in this project.

Keywords: Spiking neural network, spike timing dependent plasticity, reward modulation, evolutionary algorithm
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1 Introduction

Spiking neural networks are a type of artificial neural networks that are inspired by biological neural networks.
As opposed to traditional artificial neural networks, where all neurons fire synchronously, the neurons of spiking
neural networks fire asynchronously when their individual inputs have reached a certain threshold. The signals
passed between the neurons are short pulses allowing for incorporation of spatial-temporal information that
is lost in other types of artificial neural networks. The similarity to biological neurons indicates that spiking
neural networks might be suitable for a wide array of applications, especially where fast execution is required
and where energy resources are scarce, such as in robotics.

There are several examples where spiking neural networks have been implemented for robot control, [3] provides
a review of what has been done in the field up until 2018. Most implementations have network architectures,
neuron models, reward models and learning rules that work well for the specific task at hand, and the imple-
mentations vary a lot between di↵erent projects. There are still no general purpose and easy-to-use spiking
neural network-based controls, as there are for many applications of non-spiking neural networks, due to the
complexity in learning, tuning parameters and defining rewards. In several projects concerning spiking neural
networks for navigation and collision avoidance careful thought has been put into the structure and connectivity
of the networks to achieve the desired behaviour, see [4], [15], [18] and [19]. In this project an attempt is made
to achieve similar results but with less thought put into the actual structure of the networks. Instead the
synaptic connections are determined using an evolutionary algorithm. In the evolutionary algorithm the fitness
of each individual is determined by the networks ability to navigate the robot to a target without collisions.
Evolutionary algorithms have been used to perform various tasks related to artificial neural networks, such
as training, network architecture design and learning rule adaptation [20]. When it comes to spiking neural
networks for robot control there are examples where evolutionary algorithms have shown promising results
regarding determining network structures and training networks [1], [2], [5].

In this project the evolutionary algorithm is combined with the biologically plausible reward modulated spike
timing dependent plasticity, RM-STDP, for training the networks. A slightly simpler approach has been taken
when it comes to the STDP than in some previous projects, such as [4] and [15]. In this project the reward that
is administered to the network is equal for all synapses in the network, whereas in other projects the reward
has been di↵erent for di↵erent synapses. The reasoning behind this simplified approach is that the reward in
biological neural networks is in the form of dopamine being released in the vicinity of the neurons. Even if the
dopamine may not released equally to the whole network (it is a highly complicated process) the dose is also
likely not tweaked to an exact value for each individual synapse. The resulting change in synaptic strength
is thus in this project set to be a function of the global reward (corresponding to a global concentration of
dopamine) and the synaptic eligibility trace, a form of short term measure of the pre- and postsynaptic spikes.

1.1 Purpose

The purpose of this project is to implement a spiking neural network in a robot and train it to execute tasks
such as targeted navigation. The aim is to explore whether spiking neural networks can be used to give an
autonomous robot the ability to navigate to a specific goal while avoiding collisions with fixed obstacles in its
environment. The project also aims to examine whether an evolutionary algorithm can be used to determine the
structure of such networks. The performance of the spiking neural networks are compared with the performance
of more traditional artificial neural networks in order to determine advantages and disadvantages of using
spiking neural networks in this specific case.

1.2 Limitations

The spiking neural networks have only been implemented in a simulated robot. Translation into a real-world
robot may very well be possible, but that is outside the scope of this project. Furthermore the environment
that the robot is set to navigate through is two-dimensional and relatively simple. The robot receives input
from its surroundings from simulated IR-sensors and has information about its own location and heading from
a simulated odometer and compass.
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2 Theory and methods

This section presents the theory behind the neural network models and the simulated robot as well as descriptions
of the methods implemented for training and setting the network weights.

2.1 Artificial neural networks

Artificial neural networks are a form of computational system inspired by biological neural networks. They
consist of computational units, so called artificial neurons, that are connected to each other to form networks.
By altering the connections between the artificial neurons the networks can learn to perform certain tasks. The
simplest neuron model used in artificial neural networks is the McCulloch-Pitts neuron, sometimes also referred
to as threshold gate, which maps real-valued inputs to binary output. This is done by summing the weighted
inputs and comparing them to a threshold, as illustrated in Figure 2.1. This neuron model can be modified to
map real-valued inputs to a real-valued output by applying an activation function to the weighted sum of inputs
instead of comparing the sum to a threshold. A sigmoid function is commonly used as activation function.
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Figure 2.1: Left: McCulloch Pitts neuron model, the weighted inputs are summed and compared to the threshold
✓. If the weighted sum is larger than the threshold the neuron outputs 1, otherwise 0. Right: typical feedforward
neural network structure in a network with three input neurons, one hidden layer with five neurons and two
output neurons. Information propagates unidirectionally from the input neurons to the output neurons.

In Figure 2.1 the commonly used feedforward network structure is illustrated, where the neurons are organized
in layers and information travels unidirectionally from the input neurons (left), via the hidden neuron layers,
to the output neurons (right). The connections between neurons are called synapses and can be represented
mathematically through a connectivity function wij between neurons i and j. If wij > 0 the synapse is said to
be excitatory, since it contributes to exciting the neuron it connects to. If wij < 0 the synapse is inhibitory.
In the simplest synapse model wij is a constant and is often referred to as the synaptic weight. However,
experiments have shown that the connectivity wij can change over time [7]. This is called synaptic plasticity
and in network theory the process of adapting the synaptic weights (and other network parameters) is called
learning, since the adjustments may impact the network’s performance for a given task. The procedure that
governs the adjustment the weights is called the learning rule. Most synaptic models are inspired by Hebb’s
postulate that is often summarized as ”neurons that fire together, wire together”. For a network with real-valued
neurons this can be formulated mathematically as

�wij = ⌘xiyj (2.1)

where xi = wijyi is the input from neuron i to neuron j scaled with the weight wij , yj is the output of neuron
j and ⌘ is the learning rate.
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2.2 Spiking neural networks

A biological interpretation of a network with real-valued neurons is that the output of the activation function
corresponds to the current firing rate of a biological neuron. However, it has been shown that information may
be lost when only the firing rate, and not the specific firing times, of neurons are considered [12]. It has also
been shown that certain tasks and computations can be carried out in biological neural networks in 20-30 ms
even when the firing frequencies of the neurons involved are below 100 Hz. If only the firing rate had been
considered at least 20-30 ms would be needed just to sample the firing rate, and then additional time would be
needed to perform the actual computations. Thus the time required to perform the corresponding computation
in this type of neural network would have to be significantly longer than in a corresponding biological neural
network.

In order to achieve behaviour more similar to that of biological neural networks an artificial neural network
model using spiking neurons as the computational units has been introduced, since the signals passed between
biological neurons consist of short electrical pulses. If the total input to a neuron reaches a certain threshold
a so called action potential or spike is generated and passed to the connecting neurons. There exist several
di↵erent mathematical models of spiking neurons, often referred to as integrate-and-fire neurons. Even though
most of the models used in spiking neural networks are simplifications of the truly complex behaviour or
biological neurons, these neuron models are still significantly more realistic than the binary or real-valued
neuron models. In particular they better describe the output of biological neurons, thus allowing for the timing
of single action potentials to encode information.

2.2.1 Leaky integrate-and-fire neuron model

The leaky integrate-and-fire neuron model, or LIF model for short, is based on a summation process (integration)
of the postsynaptic potentials, a mechanism that fires action potentials when the membrane potential reaches a
threshold level and finally a leak process representing the cell membrane potential’s decay over time in the
absence of input [7]. The model makes use of the fact that it is the timing and number of neuronal action
potentials that encodes information, and not the exact shape of them. Thus the action potentials can be
reduced to events that happen at precise moments in time and no attempt is made to describe the exact shape
of the action potentials of biological neurons. In this model the evolution of the membrane potential, u(t) is
described by a linear di↵erential equation and the relation between any injected current I(t) in the cell and
the membrane potential is based on elementary laws from the theory of electricity. The cell membrane is
represented by a capacitor C and a resistor R connected in parallel. When there is no input the membrane
potential is at the resting value urest. Thus, for the input current I(t), the membrane potential can be modelled
with the following linear di↵erential equation:

⌧m
du

dt
= �[u(t)� urest] +RI(t) (2.2)

where ⌧m = RC is called the membrane time constant of the neuron. Solving the di↵erential equation shows
that the membrane potential decays exponentially to its resting value in absence of input and that ⌧m is the
characteristic time of decay. This concludes the leak and the integrate part of the model, all that is left to
define is the firing. The firing time of a neuron is defined as a time t⇤ such that u(t⇤) = ⌫, where ⌫ is the
threshold of the the neuron. At such times a spike is emitted from the neuron, which is represented by the
Dirac � function, and immediately after t⇤ the potential is reset to a value ur < ⌫. During a refractory period of
time ⌧r after the spike is emitted the neuron is una↵ected by action potentials of connecting neurons (all input
currents are set to 0 in equation 2.2). For all times t 6= t⇤ the membrane potential is described by equation 2.2.
The characteristic behaviour of the LIF-neuron is illustrated in Figure 2.2.

2.2.2 Spike-timing-dependent plasticity

Experiments have shown that the change �w of the synaptic weight w can be described as a function of the
di↵erence in the firing times of the the pre- and postynaptic neurons, �t = t⇤post � t⇤pre [7]. If the di↵erence
in time is positive the synapse is strengthened, in accordance with Hebb’s postulate: if a presynaptic neuron
repeatedly contributes to the firing of a postsynaptic neuron the connection between them is strengthened,
where a presynaptic neuron is deemed to have contributed to the firing of a postsynaptic neuron if it has

3
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Figure 2.2: The cell membrane potential increases (or decreases if the synapse is inhibitory) on the arrival of
each presynaptic spike. When the membrane potential reaches a threshold value a spike is emitted. In abscence
of input the membrane potential is described by equation 2.2.

been active shortly before the firing of the postsynaptic neuron. If the di↵erence in time on the other hand
is negative the synapse is weakened. This is called spike-timing-dependent plasticity, abbreviated STDP. A
simple model for the update of the synaptic weight is

�w+ = A+e�|�t|/⌧pre at t⇤post if t
⇤
pre < t⇤post,

�w� = A�e�|�t|/⌧post at t⇤pre if t⇤pre > t⇤post
(2.3)

where A+ and A� are constants and ⌧pre and ⌧post determine the temporal window over which the STDP is
active. Figure 2.3 illustrates how the weight update depends on �t = t⇤post � t⇤pre.
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Figure 2.3: The synaptic weight update �w depends on the time di↵erence �t between the pre- and postsynaptic
spikes according to equation 2.3.

In a pair-based model of STDP the weight updates are calculated and applied for a specified set of pairs of pre-
and postynaptic spikes. For example one could compute the update for all pairs or one could consider only the
nearest presynaptic spike for each postsynaptic spike.
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STDP is a form of unsupervised learning, which in general is viewed to not be su�cient when it comes to
learning specific tasks and behaviours. In the biological brain the success of a certain firing pattern in the
network leads to the release of chemicals such as dopamine that increase the strength of synapses. However this
release of dopamine often comes with a significant delay, thus some kind of short-term memory of the neurons’
actions is required. This can be achieved by keeping track of the synaptic eligibility trace eij in each synapse
[10]. The eligibility trace eij is a form of temporary measure of the events where neuron i triggers neuron
j. If the activity between the neurons stops the eligibility trace decays to zero with a time constant ⌧e. In a
biological sense the eligibility trace corresponds to some enzyme that regulates the plasticity of the synapse. In
simulations the eligibility trace can be computed using two additional traces: the pre- and postsynaptic traces
apre and apost. The three traces are defined as

deij
dt

= �eij
⌧e

, (2.4)

dapre
dt

= �apre
⌧pre

, (2.5)

dapost
dt

= �apost
⌧post

, (2.6)

On presynaptic spike: apre ! apre +A+ (2.7)

eij ! eij + apost (2.8)

On postsynaptic spike: apost ! apost +A� (2.9)

eij ! eij + apre (2.10)

Finally the synaptic weight is updated as

dwij

dt
= eij (2.11)

The three di↵erent traces resulting from pre- and postsynaptic spike trains and the resulting change in the
synaptic weight w are visualized in Figure 2.4.

3RVWV\QDSWLF�VSLNHV

3UHV\QDSWLF�VSLNHV

3UHV\QDSWLF�WUDFH

3RVWV\QDSWLF�WUDFH

(OLJLELOLW\�WUDFH

6\QDSWLF�ZHLJKW

Figure 2.4: Visualiation of STDP. When a postsynaptic spike follows shortly after a presynaptic spike the
synaptic weight increases. When instead the postsynaptic spike occurs before the presynaptic spike the synaptic
weight decreases, in accordance with Hebb’s rule.

The release of dopamine can be simulated by adding reward modulation to the STDP model. In the reward-
modulated STDP model, RM-STDP, the update of the synaptic weights is the synaptic eligibility trace scaled
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with a modulatory success signal M , corresponding to the extracellular concentration of dopamine. Although
this synaptic plasticity model is based on theoretical considerations there are experimental results that support
the role of eligibility traces or similar mechanisms in synaptic plasticity [6].

2.2.3 Proposed STDP for inhibitory synapses

In the pair-based STDP model described in Section 2.2.2 the synaptic weight update �w depends on the
time di↵erence �t between pre- and postsynaptic spikes where �t ! 0+ results in a larger positive change
and �t ! ±1 makes �w ! ±0. This model agrees well with Hebb’s rule ”neurons that fire together, wire
together”. However for inhibitory synapses (i.e where w < 0) in a network without any inhibitory neurons this
rule does not have the desired e↵ect. The function of an inhibitory synapse is to inhibit neurons from firing,
thus the rule for inhibitory synapse should be something along the lines of ”neurons that don’t fire together,
wire together”. One way that this can be achieved is by using the following update rule:

dw

dt
= A�

inh(1� e��t/⌧inh) +A+
inhe

��t/⌧inh (2.12)

where A�
inh < 0, A+

inh > 0 are constants and ⌧inh determines the temporal window over which the STDP is
active. With this update rule the synapse is weakened (�w > 0) if a postsynaptic spike occurs shortly after a
presynaptic spike, but strengthened (�w < 0) if the the time di↵erence is larger or if there is no postsynaptic
spike at all. In Figure 2.5 the synaptic update �w is plotted as a function of the time di↵erence �t.

 t

A
inh

-

0

A
inh

+

 w

6\QDSWLF�ZHLJKW��Z���

3UHV\QDSWLF�VSLNHV

3RVWV\QDSWLF�VSLNHV

Figure 2.5: The proposed STDP update rule for inhibitory synapses. The synapse is weakened (�w > 0) if a
postsynaptic spike occurs shortly after a presynaptic spike, but strengthened (�w < 0) if the the time di↵erence
is larger or if there is no postsynaptic spike at all.

Just as in the pair-based STDP model the synaptic weight update caused by dopamine release can be modeled
using a synaptic eligibility trace, eij . The eligibility trace can in turn be computed using a presynaptic trace,
apre. This yields the following update rule

deij
dt

= �eij
⌧e

, (2.13)

dapre
dt

= �apre
⌧pre

, (2.14)

On presynaptic spike: apre ! apre +A�
inh, (2.15)

eij ! eij +A�
inh (2.16)

On postsynaptic spike: eij ! eij +
⇣A+

inh

A�
inh

� 1
⌘
apre (2.17)

dwij

dt
= eij (2.18)
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The traces resulting from pre- and postsynaptic spike trains and the resulting change in the synaptic weight w
are visualized in Figure 2.6.
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Figure 2.6: Visualiation of the proposed STDP for inhibitory synapses. When a postsynaptic spike follows
shortly after a presynaptic spike the synaptic weight is weakened (�w > 0). When the time di↵erence is longer
or when no postsynaptic spike follows the presynaptic spike the weight is strengthened (�w < 0).

2.3 Robot simulation and dynamics

The simulated robot in this project has a rather simple design with a circular body with radius R and two
independently driven wheels. The design of the robot along with the simulations and dynamics are inspired by
[16]. To make a transition into a real life robot as simple as possible the simulations of the di↵erent parts and
characteristics of the robot have been made with a corresponding real life robot in mind, although with certain
simplifications.

2.3.1 Kinematics and dynamics

It is assumed that the wheels of the robot roll without slipping. Given that the robot is a rigid body and that
the wheels can only move in the direction perpendicular to the wheel axis the kinematics of the entire robot, i.e
the variation of the direction of motion ' and of the position of the robot (given by coordinates x and y), can
be determined by the speeds vL and vR of the left and right wheel. Letting ! = '̇ denote the rotation of the
robot around the instantaneous center of rotation and letting v denote the speed of the center-of-mass of the
robot the following relations hold:

v =
vL + vR

2
, (2.19)

! = �vL � vR
2R

. (2.20)

These kinematics equations determine the range of possible motions for a two-wheeled di↵erentially steered
robot, however they say nothing about how the actual motion is achieved. For that we need to consider the
dynamics of the robot; how the robot responds to forces and torques acting on it. The motors generate torques,
⌧L and ⌧R, that propel the wheels forward. The friction between the wheel and the ground then put the robot

7



into motion. The relation between the motor torques and the motion of the robot are given by Newton’s laws
of motion. However, due to losses caused by friction, limited strength of the motors and other factors, the
speed and rotational velocity of the robot will be limited. The di↵erential equations describing the dynamics of
the robot should therefore also include damping terms. An approximation using linear damping, and a few
simplifications of the relations, yield the following equations of motion for the robot:

MV̇ + ↵v =
⌧L + ⌧R

r
, (2.21)

I'̈+ �'̇ =
R(⌧R � ⌧L)

r
, (2.22)

where M is the mass of the robot, r is the radius of the wheels, I denotes robot’s the moment of inertia and ↵
and � are constants related to the damping. The torque ⌧ from each motor is given by

⌧ = G
�
⌧g � fCsgn(!)� fv!

�
, (2.23)

⌧g =
ct(V � ce!)

rA
, (2.24)

where G is the gear ratio, fC the Coulomb friction constant, fv the viscous friction constant, ct a torque
constant, ce an electrical constant, rA is the armature resistance and V is the voltage applied to the motor.
The motors take as input a signal s 2 [0, 1] which is then scaled to an applied voltage as V = sVmax. These are
the equations at the foundation of the simulations of the robot.

2.3.2 Sensors

The robot is equipped with an odometer, a compass and IR-sensors. The signals from all of these sensors need
to be simulated in a realistic way in order to make a translation into a real robot as simple as possible.

Odometer

In order for the robot to navigate around an arena it is of course crucial that the robot somehow has information
about it’s own location in said arena. One way of estimating this is through odometry, in which a wheel encoder
is used to approximate the location of the robot based on the rotation (and thereby velocity) of the wheels. At
the start of each simulation the odometer is calibrated to the actual position of the robot. As the robot moves
the estimated position is updated based on the speed and angular speed of the robot with N (0,�2

o)-noise, where
�o = 0.0002, along with the estimated position in the previous step.

Compass

The heading of the robot is estimated using a compass. The compass reading is simulated as the actual heading
of the robot with N (0,�2

c )-noise, where �c = 0.05.

IR-sensors

Infrared proximity sensors, abbreviated IR-sensors, are ray-based sensors where a number of rays are sent out
from the sensor in order to detect nearby objects. The direction �i of each ray is determined by the angle ↵ of
the sensor relative to the heading of the robot ('), the opening angle � of the sensor and the number N of rays
in the sensor. The reading ⇢i of each ray is modeled as

⇢i = min
⇣⇣ c1

d2i
+ c2

⌘
cosi, 1

⌘
(2.25)

where c1 and c2 are constant coe�cients, di is the distance to the nearest obstacle along the direction of ray i
and i is angle of ray i relative to the sensor angle ↵. If di is larger then the range of the sensor ⇢i is set to
zero. The reading of the entire sensor is then given by

S =
1

N

NX

i=1

⇢i (2.26)
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This model of the IR-sensor does not take into account the di↵erent reflectivity of di↵erent materials or the
orientation of the obstacles surface.

2.4 Evolutionary algorithm for optimization

Evolutionary algorithms are a form of stochastic optimization method based on Charles Darwin’s evolutionary
theory. The fundamental concepts of the algorithms are that there exists a population of individuals of the same
species that undergoes a gradual, hereditary change over several generations due to environmental pressure [17].
The changes are realized through mechanisms such as selection, reproduction, recombination and mutation. In
order for properties of individuals to be transmitted from one generation to the next the properties of each
individual have to be able to be encoded. The encoding of the properties are referred to as chromosomes.
For selection to be possible each individual in the population has to be assigned a fitness, a measure of the
individual’s degree of adaptation to the environment that it is in. The exact details and mechanisms used in an
evolutionary algorithm vary depending on the optimization problem. Figure 2.7 shows a schematic view over
the evolutionary algorithm used for optimizing the neural networks in this project. The di↵erent steps of the
evolutionary algorithm are described in further detail in the following sections.

(YDOXDWH�ILWQHVV

,QLWLDOL]H�SRSXODWLRQ

6HOHFWLRQ

5HSURGXFWLRQ�5HFRPELQDWLRQ

0XWDWLRQ

(OLWLVP

5HSODFH�WKH�1�LQGLYLGXDOV�LQ�WKH�ROG�JHQHUDWLRQ�
ZLWK�1�QHZ�LQGLYLGXDOV

Figure 2.7: A schematic overview of the evolutionary algorithm used to optimize the neural networks.

Representing networks as chromosomes

In this project the evolutionary algorithm is used to optimize the layout of inhibitory and excitatory synaptic
weights of the three-layered neural network controlling the robot. More specifically it is the weights from
the input layer to the hidden layer and the weights from the hidden layer to the output layer that are being
considered. The figure below shows how the network weights are encoded into a chromosome and how a
chromosome is decoded into a network. Each weight represents a single gene in the chromosome.

Fitness

The fitness of an individual is a measure of how well adapted the individual is to the environment it is in. The
point of the evolutionary algorithm for optimization is to find the individual with the highest possible fitness.
It is therefore important to choose a fitness measure that accurately represents the properties and behaviours
that are being optimized for. In this specific case the networks are being optimized for making the robot reach
the target in the shortest time possible, therefore the fitness measure is chosen as
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Figure 2.8: The chromosome of each network consists of the synaptic weights connecting from the input layer
to the hidden layer and from the hidden layer to the output layer.

f =
ntestNmax

S
(2.27)

S =
ntestX

i=1

(
aNi if arrived

diNmax otherwise.
(2.28)

where ntest is the number of test rounds, Nmax is the maximum number of steps the robot is allowed to take
during each round of testing, a = 0.1 is a constant, Ni is the number of steps the robot has taken before arriving
at the target and di is the final distance between the robot and the target if the robot does not arrive. In the
cases where the robot reaches the target Ni < Nmax, thus the contribution aNi to the denominator will be
relatively small. If the robot does not reach the target this should give a significantly larger contribution to the
denominator, and thus reducing the fitness. Therefore the contribution in those cases is set to be proportionate
to Nmax. However if the robot for example collides with an obstacle close to the target this should be rewarded
as better behaviour than colliding with an obstacle far away from the target, thus the the final distance di to
the target is also factored in.

Natural selection

Selection is the process in which the best adapted individuals are favored to survive, prosper and reproduce.
The selection process can be simulated in several di↵erent ways, here tournament selection is used. In the
tournament selection two individuals are drawn at random from the population, upon which the fittest of the
two is selected with probability Ptour 2 (0, 1).
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Reproduction and recombination

Some biological organisms reproduce sexually, where the genome of the o↵spring is a mix of the genome of
both parents. This process is called recombination and it allows for a larger diversity in the population than
asexual reproduction (where the genome of the o↵spring is an exact copy of the single parent’s genome), which
in general is advantageous in evolution. Recombination in an evolutionary algorithm can be simulated by
crossover. The principle of crossover is illustrated in Figure 2.9.

&URVVRYHU�SRLQW

:LWK�SUREDELOLW\�3FURVV

Figure 2.9: Sexual reproduction results in the o↵spring’s genome being a mix of the genome of the parents. In
biological organisms the mixing of genomes can be very complex, in simulations it can be simplified as a simple
crossing of the parents genome as illustrated in this picture. The crossover can occur at one or several locations
in the genome.

The crossover probability Pcross determines how likely it is that two selected individuals mate. The number of
crossover points is here set to one and the location of it is randomly drawn. In reality the number and location
of the crossover points can vary.

Mutation

Mutations can occur in many di↵erent ways but what they all have in common is that they result in permanent
changes to the genome of an organism. In the case of the networks a mutation is represented by a gene
(corresponding to a single weight in the network) changing value. Each gene is mutated with a probability of
Pmutate.

Elitism

Elitism is a way of ensuring that the maximal fitness in the population never decreases. The fittest individual
(or a few of the fittest individuals) from one generation are copied directly, without changes, into the the next
generation.
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3 Experiments

The spiking neural network is implemented in a simulated robot. The robot, the environment and the spiking
neural network are all written in C#. The implementation of the robot is based o↵ of the autonomous robot
described in [16], including motor dynamics and sensors in order to make a the simulation as realistic as possible
and to make a translation into a real-world robot simpler.

3.1 Robot simulation

The robot has a simple design consisting of a round body and two wheels on the left and right side of the body.
The wheels are controlled by two separate DC-motors. Furthermore the robot is equipped with 3 IR-sensors,
one at the front and one each at ±1 radians angle, a compass and an odometer. Parameters for the robot and
its sensors can be found in Appendix A.

3.2 Input and output signals of the network

The signals from the IR-sensors, are the input to the network controlling the robot along with information
about the estimated absolute distance and (left and right) angle to the target. Each signal is scaled to be in
the range [0, 1]. The signals given by the following

Distance to target: sd = min
⇣ d

dmax
+ 0.3, 1

⌘
(3.1)

Left angle to target: s✓l =

(
|↵|
⇡ if target is to the left of the robot

0 otherwise
(3.2)

Right angle to target: s✓r =

(
|↵|
⇡ if target is to the right of the robot

0 otherwise
(3.3)

Left sensor: ssl = ⇢l, (3.4)

Front sensor: ssf = ⇢f , (3.5)

Right sensor: ssr = ⇢r (3.6)

where d is the distance to the target, dmax is the maximum possible distance between the robot and the target,
↵ is the angle between the robots heading and the target and ⇢l, ⇢f and ⇢r are the readings of the left, front
and right sensors respectively. The sensor readings are already in the range of [0, 1], thus they do not need
scaling. The factor of 0.3 is added to sd so that the signal does not approach 0 as the robot approaches the
target, since this could result in the robot never actually arriving.

The output of the network is interpreted di↵erently depending on if the network is spiking or non-spiking. In
both cases the resulting signal from an output neuron is in the range [0, 1] and is input to one of the DC-motors
that drive the wheels of the robot. In the motors the signals are translated into applied voltages in the range
[0, Vmax]. In the spiking networks the output signal of an output neuron is the average firing frequency of the
neuron over some time window, scaled by the maximum possible firing frequency. In the non-spiking case the
output is simply the current neuron potential.

3.3 Network structures

The network requires six input neurons: id for the distance to the target, i✓l > 0 for the left angle to the target,
i✓r > 0 for the right angle to the target and isl, isf and isr for the readings from the left, front and right
sensors respectively. The network has two output neurons, ol and or, one for each motor. There is a quite
intuitive way of connecting the input neurons directly to the output neurons to achieve a target approaching
and collision avoiding behaviour. This connection scheme is visualized to the left in Figure 3.1. The larger the
distance to the target (connected to id) the larger the output signals to the motors should be, in order to move
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the robot. Thus the connection from id to the output neurons should be positive. If the target is to the left of
the robot i✓l > 0. In order to make the robot turn towards the left the left motor signal should be weaker then
the right. Thus the connection from i✓l to or should be positive whilst the connection from i✓l to ol should be
negative. By using similar reasoning the connections from the rest of the input neurons to the output neurons
can be deduced. Of course the exact values of each synaptic weight are yet to be determined as this reasoning
only gives the sign of each weight.
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Figure 3.1: The networks have six input neurons: id for the distance to the target, i✓l > 0 if the target is to the
left of the robot and 0 otherwise, i✓r > 0 if the target is to the right of the robot and 0 otherwise and isl, isf
and isr for the readings from the left, front and right sensors respectively. The network has two output neurons,
ol and or, one for each motor. In a network with no hidden layer (left) the sign of the connections from the
input to the output neurons can be determined by intuition. To determine the synaptic weights in a network
with a hidden layer (right) an evolutionary algorithm is used.

When a hidden layer is added to the network (to the right in Figure 3.1), and the network is fully connected, it
is perhaps less intuitive how the weight of each synaptic connection should be set. Instead an evolutionary
algorithm is used in order to determine how the connections should be set.

3.4 Implementation of spiking neural networks

The spiking neural network’s are modelled using LIF-neurons as described in Section 2.2.1 with parameters
according to Table 3.1. To simplify computation of the membrane potential the membrane resistance and
membrane time constant have been baked into the synaptic weights, wij . Since the neurons only emit action
potentials in the form of Dirac � functions at firing times t⇤ in the LIF-model the RI(t)/⌧m term in Equation
2.2 can be replaced by

Pn
i=1 wij�(t� t⇤i ) in the equation for a neuron j with incoming neurons i = 1, ..., n and
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connecting weights wij . Thus the membrane potential equation is

duj

dt
= � [uj(t)� urest]

⌧m
+

nX

i=1

wij�(t� t⇤i ) (3.7)

where t⇤i are firing times of neuron i. When the membrane potential reaches the threshold an action potential
is emitted and the potential is reset to the reset potential ur. The synapses are modelled as weights in the
range w 2 [�1, 1], where synapses with negative weights correspond to inhibitory synapses and positive weights
to excitatory.

Parameter Value
Membrane time constant, ⌧m 10 ms

Rest potential, urest 0 mV
Reset potential, ur 10 mV

Threshold, ⌫ 1 V
Refractory period, ⌧r 2 ms

Table 3.1: Parameter values in the LIF-neuron model

For the input neurons, which do not have any incoming neurons, the membrane potential is modelled as

du

dt
= � [uj(t)� urest]

⌧m
+ wS(t) (3.8)

where S(t) 2 [0, 1] is the signal connected to the neuron. The neurons are updated at a frequency of 1000 Hz
(in simulated time) whilst the robot is updated with a frequency of 50 Hz. This di↵erence is due to the fact the
the processing unit that corresponds to the robots brain can operate at very high frequencies (even higher than
1000 Hz if necessary) whilst the robot needs longer time to execute physical things such as moving or collecting
readings from sensors. Since the network is updated 20 times between each robot execution the output signal
from the network can be interpreted as the firing frequencies of the output neurons. The frequencies are scaled
by the maximal possible frequency (500 Hz when taking into account the refractory period of the LIF-neurons)
in order to produce output signals in the range [0, 1], since the input signals of the motors should be in that range.

The excitatory synapses in the spiking neural networks are updated using the pair-based RM-STDP model
described in Section 2.2.2. The parameters of the RM-STDP are listed in Table 3.2. Even though the neurons
are updated at a frequency of 1000 Hz the synaptic weights are only updated at the same frequency as the
robot, 50 Hz. This is due to the fact that the modulatory success signal depends on the state of the robot, thus
as long as the robot’s state is unaltered so is the success signal. The eligibility trace ensures that the spiking
activity of the neurons in the period between synaptic updates is also taken into account.

Parameter Value
Presynaptic temporal window, ⌧pre 20 ms
Postsynaptic temporal window, ⌧post 20 ms

Presynaptic weight update, A+ 0.020
Postsynaptic weight update, A� -0.021
Reward temporal window, ⌧pre 200 ms

Table 3.2: Parameter values for the pair-based RM-STDP model.

The inhibitory synapses in the spiking neural networks are updated using the proposed RM-STDP model
described in Section 2.2.3. The parameters of the RM-STDP are listed in Table 3.3.
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Parameter Value
Presynaptic temporal window, ⌧pre 10 ms

Negative weight update, A�
inh -0.02

Positive weight update, A+
inh 0.02

Reward temporal window, ⌧pre 200 ms

Table 3.3: Parameter values for the proposed RM-STDP model for inhibitory synapses.

3.5 Implementation of non-spiking neural networks

A more traditional non-spiking neural network is also implemented in the robot in order to compare the
performance of the spiking and non-spiking networks. Non-spiking neural networks can take many di↵erent
forms. However, the components of the networks implemented here have been chosen such that the networks
in as many ways as possible correspond to the spiking neural network. The synaptic weights are set to be
w 2 [�1, 1]. The neuron model is essentially the McCulloch-Pitts neuron model described in Section 2.1, but
with activation function g instead of comparing the weighted sum of inputs to a threshold. The activation
function of the neurons is g(·) = max{tanh (·), 0} in order to map the inputs to [0, 1].

3.6 Evolution, training and testing

A combination of the evolutionary algorithm described in Section 2.4, training and testing is used to find a
spiking neural network that can navigate the robot to a target without colliding with obstacles. The synaptic
connection of a non-spiking neural network are then set to be identical with the resulting spiking neural network
in order to compare the advantages and disadvantages of using a spiking or non-spiking neuron models. This
section further presents specifics regarding the implementation of the evolutionary algorithm as well as training
and testing of the networks. Table 3.4 presents the values used for the parameters of the evolutionary algorithm.
The number of neurons in the hidden layer is set to 100, which roughly corresponds to the number of neurons
in the hidden layers in other projects, such as [4] and [15].

Parameter Value
Population size, N 20

Number of hidden neurons, nh 100
Initial synaptic weights, wij {�0.5, 0.5}

Tournament selection parameter, Ptour 0.75
Crossover probability, Pcross 0.5

Chromosome length, l (6 + 2) · 100 = 800
Mutation probability, Pmutate 1/l = 1/800

Table 3.4: Parameter values for the evolutionary algorithm.

3.6.1 Initializing the population

As the first step of the evolutionary algorithm a population of N fully connected feedforward networks with nh

neurons in the hidden layer is generated, where the weights of the networks are randomly assigned one of the
two values {�0.5, 0.5} with equal probability.

3.6.2 Evaluating fitness

Each network in the population is trained and tested in order to determine their fitness (i.e ability to reach a
target without colliding with any obstacles). Each network is first tested and then trained n rounds where each
round consists of m di↵erent scenarios. After each round of training the network is tested again. For each
round i = 1, ..., n of training and testing a fitness fi is evaluated as described in Section 2.4. The final fitness of
the network is set to max{fi}. This is done since di↵erent networks may require di↵erent amounts of training
before their best performance is reached.
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Training

The networks are trained to control the robot to reach a specific target without colliding with any obstacles in
its environment. The networks are trained on situations similar to but not identical with the test cases. The
arena is square (6⇥6 m) with a square obstacle (1.5⇥1.5 m) in the middle, see Figure 3.2. The robot is initially
placed at a random location within one of the two circles to the left or right of the obstacle with a random
heading. The target is placed at a randomly chosen location from a discrete set of possible locations (green
squares). The robot is then set to try to reach the target. The training is terminated when the robot reaches the
target or collides with the obstacle or one of the walls. Additionally the training is terminated if the robot gets
stuck (i.e is standing still for too long) or if a maximum number of time steps is reached without arrival or collision.

3RVVLEOH�WDUJHW�ORFDWLRQV

6WDUWLQJ�UDQJH�IRU�URERW

Figure 3.2: During training the target is placed in one of the possible locations (green squares) and the robot is
initially placed at a random location with a random heading in one of the two circles next to the obstacle.

The synaptic weights of the spiking neural networks are updated during the training process using RM-STDP
as described in Sections 2.2.2. All neurons in the networks are updated with the same global modulatory success
signal, M , which depends on the performance of the network. The performance can be divided into three main
categories: distance to target, angle to target and distance to nearest obstacle. In order to reach the target the
robot must minimize the distance and angle to the target whilst simultaneously keeping the distance to the
nearest obstacle su�ciently large to avoid collision. Thus M is a function of the reward parameters rd for
distance to target, ra for angle to target and ro for distance to nearest obstacle where the reward parameters
are given by

rd =

(
1� d

dv
if dv > d

0 otherwise
(3.9)

where d is the distance between the robot and the target based on the estimated position of the robot using
the odometer readings, and dv is a parameter that determines at what distance from the target the robot is
deemed to be in the vicinity of the target.

ra = 1� |✓|
⇡/2

, (3.10)

where ✓ 2 [�2⇡, 2⇡] is the angle between the target and the direction of the robot.
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ro = rleft + 2rfront + rright, (3.11)

rleft =

(
1� ⇢left/⇢max if ⇢left � ⇢safe,

1 otherwise
(3.12)

rfront =

(
1� ⇢front/⇢max if ⇢front � ⇢safe,

1 otherwise
(3.13)

rright =

(
1� ⇢right/⇢max if ⇢right � ⇢safe,

1 otherwise
(3.14)

where ⇢safe is the ”safe sensor reading”, ⇢max is the maximal possible reading of the robots sensors and ⇢left,
⇢front and ⇢right are the readings of the left, front and right sensors respectively. The contribution from the front
sensor is scaled by a factor of 2 in order to emphasise that approaching an obstacle head-on is less desirable
than turning in some direction (left or right) when an obstacle is straight ahead. The modulatory success signal
is given by

M =

(
max (0, ro � hroi) if do < dsafe and do < d,

rd � hrdi+ ra � hrai otherwise
(3.15)

do is the estimated distance to the nearest obstacle, dsafe is some ”safe” distance to each obstacle and hri
denotes the average of the previous 3 values of the reward parameter. This gives the success signal a ”reward
minus expected reward” form. Additionally, if the robot arrives at the target the network is updated in
the same way with a reward Rarrival, and if the robot collides with an obstacle it is updated with a penalty
(negative reward) Rcollision. The max (0, ro � hroi) criteria in the modulatory success signal is added with
the intention that approaching an obstacle is not necessarily bad, unless the robot collides, upon which the
collision penalty Rcollision is applied. The robot does on occasion have to approach an obstacle in order to
reach the reward, for example if the reward is is situated close to an obstacle. That is also the reason for the
M = max (0, ro � hroi) if do < d, to focus on teaching the robot to avoid moving towards obstacles, unless
however the target is close to an obstacle where the reading from the sensors could be conflicting with the
signals telling the robot to move towards the target.

Testing

After each round of training the networks are tested in order to determine their current fitness. The networks
are tested on eight fixed test cases and their fitness are determined as described in Section 2.4. Figure 3.3
displays the target location and initial robot location and direction in the eight di↵erent test cases.
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Figure 3.3: The layouts of the eight di↵erent test cases upon which the networks fitness are determined.

3.6.3 Generating the next generation

When each network in the population has been trained and tested and their fitness has been determined the
next generation is generated. This is done in the following way:

1. The individual with the highest fitness is copied directly to the next generation (elitism)

2. One entirely new individual is randomly generated and added to the next generation in order to further
increase diversity

3. Two individuals are selected from the population using tournament selection as described in Section 2.4

4. With probability Pcross the two selected individuals are crossed with each other as described in Section 2.4
and the o↵spring are copied into the next generation. Otherwise the two selected individuals reproduce
asexually (without crossover).

5. The o↵spring from step 4 are mutated with mutation probability Pmutate. Since the genes can only take
on of the two values {�0.5, 0.5} a mutation is equivalent to simply flipping the sign of the gene. The
mutated individuals are then added to the next generation.

Step 3-5 are repeated until the next generation has N individuals.
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4 Results and discussion

4.1 Network without hidden neurons

A target navigation and collision avoidance behaviour can be achieved with a network without any hidden
layers by connecting the input neurons to the output neurons according to the connection scheme to the left in
Figure 3.1. By initiating the network with weights ±0.5 the spiking neural network can make the robot reach
the target in most of the test cases. Typical performance of this network is displayed in Figure 4.1. However
the performance of the network seems to be sensitive to the errors in location- and direction estimation caused
by the odometer and compass; the same network may arrive at the target during one test but collide with the
obstacle in an identical test immediately after. The estimated direction of the robot at any given time step
is equal to the actual heading of the robot with N (0,�2

c )-noise, where �c = 0.05. The error in the estimated
location may however accumulate over time since the estimate at each time step is based on the estimate
at the previous time step. The position is updated based on the speed and angular speed of the robot with
N (0,�2

o)-noise, where �o = 0.0002, along with the estimated position in the previous step. Thus the error at
any time step i will be a random variable with distribution

Pi
1 N (0,�2

o) = N (0, i�2
o). In all simulations the

robot is limited to a maximum of 5000 steps, after which the error in the estimation of the location of the robot
will be N (0,�2

5000)-distributed, where �5000 ⇡ 0.014. In many cases the robot will take significantly fewer steps
before reaching the target or colliding. In relation to to the radius of the robot, R = 0.2 m, and the size of the
arena, 6x6 m, the expected error in the location estimation is quite small. Yet, the errors in the direction- and
location estimations are significant enough to make the networks perform inconsistently between di↵erent runs.

What is perhaps noteworthy is that the target never arrives at target number 5. Since the inputs are
symmetrically connected to the outputs of the network the situation where the robot is positioned directly
towards the target, but with an obstacle between them, results in a deadlock and the robot ends up standing
still. The slight asymmetry caused by the errors in the odometer and compass do not seem to be su�cient to
budge the network out of the deadlock. In test case 6, when the robot is facing away from the target, any small
error in the estimation of the heading of the robot will result in a signal close to 1 in either the left or right
angle input neuron. This causes the robot to start turning and not end up in a deadlock as in test case 5.

Figure 4.1: A network connected as to the left in Figure 3.1 with weights set to ±0.5 arrives in most of the test
cases, however the robot never arrives in test case 5 and sometimes gets stuck in a deadlock in test case 6.

By training as described in section 3.6.2 the performance of the network can be improved, although the exact
performance depends on the scenarios that the network is trained on, which varies from attempt to attempt
since the scenarios are randomly generated. Figure 4.2 presents the average number of arrivals µ after di↵erent
amounts of training along with the standard deviation �. The averages are computed by training on 20
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randomly generated scenarios at a time and and then testing 10 times after each round of training. This is
repeated until the robot has been trained on a total of 200 di↵erent scenarios. The process is then repeated 9
times with di↵erent seeds in the random number generator. To the right in Figure 4.2 the average number of
arrivals are plotted for the di↵erent random number generator seeds.
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Figure 4.2: Average number of arrivals µ after training with standard deviation � plotted against the number of
rounds of training. The average number of arrivals when the network has no training is indicated as µ0.

As expected the exact performance varies, since the networks are trained on di↵erent scenarios. Yet it seems
that, in most cases, at approximately 100-120 training scenarios the network tends to reach its peak performance.
Figure 4.3 displays how the network performs on the eight test cases after training as described in Section 3.6.2
on 120 di↵erent scenarios the robot can arrive at the target in all eight test cases.

Figure 4.3: After training the network to the left in Figure 3.1 with weights set to ±0.5 as described in Section
3.6.2 on 120 di↵erent scenarios the robot can arrive at the target in all eight test cases.

It can be noted that the average number of arrivals increases with training, up to a certain point, meanwhile
the standard deviation does not decrease. When testing the network several times after training di↵erent runs
still yield di↵erent results. This indicates that the performance of the network still is sensitive to the errors in
the location and direction estimations, even after training. After approximately 120 rounds of training the
performance of the network decreases steadily. This is due to a form of over training, further discussed in later
on in Section 4.4.
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4.1.1 Impact of the proposed STDP for inhibitory synapses

In order to determine whether the proposed STDP for inhibitory synapses, abbreviated here as I-STDP, actually
improves learning the network is trained both with the original STDP (Section 2.2.2, for both excitatory and
inhibitory synapses, and with I-STDP for inhibitory synapses. The network is trained on 20 randomly generated
scenarios at a time and and then tested 10 times after each round of training. The network is trained with the
two di↵erent methods on identical training scenarios. The average number of arrivals after di↵erent amounts of
training are presented in Figure 4.4, where di↵erent figures represent di↵erent sets of training scenarios. In all
cases examined I-STDP yields a maximum that is higher than (or equal to) the corresponding maximum for
the original STDP. The maximum also is often reached earlier when using I-STDP. This indicates that the
proposed I-STDP in fact does improves the learning.
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Figure 4.4: Average number of arrivals after training with the proposed STDP for inhibitory synapses, I-STDP,
and after training with the original STDP.

4.2 Evolved network with hidden layer of neurons

The performance achieved by the two-layered network shows sensitivity to errors position and location estima-
tion, which indicates that such networks do not allow the robot to take careful enough precautions around
obstacles. Perhaps adding a hidden layer with a su�cient amount of neurons could allow for information to
be encoded such that the network can make the robot both more e�ciently avoid the obstacles and maintain
the target-approaching behaviour. This section presents the results from the evolutionary algorithm described
in Section 2.4. The initial population of networks displays a wide range of random behaviour. After a few
generations of the evolutionary algorithm some form of target approaching behaviour starts to appear in the
population. Over time the goal approaching and obstacle avoidance becomes more and more robust, giving
the individuals in the population higher fitness. Although the networks get better at reaching the target in
the test cases they often display a form of lopsidedness during evolution, always turning in the same direction
when avoiding an obstacle or approaching the target. An example of this is displayed in Figure 4.5. This
lopsidedness does not necessarily prevent the robot from reaching the target, but it may result in the robot
taking unnecessary detours. Furthermore, in a more advanced layout of the arena, a lopsidedness in the ability
to avoid obstacles may cause more trouble.
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Figure 4.5: During evolution networks may display some form of lopsidedness. Here the network makes the
robot turn left when avoiding an obstacle which leads to the robot taking a longer route to the target.

By letting the population of networks evolve further the lopsidedness decreases since the fitness measure
increases when the number of steps before arriving at the target decreases. A network that takes the short-
est possible way to the target will have a higher fitness than a lopsided network that takes detours before
arriving. However a common problem with evolutionary algorithms is premature convergence, that the al-
gorithm converges to a fitness below the actual maximum. Figure 4.6 shows how the maximum fitness of
the population changes over 30 generations for two separate runs of the algorithm. In one of the rounds
(red dashed line) the fitness does not not change much over time, a typical sign of premature convergence.
The choice of parameter values in the evolutionary algorithm impact the risk of premature convergence,
however determining the optimal parameter values may be di�cult. Another way to potentially work around
premature convergence is to rerun the algorithm several times. Due to the stochasticity of the algorithm
di↵erent runs are likely to yield di↵erent results and perhaps one of several runs could converge to the actual
optimum. Furthermore there are no guarantees that a network in the defined search space (100 hidden neu-
rons, initiated with weights ±0.5 and trained as previously described) actually can achieve the desired behaviour.
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Figure 4.6: The maximum fitness of the population over 30 generations for two separate runs of the algorithm.
In one case (blue full line) the fitness increase initially, but becomes quite volatile towards later generations.
This is due to the networks being sensitive to errors in the location and heading estimations and that the
networks are being trained on di↵erent scenarios in di↵erent generations, which naturally can result in varying
performance. In the other case (red dashed line) the fitness does not change significantly, a typical sign of
premature convergence.
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In the other round of evolution displayed in Figure 4.6 (blue full line) the fitness does increase from the initial
value, but becomes quite volatile towards later generations. Even if the individual with the highest fitness
in one generation is copied directly to the next generation (elitism), that network may not achieve the same
fitness two generations in a row. This is again due to the networks being sensitive to errors in the location and
heading estimations and that the networks are being trained on di↵erent scenarios in di↵erent generations,
which naturally can result in varying performance. This volatility could perhaps be remedied to some extent
by testing the networks several times after each round of training and computing some form of average fitness
over several tests. Such a fitness measure might benefit networks with more consistent performance and less
sensitivity to the estimation errors.

The performance of the best network achieved from 30 generations of evolution is displayed in Figure 4.7. The
network reaches its best performance after approximately 40 rounds of training, which is significantly less
than for the network with no hidden layer. However there is still a slight lopsidedness to the network and the
sensitivity to the errors in the estimation of the location and heading of the robot remains.

Figure 4.7: The best network from the 30 generations of evolution. The network reaches its best performance
after approximately 40 rounds of training, however there is still a slight lopsidedness to the network and the
sensitivity to the errors in the estimation of the location and heading of the robot remains.

Other than getting the robot simulations up and running and implementing the spiking and non-spiking neural
networks a significant portion of the work in this project has gone to determining the various reward parameters
in the STDP as well as defining several aspects of the evolutionary algorithm. Unfortunately, as the algorithm
turned out to be quite time consuming to run on the available hardware (and due to some unfortunate errors
and mistakes), this process has taken quite some time. Ideally the algorithm would have been run several
more times, both with the parameters in Table 3.4, and with other parameters in order to better explore the
potential of the algorithm. In Section 5.2 suggestions are made as to how one could proceed with further work
based on this project as well as other questions that would be interesting to explore.

4.3 Spiking vs. non-spiking neural networks

Both the non-spiking network with no hidden layer and the same connection scheme as in Section 4.1 and
the non-spiking version of the evolved network in Section 4.2 perform better than their spiking counterparts.
The non-spiking neural networks consistently reach all 8 targets in the test-cases, even without training. If
one interprets the value of a non-spiking neuron as the spiking rate over some time window this would mean
that the spiking rate could take any real value in the range [0, 1], when in fact, due to the refractory period
of a neuron and the limited time window in which the spiking rate is measured, this is not quite true. Even
if certain information may be lost when the exact spiking times of the neurons are not considered in the
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spiking rate-interpretation in non-spiking neural networks it would seem that it in fact is the firing rate and
not the exact timing of neuron spikes that determines the output of the network. The higher resolution of
the spiking rate in the non-spiking neurons gives the network a better performance. This is likely also why
the symmetrically connected non-spiking neural network still manages to reach the target in test-arena 5; the
small asymmetries from the errors in the odometers and compass are enough to o↵set the network and allow
the robot to navigate around the obstacle, as a result of the higher resolution of spiking rate in the neurons.
It is possible that translating the output of the networks into scaled spike frequencies leads to some of the
information encoded in the exact timing of spikes being lost. Furthermore the simulations here are run at
exact frequencies where the neurons are updated every 1 ms and the output of the network computed every
20 ms. In a biological network these processes likely do not occur on exact frequencies. Perhaps simulating
the translation from spikes to actions in a fashion more similar to that of a motor neuron would yield better
performance for the spiking neural networks.

Even if the test arenas have been selected to test the networks’ obstacle avoidance in di↵erent situations they
do not fully represent all possible situations. To get a better idea of how the spiking and non-spiking networks
perform, and to ensure that the results from the test-arenas are not biased by the narrow selection of cases, the
networks are also tested on 1000 randomly generated arena layouts as in figure 3.2. The number of arrivals are
presented in table 4.1. Both the synaptic connections as described to the left in Figure 3.1 with weights ±0.5
and the connections resulting from training are tested. The network without a hidden layer is trained on 120
di↵erent scenarios and the network with a hidden layer of 100 neurons is trained on 40 di↵erent scenarios.

Type of network Without training With training
Spiking, no hidden 821 842

Non-spiking, no hidden 923 914
Spiking, 100 hidden 758 784

Non-spiking, 100 hidden 762 916

Table 4.1: Number of arrivals when testing on 1000 random arena layouts as in figure 3.2. The networks are
tested before training, with weights set to ±0.5, and with the weights resulting from training as described in
Section 3.6.2. The network with no hidden layer is trained on 120 di↵erent scenarios and the network with a
hidden layer of 100 neurons is trained on 40 di↵erent scenarios.

The non-spiking networks perform better also on the randomly generated test cases, both with the trained
and untrained weights. The performance of the spiking neural networks increase somewhat after training, but
they still arrive in significantly fewer cases than the corresponding non-spiking networks. The network with no
hidden neurons seems to perform better than the evolved network with a hidden layer. This could to some
extent be due to the fitness in the evolutionary algorithm being determined by the eight test cases, thus there
is no guarantee that the evolved network performs as well on other arena layouts. Interestingly, in the network
with no hidden neurons, the performance of the non-spiking network is slightly worse with the trained weights
than the with all weights set to ±0.5, although the performance is still better than the corresponding spiking
network. On the other hand the non-spiking network with a hidden layer performs significantly better with the
trained weights than with the weights set to ±0.5, arriving in approximately the same number of cases as the
non-spiking networks without hidden neurons.

4.4 Training and overtraining

The reward used in training the networks, as described in Section 3.6.2, is based on the position of the robot in
relation to the target and obstacles. The reward is also compared to the reward in the previous few time steps,
giving it a reward minus expected reward -form. This means that firing patterns that make the robot approach
the target and avoid the obstacles are enhanced whenever the robot exhibits those behaviours. The idea is that
by training the network on a su�cient number of diverse arena layouts the synapses of the network should
be tuned such that the network tends towards the the target while avoiding obstacles in the most e�cient manner.

For each specific task there exists some optimal synaptic connection which gives a network the best possible
performance. However, the reward-scheme implemented here does not take that into account. If a network
were to have the ideal values of each synapse, training the network with this reward-scheme would lead to
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certain synaptic connections being strengthened and others weakened, thus moving the network away from the
ideal synaptic connection and reducing the performance of the network. This is a form of over training ; for
each network there exists an ideal amount of training (on an ideal selection of training scenarios) that gives
that specific network the best possible performance under the applied reward-scheme. However, determining
the ideal set of training scenarios is a not a simple task. Therefore the approach in this project has been to
randomly generate the training scenarios, as described in section 3.6.2, the idea being that if the network
is set to train on a su�cient amount of randomly generated scenarios most relevant situations should be
covered. Additionally the rate of learning is quite low, due to the reward minus expected reward approach,
thus reducing the risk of a network prematurely adapting to whatever situations it is presented with early
on during training and allowing each network to train on a larger amount of training scenarios. This is
also why the performance on the selected test arenas is tested several times during training in the evolu-
tionary algorithm, as di↵erent networks may reach their optimal performance after di↵erent amounts of training.

Of course using a di↵erent reward-scheme could remedy some of these problems. For example one could
calculate the ideal trajectory from the starting position of the robot to the target and then base the reward on
the robot’s deviation from that trajectory. A network that already makes the robot follow the ideal trajectory
could then remain unaltered during training. However calculating the ideal trajectory could be di�cult and this
approach may also unnecessarily punish networks that for example find alternate ways of avoiding obstacles,
causing them to deviate from the ideal trajectory but perhaps still arriving at the target. Another approach
could be to somehow base the reward on the performance in the current round of training compared to the
performance in previous rounds. Again, it might not be entirely trivial to do this kind of comparison, as
di↵erent rounds of training require di↵erent actions and numbers of steps. One could also scale the reward
with a ”learning rate” which decays over time as the training progresses, perhaps by reducing the learning rate
each time the robot arrives at a target during training.

4.5 More advanced arena layouts

The networks are trained and tested on a very simple arena layout, see Figure 3.2. Although the layout is
very simple, with a single square obstacle in a square arena, some form of target approaching and obstacle
avoiding behaviour is necessary in order for the network to make the robot reach the target. For advanced
layouts the networks may need more information than just the distance and angle to target and the distance to
nearest obstacle in order to navigate in any e�cient manner. However, the six inputs used in this project and
the training on the simple design may still be su�cient to get the robot to navigate to the target on slightly
more complex layouts. The networks are tested on two additional arenas: one with four square obstacles and
one with a well-like obstacle. Figure 4.8 shows how the network with no hidden layer, trained on the original
simple arena, performs on the arena with four obstacles. Figure 4.9 shows how the best performing evolved
network, also trained on the simple arena, performs on the arena with four obstacles. The exact performances
of the networks again vary between runs. Both networks arrive at some targets but collide or get stuck in a
deadlock in other situations. It seems that the network with no hidden layer has a higher tendency of getting
stuck in a deadlock, whilst the network with the hidden layer will travel a longer distance and thus get closer
to the target before colliding. It is possible that both networks could perform significantly better if they were
trained on this arena layout.

Figure 4.10 shows how the network with no hidden layer, trained on the original simple arena, performs on the
arena with a well-like obstacle. Figure 4.9 shows how the best performing evolved network, also trained on the
simple arena, performs on the arena with a well-like obstacle. Also here the exact performance of the networks
again vary between runs, but here the network with a hidden layer tends to reach the targets more often than
the network with no hidden layer. This indicates that the hidden layer might make it possible for the network
to navigate better through the more advanced layouts. It is also possible that his di↵erence in performance
could be reduced if the networks are trained on this specific layout.
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Figure 4.8: The best performing network with no hidden layer tested on an arena with four square obstacles.

Figure 4.9: The best performing evolved network with a hidden layer of 100 neurons tested on an arena with
four square obstacles.

Figure 4.10: The best performing network with no hidden layer tested on an arena with a well-like obstacle.
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Figure 4.11: The best performing evolved network with a hidden layer of 100 neurons tested on an arena with a
well-like obstacle.
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5 Conclusions and further work

5.1 Summary of results

A decent target navigation and collision avoidance behaviour can be achieved with a network without any hidden
layers. The performance can be further improved by training with RM-STDP. The proposed modified STDP
for inhibitory synapses yields even better performance in the networks and often after fewer rounds of training.
Maximum performance is reached after training on approximately 100 scenarios. However the two-layered net-
work displays a sensitivity to errors in the estimated position and heading. A corresponding non-spiking neural
network displays better resilience against these errors and a better performance on the target navigation and
collision avoidance tasks. When tested on 1000 di↵erent arena layouts the spiking neural network arrived at the
target in 842 cases, and the non-spiking network arrived in 914 cases. This indicates that the advantages of the
spike-rate interpretation of non-spiking neurons outweigh the expected advantages of encoding information in the
specific timing of spikes in spiking neural networks, at least in this simple network structure and the task at hand.

The proposed evolutionary algorithm shows potential of working as a tool for determining the synaptic
connectivity of spiking neural networks. In one run of the algorithm, with networks with a hidden layer
consisting of 100 hidden neurons, a network with the ability to arrive at most of the eight test cases was evolved
in less then 20 generations. However the evolved network exhibits a sensitivity to errors in the estimation of
the location and heading of the robot, just as the network with no hidden layer does. The di↵erence between
the spiking and non-spiking networks is even more significant with the addition of the hidden layer. The
evolved spiking neural network arrived at the target in 784 of 1000 test cases and the corresponding non-spiking
network arrived in 916 cases. Furthermore the algorithm is prone to premature convergence. This project only
explored a first rather simple implementation of the algorithm, further work is necessary in order to determine
the true potential of this approach. Furthermore the algorithm could be altered in many ways, for example
allowing for more advanced network structures. By altering the fitness measure and the reward parameters of
the RM-STDP it is possible that the algorithm can be used to determine network structures for completely
di↵erent tasks than the targeted navigation and collision avoidance of this project.

5.2 Suggestions for further work

There are many ways to alter the methods implemented in this project which potentially could yield di↵erent,
and perhaps better, results. Proposed ways of altering the reward scheme have been discussed in the previous
section, Section 4.4. The evolutionary algorithm can be tweaked in many ways; the probabilities of mutation and
crossover, the tournament selection parameter and the number of individuals in the population are all examples
of parameters that can be altered and which could change the outcome of the algorithm. However these changes
will likely mainly impact the number of generations needed before a network of similar performance is found.
Altering the fitness measure could perhaps have a more significant impact on the results of the evolutionary
algorithm. One major improvement that could be implemented in order to make the algorithm run faster is
to perform the evolution and training without animating the robot and the arena. The animation process is
the foremost reason as to why the algorithm is so time consuming, it could run significantly faster if all the
computations were run without animating each time step.

The perhaps most interesting aspects to further investigate would be the number of neurons in the hidden
layer, the ratio of inhibitory versus excitatory synapses, the range of the synaptic weights and other network
structures than strict feedforward networks. In this project the number of neurons in the hidden layer is set to
100, which roughly corresponds to the number of neurons in the hidden layers in other projects. Some initial
tests were done with a smaller hidden layers (10, 20 and 60 neurons), but the preliminary results indicated of
quite poor performance. However it is possible that similar (or better performance) could be achieved also
with fewer neurons if the algorithm is run with the right parameters, or perhaps by initiating the network
weights at a larger range of values. It would be interesting to see how the performance scales with the number
of neurons and how few neurons are su�cient in the hidden layer for the network to maintain the ability to
navigate to the target without collisions. Furthermore there might be some optimal number of neurons. It
would be quite straight forward to alter the algorithm such that the individuals of a population can have
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di↵erent number of neurons in their hidden layers, thus allowing the number of neurons of the hidden layer
to also be determined by the evolutionary algorithm. The number of neurons required likely depends on the
values of the synaptic weights, by initiating the neurons at values other then ±0.5 a di↵erent performance
could be achieved. One could for example choose a range of discrete values to initiate the synaptic weights
with or assign them real values in the range [wmin, wmax]. This, of course, increases the search space of the
algorithm and thus might increase the number of generations required. In biological neural networks the ratio
of inhibitory versus excitatory synapses is in general is not found to be 50/50, in fact the number of inhibitory
synapses tends to be outnumbered by the number of excitatory ones. The ratio 50/50 was here chosen because
that was the ratio in the connection without any hidden layer (left in Figure 3.1), but it could very well be
that a di↵erent ratio is better for multilayered networks. Finally, the perhaps most interesting feature to
explore, would be other network structures than strict feedforward. By modifying how the chromosomes are
generated from the networks one could also encode how each neuron connects to every other neuron, thus
allowing the the connectivity of the network to be determined by the evolutionary algorithm. In biological
neural networks the connections between neurons are highly complex and generally do not have a strict
feedforward structure. It would be interesting to see if better performance could be achieved using more
intricate connection schemes. Perhaps fewer neurons would be required, yielding a more energy e�cient network.

In this project, and in most of the papers that have inspired this work, the spiking neural networks have been
feedforward. Energy e�ciency is one of the great enigmas of biological neural networks; the human brain has
an immense computational power but only requires approximately 20 Watts [3]. Arguments have been made
that hardware implementations of spiking neural networks perhaps could lead to lower energy consumption and
faster execution than corresponding implementations of traditional neural networks. Making the execution of
the networks run e�ciently has not been a main focus of this project, thus no conclusions can be drawn from
these simulations about the computational power required of the spiking neural networks versus the non-spiking
networks.
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A Robot parameters

Parameter Value
Radius, R 0.2 m
Mass, M 3.0 kg

Moment of inertia, I 0.2 kg m2

Wheel radius, r 0.1 m
Gear ratio, G 2

Coulomb friction constant, fC 0.008
Viscous friction constant, fv 0.02

Electrical constant, ce 0.0333
Torque constant, ce 0.0333

Armature resistance, rA 0.62 ⌦
Maximum applied voltage, Vmax 12 volt

Damping coe�cient, ↵ 15
Damping coe�cient, � 0.78
Odometer sigma, �o 0.0002
Compass sigma, �c 0.05

Sensor opening angle, � 0.5 rad
Number of sensor rays 3
Sensor parameter, c1 0.03
Sensor parameter, c2 0.1

Table A.1: Robot and sensor parameters
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