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Abstract
Security Assurance Cases (SACs) have gained significant focus in recent years, es-
pecially in safety-critical industries such as the automotive industry. Furthermore,
there has been a push towards connected cars technology in vehicles, which means
that vehicles to a greater extent are exposed to cyber threats. Because of this, a new
standard, ISO/SAE-21434, is currently under development, which requires automo-
tive companies to start using SACs to ensure the security of their vehicles against
cyber attacks. Using the Design Science Research (DSR) method, two iterations are
conducted in which the first iteration focuses on identifying artifacts from Automo-
tive Development Processes (ADPs) that could be used in the creation of SACs. The
second iteration investigates to what extent the identified artifacts cover the needs
of the approaches suggested in literature. Two open source catalogues are created
as the artifact of the first iteration. The second iteration is a gap analysis, including
the creation of two SACs, and a a SAC Report Template. The catalogues are used
as an aid during the creation of the SACs, as well as quality assurance to assess the
quality of the cases. The identified gaps are presented, discussed, and validated by
the case company and a third party. The catalogues and the SAC Report Template
were implemented into SystemWeaver, a system engineering tool manufactured by
the case company Systemite. The artifacts created from this thesis can be used in
the future to support practitioners in the creation of SACs.

Keywords: Security, Assurance Cases, Security Case, Automotive Industry, Cyber-
security, ISO/SAE-21434, SystemWeaver.
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1
Introduction

Modern day vehicles are becoming more software based as we move on from tradi-
tional mechanical connections in vehicles to using more computer-controlled systems
with various sensors to introduce systems such as adaptive cruise control and self-
steering [1]. This progress in the automotive industry has been on-going for a couple
of decades now to the point where we have gone from systems working offline (private
networks) to now having connected cars that rely on real-time networking, becoming
a part of the Internet of Things and providing different types of services, such as
infotainment and smartphone integration [2]. As a consequence of this development,
each vehicle is now more exposed to cyber threats and there is an increased risk of
cyber attacks. [3]. Furthermore, there has not been as much progress into making
assurance cases for claims about security, particularly in regards to cybersecurity,
in this domain. Although there is a lack of using Security Assurance Cases (SACs)
in the industry, there are papers about how to create SACs in different domains,
including the automotive domain [4]. Additionally, new standards are being made
to aid the progress of creating Security Assurance Cases in such domains.

Currently, there has only been investigative work on how to create SACs within the
automotive industry, but no actual methodology is being practiced. With the new
standards ISO-26262 Road vehicles - Functional safety [5] and ISO/SAE-21434 Road
vehicles - Cybersecurity engineering (under development) [6], the need for Security
Assurance Cases is on its way to becoming an essential part of Automotive Develop-
ment Processes (ADPs), as it is a way for validating (or invalidating) security claims
about automotive vehicles. The UNECE [7] has a section on cybersecurity principles
where they have defined a set of principles that vehicle manufacturers should fol-
low. For example, statement 3.3.9 in UNECE states that vehicles should be resilient
against cyberattacks. The industry, however, is still in a phase of adopting SACs [4].

Assurance cases are structured bodies of evidence that support claims about systems
with the use of arguments. An assurance case includes important information about
the case, such as claims, arguments, and evidence, just to name a few [8]. The cases
take a top-down approach where a claim about a system is set and is supported
by objective arguments and evidence to support the claim, not to mention that top
level claims can also be supported by sub-claims, depending on the chosen strategy.
The larger the system for the automotive vehicle, the more elaborate the SAC needs
to be, as there are more automotive assets to consider. Security Assurance Cases
are specialized in cyber security, where the claims are about the security of a system
[4].
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1. Introduction

This study has been conducted in partnership with the case company Systemite,
which will henceforth be referred to as ’the case company’. The case company are
the manufacturers of the development platform SystemWeaver [9] used within the
automotive industry. This platform provides users with a single system engineering
tool for all steps of the development process, including: requirements, architecture
design, component design, testing, and more. Through the collaboration with the
case company, we have access to practitioners in the automotive domain that can
provide valuable data during this study.

1.1 Problem Domain & Motivation
Literature within the field of SACs provides suggestions to approaches for develop-
ing SACs, however nothing concrete has emerged for the Automotive Development
Process. The case company, Systemite, has conducted investigations on how to rep-
resent SACs, but there is still a need for further knowledge about artifacts that are
created during an ADP and whether these artifacts would be enough for the creation
of a SAC. An artifact found in a ADP, in this context, is something in an automotive
system that can be used to create arguments and evidence of SACs. In addition to
the deficient knowledge about this topic, there is also no online documentation of
these artifacts. The lack of such catalogues or documentation prevents practitioners
from focusing solely on creating SACs. Instead, they must first take a step into
preparing and gathering the necessary data before they can start the SAC creation
process.

Another problem when it comes to the creation of SACs is the gap between research
and industry. Research has presented many suggestions to approaches in creating
SACs, however, these have yet to be adopted in the industry. This is evident by the
amount of papers that exist about SACs in proportion to the usage of SACs by the
automotive industry [4].

Our case company has raised similar issues as mentioned above in regards to the chal-
lenges that they are facing today with their system engineering tool, SystemWeaver.
Thus, this is another reason for our research into supporting the creation of Security
Assurance Cases in the automotive industry.

1.2 Research Goal & Research Questions
The goal of this study is to assist practitioners in creating Security Assurance Cases.
For this purpose, we have brought forth a couple of research questions that will help
reach our goal.

RQ1. Which artifacts are created during an Automotive Development Process that
can be used in Security Assurance Cases?
1. What are the assets, vulnerabilities, and controls which can support the

creation of SAC arguments?
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1. Introduction

2. What evidence exists that can support the claim of the arguments?
RQ2. To what extent do these artifacts cover the needs in the approaches suggested

in literature?
The first research question aims to provide a catalogue for practitioners in the field
in order to assist the creation of SACs. The catalogue will not only consist of assets,
vulnerabilities, and controls (mitigation strategies) but also existing evidence that
can support the claims in a SAC.

For the second research question, an investigation will be done on the gap between
literature and industry. In particular, what approaches researchers are suggesting
in order to create SACs and to what extent the Automotive Development Process
covers the needs of the suggested approaches. With new standards coming out, this
investigation provides an insight into whether the approaches suggested today need
to be modified to fulfill the requirements set by the new standards.

1.3 Contribution & Scope
The provided artifacts include two catalogues; one with assets, vulnerabilities, and
controls, and the other with types of evidence, that are within an ADP and can be
used to support both practitioners and companies in developing security cases. The
catalogues have been integrated with the system engineering tool manufactured by
our case company. Additionally, we have provided links for the catalogue to be used
as open source catalogues for people who are interested in them.

The gap analysis that was conducted provides insight to the automotive industry
about the current state of SACs, to some extent. It includes our experience of cre-
ating SACs using a specific approach. In addition to that, the SAC report template
is a suggestion of how the case company, as well as other companies could structure
and document their SACs, or simply derive their own report templates from ours,
when they have started to adopt the creation of SACs.

The scope of this thesis is mainly within the automotive industry. For companies
that have yet to adopt the creation of SACs to companies that have started that
process. However, we can see these contributions being used in other domains that
may be involved in cybersecurity, as we have seen SACs being created for the medical
domain [10].

1.4 Structure
This paper starts with a brief look into the introduction then background about the
domain and thesis topic, followed by relevant related work. It then moves on towards
the section where the chosen methodology is described and provides information
about what was done in each part of the methodology. Then it presents the results
of the research including some thoughts about the findings, which it further delves

3



1. Introduction

into during the analysis and discussion section of the paper. Finally, conclusions
and final thoughts about the results are presented, along with a look into the future
work that is needed regarding this topic.
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2
Background

In order to better understand what this research entails, a few things should be
explained. ECUs, ISO Standards, and assurance cases have been introduced. This
section aims to provide further insight on those topics, as well as other terms.

2.1 Systemite
Systemite is a Gothenburg, Sweden based company that has obtained an important
position in the automotive industry, as well as telecom and military systems. Sys-
temite has manufactured the first high performance open platform, SystemWeaver,
for component-based systems development within the area of computer based sys-
tems [11]. SystemWeaver allows their customers to work on their development pro-
cess in a single tool, where otherwise they might have been using different interfaces;
for the analysis, design, architecture, etc [9].

Some of the steps that SystemWeaver supports are: Requirements, Architecture
Design, and Test. What this entails is that you can work with requirements from
different levels, including complete product requirements down to detailed design
requirements, while staying fully integrated with other processes (requirement au-
thoring, impact analysis, traceability, and more). In terms of architecture design,
you can configure the architecture support needed with regards to different aspects
within architecture design. As for tests, SystemWeaver covers specification of test
cases, test planning, and execution. Solutions are fully integrated with all require-
ments models including requirement traceability. It’s a tool that is designed to fit
their customers needs by letting ten or a thousand people work together, allowing
them to keep track of changes and control, adapt the system to suit their needs, and
integrate SystemWeaver with external applications easily with its open API [9].

2.2 ISO Standards
The International Organization for Standardization (ISO) is an independent, non-
governmental internal organization that develops International Standards that sup-
port innovation and provide solutions to global challenges [12]. There are over 23,500
internal standards that have covered various aspects of technology and manufactur-
ing, including road vehicles. These ISO standards have been developed voluntarily
by experts internationally. Essentially, they are a guide, how-to, or formula that best
describe a way of doing something. Some categories they cover are Quality Manage-
ment, Energy Management, and IT Security. Among those standards are two that
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2. Background

are of interest to the automotive industry: ISO-26262 Road Vehicles - Functional
safety [5] and ISO/SAE-21434 Road Vehicles - Cybersecurity engineering [6]. As the
title states, ISO-26262 focuses on the functional safety of a vehicle, specifically the
safety of automotive electrical/electronic systems. On the other hand, ISO/SAE-
21434 is about cybersecurity, i.e., standards to prevent cyberattacks against the
systems in an automotive vehicle. This could include the system that controls the
breaks for example. The latter standard is the one that is of most important to this
thesis as it works closely with creating Security Assurance Cases.

Apart from the ISO/SAE-21434 standard, there is another form of document/standard
by the UNECE. The Draft Recommendation on Cyber Security of the Task Force on
Cyber Security and Over-the-air issues of UNECE WP.29 GRVA [7] is a document
developed based on a number of different standards including the two ISO standards
mentioned earlier. It’s a handy document that includes useful information when de-
veloping an automotive vehicle, such as cyber security principles, threats to vehicle
systems and mitigations. In order for companies to comply with these standards
and provide assurance that they follow the standards, assurance cases are used.

2.3 Assurance Cases
The definition of an assurance case, as described in the Goal Structuring Notation
(GSN) Community Standard V.2 [13], is as follows:

"A reasoned and compelling argument, supported by a body of evidence, that a
system, service or organisation will operate as intended for a defined application in

a defined environment."

Assurance cases are a collection of evidence brought forth in structured arguments.
They are used to argue that a particular claim about a system’s property holds [14].
In the case of a Security Assurance Case (SAC), the claims are about the security
aspect of a system where the evidence is used to strengthen the aforementioned
claim. SACs can be created with the help of Goal Structuring Notation (GSN),
which "represents the individual elements of any safety argument [...] and (perhaps
more significantly) the relationships that exist between these elements" [15]. The
GSN provides the types of nodes that are needed in order to create a case [16].

1. Claim - The claim is the statement that the Security Assurance Case attempts
to prove.

2. Context - The context refers to the top-level claim. It can be an item boundary
or the systems architecture.

3. Strategy - The strategy is the method used to provide arguments to support
the claim(s).

4. Assumption - Assumptions are made to strategies to infer certain properties
about a claim.

5. Evidence - The proof that verifies the stated claim.
The case consists of a top-level claim which is broken down into sub-claims based
on certain strategies. The claims are used to specify the goals of the case, e.g., a

6



2. Background

certain system/feature is secure [4]. A strategy, for instance, can be broken down
based on certain security attributes. The claims are broken down repeatedly till
they reach a point where evidence can be assigned to justify the claims/sub-claims.
Examples of evidence can be code review reports and/or test results. Assumptions
can be made while applying the strategies.

Figure 2.1 displays the GSN nodes and example structure of an SAC [17]. Here, we
can see the different nodes and identify them by their shapes. Claims are rectangular
in shape, strategies are parallelograms, contexts are rounded rectangles, assumptions
are oval and evidence are circles. In the example structure shown, "Product is
adequately secure" is the top-level claim for which we have also provided a context.
Our strategy to prove this claim is to "Argue per security requirement", given that
"All security requirements have identified" (assumption). Following this strategy,
we get two sub-claims: "Access control requirements are fulfilled" and "Private data
is not disclosed". The nodes mentioned up till now are the argumentation for the
top-level claim and lead to the evidence, that have provided "Test result of access
control" for the top sub-claim, and "Results of information flow analysis" for the
other sub-claim.

Specified security
requirements

All security
requirements have

been identified

Access control
requirements are

fulfilled

Product is adequately
secure

Private data is not
disclosed

Argue per security
requirement

Test results of
access control

Results of
information flow

analysis

Context Assumption

Claim
Argumentation strategy

Claim

Claim

Argument Evidence

Figure 2.1: An example structure of an SAC using GSN. A caption is provided for
each node but they are also identifiable by their shape.

There are many different ways to create SACs. In a previous study of SACs by
Mohamad et al [4], the study found that there are around 26 different approaches.
Approaches, sometimes called patterns, are methods of creating an SAC and dif-
fer by their argumentation. For example, an evidence-based approach which uses
vulnerabilities as arguments [18], or an approach which uses the source of security
requirements as arguments [19].
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2.4 Automotive Development Process
An Automotive Development Process (ADP) is very complex. It includes not only
security aspects but also aspects that relate to functionality, cost, quality attributes
and non-functional requirements. Figure 2.2 shows stages of an ADP designed by
Hirz et al from 2013 [20]. Although it may no longer be state-of-the-art, it gives
good insight about what goes into an ADP.

Figure 2.2: Stages of a typical state-of-the-art full-vehicle development process
from 2013 by Hirz et al.

From the Definition phase, where activities such as market research and product
strategies are defined, up to Pre-series & series production phase, where activities
such as quality control and product verification & acceptance are performed. It
manages to display the complexity of an ADP, despite not being up to date with
current standards. Given that the figure is from 2013, we can only assume that
security-related activities (like creating a SAC or conducting a TARA) would be
part of the Series development and Pre-series & series production phase if the ADP
was up to date. Perhaps even part of the Pre-development phase to conduct a TARA
on a higher level of the system.
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In this thesis, an artifact found in an ADP is something in an automotive system
that can be used to create claims and arguments in a SAC, as well as evidence to
support the claims.

2.5 Further technical background
In this section we further elaborate on terms and concepts that were used in this
thesis.

2.5.1 Electronic Control Unit
In the automotive industry today, a lot of new features are being integrated into
vehicles, the most popular being the self-driving feature. Most of these features
are integrated as an electronic system or a system of systems. To coordinate these
electronic systems, vehicle manufacturers and Original Equipment Manufacturers
(OEMs) have introduced Electronic Control Units (ECUs) [21]. Today’s internal
architecture of the vehicles is quite complex and can be distributed over more than
a hundred ECUs [22]. Currently, there is a transition towards a more centralized
architecture where the functions will be concentrated on much fewer and more pow-
erful ECUs [23]. These central ECUs are connected to sensors, actuators, external
communication media, and to some smaller legacy subsystems [22] where they are
used to perform different actions. This is why they are considered an asset, among
other assets. An ECU takes inputs from sensors and compute the data for its re-
quired task. It can also take input from another ECU to perform its tasks.

2.5.2 Threat Analysis & Risk Assessment
Threat Analysis & Risk Assessment (TARA) is a risk assessment method/framework
and a key activity defined by ISO/SAE-21434. Conducting a TARA consists of
three blocks: performing a risk analysis, selecting risk treatments, and deriving
cybersecurity goals [6]. The basic steps to performing a risk analysis and selecting
risk treatments are:

1. Identify assets and their damage scenarios
2. Analyze the identified threats
3. Analyze risks by looking at the damage potential and the likelihood of each

threat
4. Reduce risks with mitigation strategies

Based on that analysis, you can derive the cybersecurity goals for the assets.

2.5.3 Confidentiality, Integrity, and Availability
Confidentiality, Integrity, and Availability (CIA) are three security principles con-
sidered to be foundational to any security program. Any time there has been a
cyberattack (hacking of account, data leak, etc.) it is most likely due to one of these
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principles being violated [24].

Confidentiality refers to the effort to keep data private and secret by, for example,
controlling access to data. This usually entails protecting sensitive information by
implementing access levels for said information. The sensitivity of the data can
be measured by how much damage it would cause if it were breached. Integrity
refers to the quality of the data. In particular, protecting the data from being
deleted or manipulated by an unauthorized party [25]. "It is correct, authentic, and
reliable" [24]. Lastly, Availability refers to the extent to which the data that is being
protected can be accessed. This means that authorized users are able to access
systems, applications, and data when they need to [24].
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3
Related Work

In this section we mention work that are related to our thesis. Different papers are
referenced that have done similar work to ours to some extent, however there are
some differences that separate our work from others.

In the work done by Finnegan et al. [10], the authors introduce a framework for
creating a security case and also conducted a mapping between identified security
controls from security related standards and the security capabilities. This was done
in the Medical Device (MD) domain and did not use any of the standards that we
have used in this thesis.

Similarly, the work by Ali et al. [26] is connected to the software engineering domain.
Their work was focused around Zen Cart, a web-based e-commerce open source soft-
ware, where they derived a threat model that generated a list of threats that are
all relevant for the software. They also developed a plug-in for Eclipse that lets
them create an SACs but do not mention if they follow a particular approach. Our
thesis presents two SACs that were created using the CASCADE approach without
the use of any software or plug-ins, except for diagrams.net [27], a diagramming
application, to visually represent the cases. Additionally, the threats listed in our
catalogue have been analyzed and mapped to specific assets that are relevant to the
automotive industry.

The systematic literature review (SLR) by Mohamad et al. [4] shares the same
goal as our thesis, which is to support the creation of SACs. The authors review
over 50 papers in this topic and provide a body of knowledge that gives insight into
SACs and its creation, including providing a workflow for SAC creation. While the
research goal was the same, the aim of how to achieve the goal was different. The
SLR resulted in informative artifacts, whereas our work yielded some informative
artifacts but mostly applicative.

Apart from the papers mentioned above, there is a lot of research in the topic of
Security Assurance Cases that contribute to the topic in their own way, such as
the SLR by Mohamad et al. and the papers they reviewed. In our research, we do
that by building open source catalogues, conducting a gap analysis, and creating a
Security Assurance Case report template.
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4
Methodology

In this section, the Design Science Research (DSR) methodology is introduced with
a brief background and how the method is applied. We then explain how the results
are achieved following the DSR method.

The structure and procedure of the thesis study was split into two iterations. Each
iteration used the DSR methodology by Hevner et al., using the model by Vijay
Vaishnavi and Bill Keuchler [28]. Figure 4.1 shows a brief look of DSR process
model and the steps involved [28].
The process steps, as shown in the figure, are as follows:

1. Awareness of the problem
The awareness of a problem is related to identification of problems within a
reference or perhaps coming from multiple sources. The outcome of this step
is a proposal (formal or informal) for a new research effort.

2. Suggestion
The suggestion phase includes the creation of a tentative design of the proposal,
which is based on either existing, or new and existing elements. The outcome
is a prototype that leads into the development step.

3. Development
The tentative design is further developed and implemented in this step. The
outcome here is the artifact that is developed which will be further evaluated
in the next step.

4. Evaluation
The developed artifact is evaluated here by considering qualitative and quan-
titative research methods. The evaluation is used for improving the results
and refining the design of artifacts based on the evaluation of the artifact.

5. Conclusion
The conclusion step is the end of the iteration cycle or is the finale of a specific
research effort, where the results are presented.

4.1 First Iteration
In the first iteration, the focus was on identifying artifacts in the automotive devel-
opment processes that can be used for creating SACs. The research, preparation,
and development of the artifacts from this iteration is explained in detail in this
section.
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Figure 4.1: Design Science Research Process Model

4.1.1 Awareness of the problem
To bring awareness to the problem, a literature review was conducted on SACs,
ADPs, and the situation of these two in the real-world. The systematic literature
review by Mohamad et al. [17] was used to gain an initial understanding of SACs and
their applicability in the real-world. The literature review includes over 50 papers
about SACs. Throughout the paper, snowballing was performed on different levels
to gain a deeper understanding of the problem and topic. The papers Asset-driven
Security Assurance Cases with Built-in Quality Assurance [29] and REMIND: A
framework for the resilient design of automotive systems [22] were found which held
information about assets in a ADP.

The UNECE WP.29 GRVA [7] standard was studied, in which a list of threats and
vulnerabilities, as well as their mitigations. Furthermore, the standard had refer-
enced to both ISO-26262 and ISO/SAE-21434 which further confirmed the validity
of the standard. In terms of finding evidence, the literature review could not provide
the information we were looking for. We set out to find concrete evidence for systems
and assets, but realized that it would not be possible to generalize such findings for
past, current, and future claims. Instead, we focused our attention towards finding
types of evidence. A technical report by Lipson et al. [30] was found that mentioned
three categories of evidence and the different types under each category.

We realized that the information we require for our catalogues is available, however,
it is from different bodies of knowledge making it difficult to find this information
readily available.
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4.1.2 Suggestion
The paper on Asset-driven SACs and REMIND lists categories of the types of assets
that exist in a ADP. A short comparative study was done to compare the difference
in the assets mentioned in those papers. We found that although the aim of the pa-
pers was different, the assets listed were very similar. Additionally, an investigation
was done on the UNECE WP.29 GRVA standard in order to identify whether the
vulnerabilities could be mapped to the identified assets in the papers. This resulted
in the conclusion that an analysis would be needed to map the assets to the vulner-
abilities and controls.

As identified in the previous phase, the report by Lipson et al. mentioned three cat-
egories of evidence. These were Actor, Process, and Technology. Each category had
a number of attributes assigned to them. For example, the Actor category had at-
tributes Competence, Capacity, Trustworthiness, Objectivity, and Resources. These
attributes (types of evidence) were studied in order to better understand them and
gather them into a catalogue.

In order to create the templates for catalogues needed for this project, the service
Google Sheets [31] was used. The Sheets were prepared before-hand in order for the
data gathering to be more about the extraction rather than how or where to place
them.

4.1.3 Development
Since the research is being conducted by two people, two separate ‘analyses’ were
conducted. These analyses were then brought together and discussed to bring forth
the final version of the catalog, one where both of us had agreed upon the vulnera-
bilities of the assets listed. This was helpful to remove a lot of the bias that would
come from only one person conducting the analysis.

In terms of evidence, the categories and their attributes found in the paper by Lip-
son et al. [30] were used to create a separate catalogue for evidence categories and
types. In the paper, these categories had attributes that had been assigned to them
which one could use to help determine the correct type of evidence for a claim.

One strong point about these catalogues is that they are available, collected and
structured, outside of the sources they come from, so that anyone interested can use
them almost immediately.

4.1.4 Evaluation
During the presentation of the catalogues to the case company, it was shown that a
large part of the catalogue made in the development phase had already been imple-
mented into their tool, SystemWeaver, which was unfortunate due to the work/effort
that had already been done by both parties. However, contrary to the catalogue
in SystemWeaver, we had references to mitigation strategies included in our cata-
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logue. The authors went on to implement the remaining parts of their catalogue
into SystemWeaver. In regards to the evidence catalogue, SystemWeaver did not
have such a catalogue. Therefore, it was very interesting for them to include it in
their tool. The authors successfully implemented that catalogue into SystemWeaver
as a GSN graph, which ended up having an unexpected and interesting use in the
system engineering tool.

4.1.5 Conclusion
In this iteration, to bring awareness to the problem, the literature review showed
great results as it helped identify key elements for the creation of SACs to a certain
extent. Evaluations done in focus groups were fruitful as they provided insight into
what is starting to emerge in the industry and what is still missing. In conclusion,
the catalogues made and implemented have proven to be of great interest to the
case company and were useful in the second iteration of the research.

4.2 Second Iteration - RQ2
In the second iteration, the focus was on gap analysis by identifying the gaps between
literature and industry. Two aspects were taken into consideration: (1) What are
the suggested approaches in literature when creating SACs and, (2) How well do
the ADP cover the needs of the approaches suggested in literature. How this was
researched is further explained in the sub-sections below.

4.2.1 Awareness of the problem
During the literature review in the first iteration, subject matter experts at the case
company were asked about the creation of SACs in practice. It was shown that
there is no proper process of creating SACs and that there is a lack of documenta-
tion right now. Although a lot of research has been done on approaches to creating
SACs, as well as SaACs (Safety Assurance Cases), SACs and their creation have
not been adopted in the industry. For that purpose, we studied some of the existing
approaches in literature to find one suitable for our purpose with the examples given
to us in SystemWeaver.

Furthermore, the case company asked if a prototype for a SAC report template could
be made so that they could use it when presenting SACs to their customers. For
that purpose, we also studied past templates the case company had made to get a
better understanding of what they were looking for.

4.2.2 Suggestion
The SLR was found to be useful in this iteration as well, having identified 26 dif-
ferent approaches from literature. There were many different approaches to choose
from with varying drivers, i.e., the main elements that the approach uses to create
a SAC. A study was done in order to find approaches that fit the systems we had
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to create the SACs for, as well as provide some knowledge about the needs of the
approach compared to what was available in the ADP.

The case company had some existing examples that were used to create SACs. Two
examples were used in order to document the creation of the SAC while also taking
notes about gaps that were found. One example was the Headlamp item exam-
ple from the ISO/SAE-21434 standard [6] and the other example was a Cooperative
Adaptive Cruise Control (C-ACC) system. The examples were in the form of TARA
grids which had listed assets, violated properties, threats, and more.

The SAC report template did not start until after we had created some SACs our-
selves. This was to give us a better understanding of the structure of the SAC,
what’s important to show and how it could be shown. A short workshop was held
by the case company where we learned about the XML scripting language that is
used to create the documents/reports in SystemWeaver.

4.2.3 Development
From the earlier iteration, we had found the paper about Asset-driven SACs [29].
The study of this paper is actually about an approach called CASCADE. As men-
tioned in the title, it is asset-driven and includes a structured way to build security
cases with the assets you have. We decided to use this approach to create the SACs,
as it fits well with how the examples were provided in SystemWeaver. This approach
is further explained in section 5.2.

The first example used to create an SAC was the Headlamp example. It was an
easier example to start with since the Asset-driven SACs paper used the same ex-
ample and the ISO/SAE-21434 had further information about the system. The SAC
was created initially on a whiteboard, where each section of the approach was done
independently and later put together in a diagram creation tool called diagrams.net
(formerly known as draw.io) [27]. Although it was the easier example, the paper on
Asset-driven SACs had summarized their example of the Headlamp item, leaving us
to decide for ourselves how to move forward. Still, we made an attempt but it was
not extensive.

The second example was done almost completely in diagrams.net. The example was
larger and more detailed, and therefore more complex when following the chosen
approach. This was mainly due to the fact that in SystemWeaver, they had split the
system into two levels of TARA. A Level 1 TARA had a higher level of abstraction
resulting in security goals, and a level 2 TARA which was done on a lower level
which resulted in security requirements. These two levels were linked by the secu-
rity goals (the outcome of level 1 and one of the drivers for level 2).

Applying CASCADE on the examples provided by the case company was not only
done to create SACs but also to evaluate how much the approach covers the needs
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of the ADP, and to assess the supporting quality of the artifacts from RQ1. Oc-
casionally, we would consult our catalogues to look-up the assets being used in the
examples and try to compare the vulnerabilities and mitigations the catalogue had
versus the ones included in the example. One reason was to see if we could, in fact,
identify any missing assets, vulnerabilities or controls. However we also wanted to
see whether the catalogues were truly useful.

The development of the SAC report template took some time but, with the coopera-
tion of the case company, a successful template prototype was made. The prototype
was made in the system engineering tool using the XML scripting language. The
code was written so that it would work for any SAC they would create in their tool.

4.2.4 Evaluation
The security assurance cases were presented to the case company for evaluating the
results. The questions that were asked in the focus group related to the SACs appli-
cability in an industrial setting, the understandability and accuracy of the approach,
how the created SACs could be augmented to further facilitate the integration to
the organisation, and the current support that the company has for creating the
necessary documentation to utilise the approach.

The report template was also assessed. It lacked some finesse due to the lack of
experience in terms of designing a report template using XML, but the overall out-
come was seen as positive to both parties. There were some concerns about the
approach which will be addressed in later sections.

Finally, we got in contact with the person from the automotive industry to confirm
whether the gap is true for them and the company they may work for. We could
not get in a meeting with them but we managed to send a questionnaire that they
replied to. The summary of questionnaire will be addressed in section 5.2.2.

4.2.5 Conclusion
We applied the CASCADE approach to existing examples, which yielded interesting
findings. We studied previous report templates produced within SystemWeaver to
go on and create the first SAC report template at the case company. The evaluation
sessions resulted in some proposed changes to the SACs which further revealed a
gap between research and industry. The changes were made and implemented by
an expert at the case company and the feedback was noted.
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Results

5.1 RQ1 - Catalogues
In this section, we report the findings of our study based upon the methodology we
applied to gather the information.

5.1.1 Assets, Vulnerabilities, and Controls
The first catalogue includes assets that are mapped to their corresponding category.
Each asset is then mapped to a vulnerability reference which is in turn mapped to
a control (mitigation strategy) reference. The initial idea was to only use this cat-
alogue while building a SAC, but it was found useful post creation as well. During
the creation of a SAC, you could use this catalogue to identify missed vulnerabilities
and/or controls. One could find the type of asset one is working with and trace it
with the listed vulnerabilities and control references in the catalogue. Combining
the catalogue with the UNECE WP.29 GRVA, where the reference numbers for the
vulnerabilities and controls can be mapped to their descriptions, results in an arti-
fact that supports the creation of SACs. Post creation, you can use this catalogue
as a quality assurance by, for example, comparing the vulnerabilities and/or con-
trols listed in your SAC with those listed in the catalogue to validate your claims,
strategies, etc. You can find this catalogue, with both the first and revised version,
online as a Google Sheet document.

Figure 5.1: Asset, Vulnerability, and Control Catalogue - Net-
work/Communications and Data Storage categories
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Figure 5.2: Asset, Vulnerability, and Control Catalogue - Hardware and Software
categories

The first version of the catalogue is shown in Figures 5.2 and 5.1. The figures show
a sheet with the categories Hardware, Software, Network/Communication and Data
Storage. The assets in the categories are mapped with relevant vulnerabilities and
controls. In addition to the columns that can be seen in those figures, the catalogue
also has columns for: type of threat/attack the category would have, CIA properties,
STRIDE properties, and vulnerability count for each asset as shown in Figure 5.3.
STRIDE is a model of threats and it has relevant desired properties with respect
to CIA. The vulnerability count is especially interesting when it comes to analyzing
the results.

Figure 5.3: Threats and Desired properties for the Hardware category.

A revised version was made (Figure 5.4) after we received some feedback from the
first version of the catalogue. It is not clear what the vulnerabilities and controls
mean with only the reference numbers, as seen in the first version. The revised
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version shows what the vulnerabilities refer to as well as a short description of the
controls. We also added the affected assets so it would be as complete as possible.

Figure 5.4: AVC Catalogue revised.
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5.1.2 Types of Evidence
A lot of research was done to find evidence that could be used in SACs, however
we realized that it would be quite difficult to find evidence for claims that don’t yet
exist. The evidence that is required for the claims will most likely be unique to that
claim. Add to the fact that this is still a topic that is relatively new, this kind of
finding could be a study in itself. Instead, a catalogue was created based on a report
about types of evidence in assurance cases, specifically in cyber security. The report,
which this catalogue is derived from, is called Evidence of Assurance: Laying
the Foundation for a Credible Security Case [30]. This report goes in-depth
into the types of evidence, how to understand and gather them. The authors studied
the report and extracted the categories and types, in order to quickly access that
body of knowledge that would be useful when trying to provide evidence for SACs.
Figure 5.5 shows the Actor and Process category in the catalogue, while Figure 5.6
shows the categories Technology and Product. This catalogue is also available online
as a Google Sheet document.
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Figure 5.5: Actor and Process Categories in the Types of Evidence catalogue.

The catalogue is first divided into the different categories. For each category, the
types (the report calls them attributes) have been listed together with the descrip-
tion of that type. As seen in the catalogue, it is easy to locate the type of evidence
you may want to consider for your claims. However, the types of evidence here is
for cyber security as a whole and not specific to the automotive domain. Therefore,
the supporting aspect of this catalogue comes under verifying or validating your
evidence as they can be seen as recommendations or helpful evidence types to look
out for when creating an SAC. Perhaps some of the attributes listed are exactly
what the SAC needs, or maybe it is an attribute that was not considered.

It is worth mentioning here that the Product category was added post creation of
the catalogue by the case company. The way they viewed this catalogue was similar
to a requirement. Each of these attributes are treated as required evidence for the
case in question and what is then missing is the SAC itself. Therefore, the Product
category was added with the attribute Validity & Completeness of Analysis which
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would provide the SAC. At this point it is understandable if it does not make any
sense. This will be elaborated on further in the results of RQ2.

Figure 5.6: Technology category in the Types of Evidence catalogue.

A study was conducted on whether all of the types of evidence were needed in the
Automotive Development Process. All of the types listed can be useful for an SAC,
but perhaps some of them stand out more than others. The study yielded the types
shown in Table 5.1.

Categories Attributes/Types
Actor Competence

Trustworthiness
Process Capability

Quality
Repeatability
Reviewable
Accountability/Attribution

Technology Capability
Quality
Context of Use
Resources
Traceability/Accountability/Attribution

Product Validity & Completeness of Analysis

Table 5.1: Types of Evidence - Filtered
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The process category yielded five types: Capability, Quality, Repeatability, Review-
able, Accountability/Attribution. It is important to make sure what actors can
accomplish by using the process and how good is the process at achieving a desired
result. The process will be repeatable within its context of use across different orga-
nizations, domains and project teams so that the process produces the same results
when executed each time. The outcome produced by the process will be reviewable
for example, an independent third party can review the entire process document.
An example of a process category can be, a requirements document that provides
the security concerns of the system.

The technology category provides five types: Capability, Quality, Context of Use,
Resources and Traceability/Accountability/Attribution. The technology attributes
are the same as process attributes. It is important to make sure that actors have the
required skill sets, processes and other technology resources to make effective use of
the technology. The quality of software is vital and is associated with technology.
For example, quality attributes can be security of a component and reliability. An
example of technology can be, Malicious control signals are detected, and prevented
from being transmitted. This is related to technology and system since the technol-
ogy is capable of performing detection and prevention systems of Malicious control
signals.

The case company saw value in this catalogue and decided to implement it as a
GSN graph in their system engineering tool. This kind of implementation, where
the categories were top nodes and the types were child nodes, was really interesting.
It was unclear for a moment how this would be used in the tool, but was made clear
along the way and made sense when we were creating the SAC report template
(section 5.2.1). Figure 5.7 shows how the catalogue is represented as a GSN graph
in SystemWeaver. The technology evidence have five attributes as described in the
figure. For example, G_102 shows context of use which means in what context the
technology is applicable and achieves valid results. Other representations can be
found in Appendix A (Figures A.1, A.2, A.3).

S_64
Technology Evidence

G_102
Context of Use

G_89
Traceability/

Accountability/
Attribution

G_88
Resources

G_86
Cost/Benefit

G_85
Visibility

G_84
Quality

G_83
Capability

S

G G G G G G G

Figure 5.7: GSN graph representation of technology evidence.
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5.2 RQ 2 - Gap Analysis
As mentioned in the suggestion part of this phase (section 4), the very first gap we
identified was the fact that the industry had not adopted the creation of SACs.

Identified Gap 1:
The automotive industry has not yet adopted the creation of

Security Assurance Cases.

This was identified from two sources: it was hinted in the SLR by Mohamad et
al. [4], and the other from the case company. However, it was not necessarily true
for other companies in the automotive industry. We got in contact with a person
from the automotive industry that did not belong to the Systemite team. Thus,
we formed a short questionnaire which was sent to them over digitally. The ques-
tions and a summary of the answers are available in the questionnaire section (5.2.2).

To further identify the gaps between literature and automotive industry, we used
examples from the industry (SystemWeaver) and an approach from academia (CAS-
CADE). Since the approach we chose uses the Goal Structuring Notation [13], which
consists of different types of nodes and arrows, we started constructing the graphs
on a whiteboard. The graphs produced were later made into a digital format that
would make it easier to understand and read. Figure 5.8 shows the white-hat and
black-hat block the C-ACC example SAC that we made in diagrams.net, a flowchart
maker and online diagram software.
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Figure 5.8: White-hat and Black-hat block from the C-ACC SAC showing the
structure of the two blocks which are similar to the structure of CASCADE.

The figure shows an overview of the SAC for the C-ACC system that was designed
in the same structure as the approach (see Figure 5.9 ). Since it is too large to
show in this paper, Figure 5.10, 5.11, and 5.12 are cropped and zoomed in versions
from the original to better show what the case arguments are. Other parts of the
SAC are provided in the appendix in a similar manner. The first block, white-hat
block, includes two levels: Asset identification & decomposition (AI&D), and secu-
rity goals. In the AI&D part, you perform an analysis to identify the assets that
are vulnerable to an attack. This is then further decomposed and linked to any
identified sub-assets. For each identified asset, the claim is generally that the asset
and sub-assets are secure. That is then linked to the second level of the white-hat
block where we establish security goals for the claims from the previous level. We do
this by identifying the relevant security properties (CIA) for the assets and create
claims that represent the security goals.
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Top Claim
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Level 1: Asset identification and decomposition

Level 2: Security goals

Black-hat Block

Level 1: Threat scenarios

Level 2: Attack paths

Resolver Block

Level 1: Risk assessment

Level 2: Security requirements
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Q
A

Q
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G
eneric sub-class

Figure 5.9: The structure of CASCADE approach.
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Top Claim
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architecture document
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Figure 5.10: C-ACC SAC from Diagrams.net - Top item and part of the White-hat
block. The path from the decomposed assets have been extracted into four paths,
shown in Figure 5.11 and B.11, B.12, and B.12 in the appendix.
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Figure 5.11: One of the paths from the V2X messages decomposition. Starts from
the Security goal and goes all the way down risk assessment. For the resolver block,
see Figure 5.12.
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In our case, the main assets of the system were identified as Back Office System and
Vehicle-2-everything (V2X) message transmissions (White-Hat Block, Asset Identifi-
cation & Decomposition). The V2X asset was further decomposed into DACU4, Per-
ception components and VANET communication due to their dependability. Since
the Back Office System asset had no dependability with other assets and ECUs, it
directly leads to level 2 of the white-hat block, security goals.

In the second level, the security goals were identified based on the example in Sys-
temWeaver (White-Hat Block, Security Goals). Still, it is important to make sure
that the relevant properties are covered when identifying security goals. In the real
world, there would be an analysis of the security properties of the identified assets
in level 1 that would lead to identified security goals.

In the black-hat block, the main goal is to identify threat scenarios that are linked
to not fulfilling the security goals, as well as the attack paths that could lead to the
threat scenarios. On the first level, threat scenarios, we create claims that are the
opposite of the threat scenario happening, based on the security goals before. For
example, if your security goal is "Integrity of a ECU X is preserved", then the claim
of the threat scenario would be the opposite of that happening, i.e., "Spoofing of a
signal leading to loss of integrity of ECU X is not possible".

For this, we consider damage scenarios that lead to compromising the security goals.
For example, "Spoofed V2X message transmissions are not possible" which could pos-
sibly damage the authenticity of the asset.
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Figure 5.12: C-ACC SAC from Diagrams.net - Resolver and Evidence Block.

The main goal of the resolver block is to perform a risk assessment on the identified
attack paths from the previous block (Figure 5.12, Resolver Block). Based on the
risk level, we can choose how to treat the risk. Additionally, the requirements of
risk treatments identified in the previous level are then expressed as claims. For
example, if the attack path is "It is not possible for a drone to jam VANET commu-
nications in V2XM", then the claim of risk assessment would be to reduce the risk
of the attack path happening, i.e., "The risk of a drone jamming attack on VANET
in V2XM is reduced".

In the evidence block, the main goal is to assign evidence to claims. It is impor-
tant to make sure that evidence is provided and the corresponding claims can be
considered as justified. For example, a claim can be covered by any test report and
verification report based on the type of the claim. We provide verification report
and test coverage report for the claims that are derived from the attack paths to
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the evidence. We use placeholders due to missing evidence in SystemWeaver.

A similar SAC was created for the Headlamp example which can be found in the
Appendix 2.

During the creation of the C-ACC system SAC, we were placed in situations where
we did not know how to proceed due to the complexity of the example. The example
in the CASCADE paper was the only example we that, unfortunately, was not
enough to aid us. Thus, some decisions had to be made on our part as we continued.
Although it perhaps cannot be identified as a gap, but we think more examples of
SACs would be extremely helpful for future practitioners in case they also end up
in the same situation as us.
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Figure 5.13: Redrawing of the C-ACC SAC from SystemWeaver.

Once we had evaluated the SAC with the case company, they implemented it into
SystemWeaver. The same XML language was used to create the graphs represented
in the system engineering tool, however, the resulting graph was quite different from
the one we had made in diagrams. As seen in Figure 5.13, there are some differences
between the one created by us and the one that is represented in SystemWeaver.
The figure was redrawn for the purpose of readability, however a copy of the original
can be found in Appendix B. Isolated parts of the figure can also be found in the
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Appendix. During an evaluation meeting with the case company, it was discovered
that incoming security goals were preferred as drivers, which is not suitable for
the approach that we chose. The incoming security goals are actually a result of
conducting a Threat Analysis & Risk Assessment (TARA), which is a risk-based
activity. This raises the question:

Identified Gap 2:
How can the automotive industry use the outcome of risk-based

activities to create security arguments?

Systemite conducts TARA analyses for the systems they have in SystemWeaver.
This is an important part of the Automotive Development Process since you need
to identify which assets are vulnerable, analyze the threats and risks, and finally cre-
ate some security goals based on the analyses in order to mitigate the vulnerabilities.
In order to capture all important information about a system, a TARA can be con-
ducted on two levels. On a higher level of abstraction (level 1) the TARA is driven
by abstract assets, resulting in incoming security goals. On a lower level (level 2),
the TARA is driven by the incoming security goals from the previous TARA. The
second level yields necessary requirements/security goals that trace all the way back
to the level 1 TARA. Figure 5.14 shows a TARA grid of level 2 on the C-ACC system.
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Figure 5.14: C-ACC TARA Level 2

For each TARA, there is even an Attack Event grid which holds information about
the type of attacks on the assets, the attack events, the risk levels, and more. Prior
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to creating the SAC, we decided that we would simply use the second level TARA as
our base for the SAC. However, notice that there is no information in the ’Damage
scenario’ column for this level. We had to consult the level 1 TARA a couple of times
and map it with the second level, mainly for the black-hat block. Additionally, there
is further important information for the black-hat block in the Attack Events grid.
We started the SAC thinking that the security grid shown in the figure would be
enough, however we ended up using the Attack Events grid as well as both grids
from TARA level 1. In total, we were using 4 different sources of information for
the SAC, although they were for the same system.

5.2.1 SAC report template
The creation of the SAC report template occurred after we had done the SACs for
the examples. Once we had gotten the hang of the structure of the SAC and the
approach, CASCADE, we could try to implement it into the template as well. As
seen in the catalogue, we have categories for the evidence, as well as the types of evi-
dence for each category. They were modelled as a GSN in SystemWeaver so that the
report template could present that information in structured way. We have taken
out page 5 from the document (Figure 5.15) to show how we designed it. There
is a section for each category which first shows the GSN graph with the category
shown as the top node, and the types shown as child nodes. We then use tables
and columns to describe what each node is and what it represents, in the context
of providing evidence for it. We would like to add that the examples provided for
the types of evidence are just that, examples, and that they should not be the only
documents/analysis/reports that are considered.

We mentioned earlier how, in the Types of Evidence catalogue, the Product category
was added to hold the information about the SAC. Page 7 (Figure 5.16) shows how
we have represented the SAC as a part of this report template. We start with a
diagram of the full Security Assurance Case. Each section after that follows the
same structure of CASCADE, starting from the White-hat block and ending at the
Resolver block. We do not include an evidence block since the evidence are to be
provided in the sections before, such as in page 5 from earlier. It is also important
to note that this is just a first prototype of the template, thus it would need to
be refined some more before we would have a version 1. Some diagrams may look
small, especially the full SAC, but since the document is saved as a PDF it is easy
to zoom in to read the details. This is intended and how Systemite wanted it to be
implemented.
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- 5 -- 5 -

3.1.3 Technology Evidence
Claim diagram:

Strategy table:

Strategy Name Strategy Description Strategy Goals
Technology Evidence The technology being used in the development process, for

example, Electronic Control Units. Evidence in this
category should include test reports, analysis,
documentation, etc., that support that the technological
assets are secure. Capability, quality, and traceability are
some of the types of evidence to gather.

Capability
Context of Use
Cost/Benefit
Quality
Resources
Traceability/Accountability/Attributio
n
Visibility

Goal table:

Goal Name Goal Description
Capability What can the technology accomplish?

Example(s):
Test Results

Context of Use What is the context in which the technology is applicable and achieves valid results?

Example(s):

· Use Case Report

· System Architecture

· Item Boundary
Cost/Benefit How affordable is the technology relative to its value?

Example(s):

· Cost/Benefit Analysis
Quality Which software or system quality attributes (security, reliability, fault tolerance, etc.) are

associated with the technology?

Example(s):

· Quality Attribute Analysis/Report
Resources What actor resources (with what skill sets), processes, and other technology resources are

required to make effective use of the technology?

Example(s):

· Actor, Process

· Technology Assets
Traceability/Accountabil
ity/Attribution

Does the technology keep track of the actions of the participating actors, and are the results of
significant activities attributable to specific actors? Are significant events logged and available
for audit?

Example(s):

Figure 5.15: Page 5 from the SAC report template showing the Technology Evi-
dence section.
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- 7 -- 7 -

White hat
This block is about the assets and security goals. Asset identification is done by conducting an analysis to find the
artefacts of the system that are likely to be subject to an attack. The security goals come from identifying relevant
security properties for the assets. Most often you would look into the Confidentiality, Integrity, and Availability (CIA)
triad.

White Hat Diagram

Assets

Asset Name Asset Description Asset Type
Back Office System Security System

Component
V2X messages Interface

Incoming Security Goals

Incoming Security Goal ISC Description
Avoid false vehicle security
credentials

Vehicle SCMS information in Back Office Systems shall always be correct.

(Prevention, Detection)
Avoid malicious (dangerous) Erroneous or missing data on dynamic state of other vehicles must not occur.

Figure 5.16: Page 7 from the SAC report template.

5.2.2 Questionnaire
As mentioned earlier section 4.2.4, we prepared a questionnaire and sent it to Örjan
Askerdal, a Principal Engineer at AB Volvo who has previously done research on
Security Assurance Cases. We got his consent to share the answers in this report.
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Below you can find the summary of questions and answers.
Q1: Before your work in the field of Security Assurance Cases, to what extent did

your company use or create SACs?
A: They are not using SACs yet. However, they do use Functional Safety

Cases which includes vehicle functionality such as steering, starting en-
gine, headlamps, etc. So when it comes to cyber security, they have in
mind a framework that will enable them to adopt SACs without any
major problems.

Q2: Since then, has your company started/extended using or creating SACs as
part of their development process?
A: They have not, but they are looking into it since it is required by ISO-

21434.
Q3: If your company is currently not using/creating SACs, have you looked at dif-

ferent methods/approaches of creating SACs? How far along is your company
into adopting SACs as part of their development process?
A: R-155, the UNECE legal requirements for cybersecurity, demands that

OEMs have a Cyber Security Management System (CSMS) for newly
developed parts in 2022, and for all parts being manufactured in 2024.
The company aims to implement a CSMS by following the ISO/SAE-
21434, that also demands Security Assurance Cases. Therefore, they
plan to have SACs for all newly developed parts from 2022 and onwards.
Currently, when it comes to claiming that products are cybersecure, they
take a risk-based approach, i.e., they identify all the risks and mitigate
the ones that are considered too high to accept as-is. However, an asset-
driven approach is natural as it usually is where product development
starts, thus it makes sense to structure an SAC around a certain asset.

Q4: If not 3, what is hindering your company from doing so?
A: Automotive development is a very complex process not only dealing with

cybersecurity but also dealing with functionality, cost, delivery times,
and much more. This means all changes are complex, and they can-
not be implemented without considering how they affect the rest of the
development process.

With the answers provided, we got a little insight into Security Assurance Cases
and the Automotive Development Process for that specific automotive company.
Through this questionnaire with a well-known third party OEM, we gain validation
(to a certain extent) for both of the identified gaps: The automotive industry
have yet to adopt the creation of Security Assurance Cases and The au-
tomotive industry conducts risk-based activities.
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6.1 Analysis
In this section, we further elaborate on how we performed analyses on our findings
in both RQ1 and RQ2.

6.1.1 RQ1
The artifacts were gathered from different sources and mapped into a catalogue.
We performed two separate analyses while mapping the assets to vulnerabilities and
controls. During the evaluation of the separate catalogues, we realised that we had
similar results with our mappings but there were still a few differences. To tackle
this, a discussion session was held to combine both catalogues and produce a final
version of the catalogue. This was done to remove bias and make sure that the
results are reliable to some extent.

Having mapped assets to vulnerabilities, we counted how many vulnerabilities each
asset had. Figure 6.1 displays the charts of vulnerabilities count against each as-
set. The charts shows all the assets from each category: Hardware, Software, Net-
work/Communication, and Data Storage that have been colored blue, orange, red,
and green, respectively, to show which category the asset belongs to. Addition-
ally, we have the figures in Figure 6.2 where the larger chart has been separated for
each category. Here you can look at number of vulnerabilities reported in each asset.

We found that the ECU (Software) asset had the most vulnerabilities, with a vulner-
ability count of 21 (Figure 6.1). The External Network/Communication asset was
just behind with a count of 16. When it comes to cyber security, it makes sense to
us that these have the highest counts, especially external network/communication
assets, as we are moving towards an age where everything is connected via these
assets. Since the trend is towards more communication is growing, we expect the
vulnerabilities to grow proportionally. This needs to be tackled using security as-
surance cases, especially by quality assurance which ensures the completeness of the
case. It is also interesting that the assets within the hardware category are not
higher than any of the assets in the software category. Such assets have been used
in vehicles for quite a while, and it would make sense that the vulnerabilities have
lowered in that category over time.

In Figure 5.1, the data storage category has the same amount of vulnerabilities for
each asset. This makes sense because all the assets are related to storing data and
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Figure 6.2: Vulnerability charts for each category

if there is any vulnerability that gets exploited by an attacker then all the sensitive
assets in the data storage get affected which could lead to a data breach and/or loss

38



6. Analysis & Discussion

of data.

The revised version of the catalogue (Figure 5.4) shows that vulnerability references
5 and 9 are both related to "Threats to vehicles regarding their communication
channels", as described in the GRVA [7]. According to our study and the mapping
that we have conducted, almost all of the assets get affected by vulnerability 5 and
nearly just as much by vulnerability 9. Both of these vulnerabilities are related
to unauthorized access and will severely affect the CIA properties of the assets if
attacked. The consequences of the success of such an attack include manipulation
of vehicle data, erasing the vehicle data and code, and more. Thus, the catalogue
indicates that these attacks are vital to prevent, and recommends mitigation strate-
gies to implement.

The filters in the Types of Evidence catalogue were applied in order to find the types
that would be of most use in an Automotive Development Process, focusing mainly
on providing evidence for security within the respective categories. For this reason,
the Actor category yielded only two types: Competence and Trustworthiness. These
two types are important in this context since we want to make sure that the actors
involved in the Automotive Development Process are competent enough to do their
tasks with minimum mistakes, while having complete trust in them being part of
the process. For example, developers with the task to implement security measures
for authenticating users are able to do the task and do not have malicious intents.

Our goal for this research question was to find a way to support practitioners during
the creation of Security Assurance Cases. We researched which assets, vulnerabili-
ties, and controls would be able to support the creation of SACs, as well as which
evidence exists that could support the claims of arguments. While we could not fully
answer the latter, we did manage to find an alternative by identifying the types of
evidence that could be used. By creating the catalogues, we identified assets, vul-
nerabilities, controls and types of evidence, all of which are needed and used in a
Security Assurance Case. These catalogues can support the creation of SACs both
during the creation process (as a verification tool) and post creation (as a quality
assurance tool).

6.1.2 RQ2
The SAC that was created for the headlamp example was not extensive. As seen
in figures in Appendix 2 (section B.1), the only block that was done fully was the
Asset Identification & Decomposition block (Figure B.4). For this first example, we
put a set amount of time for each section before moving on to the next, partly due
to the time constraints. However, during this time we also wrote down the difficul-
ties that were met. We found that the white-hat block was difficult to create since
assets identified in the CASCADE example were different to the assets that we had
identified in the catalogue. Additionally, the headlamp example in SystemWeaver
had different columns for affected assets and requirements. The combination of both
these columns had to be considered for the decomposition of assets. This made it

39



6. Analysis & Discussion

difficult to create security goals for decomposed assets.

During the creation of SACs, we consulted our first catalogue to compare the as-
sets, vulnerabilities, and controls with those found in the examples. In a real life
scenario, identifying missing artefacts for the SAC would result in reporting back to
those responsible, or trying to somehow fix the issue. In our case, we could only take
note of anything we found as it was just an example. The catalogue did prove to
be quite supportive when it came to quality assurance since we could assess which
assets, vulnerabilities, and controls were considered, both in the TARA and SAC,
and which ones were not. We were also able to have short discussions about which
types of evidence would be suitable for the case by using the second catalogue (types
of evidence).

Although only two gaps were identified, they were still important. We confirmed, to
some degree, that not only Systemite, but possibly other automotive companies have
yet to adopt the creation of SACs. We also saw the risk-based activities (such
as TARA) that the industry conduct for their systems, and they should now need
to consider how to use the outcomes of those activities to create security
arguments for SACs as they move towards adopting the creation of SACs. In
addition to those findings, there were other things that we found that are important
to mention.

For future practitioners of SACs, more examples of approaches would be very helpful
so that the industry can at least develop a base for how to represent SACs. However,
we do understand that each OEM might want to represent them in their own way.
Before creating SACs, it is important that some preparation is done by gathering
the documents you want to use and structuring them so that it would be easier for
you to focus on the creation. We thought that one source, the TARA security grid
(figure 5.14), would be enough for creating the C-ACC system Security Assurance
Case, but we ended up using 4 sources in total: the security grid and attack event
grid for both TARA level 1 and level 2. In order for the creation process to be a
smooth experience, how you represent the data you have and how efficiently you can
identify the elements you need for the SAC is important. Of course, this also de-
pends on what approach you use. For an asset-based approach, such as CASCADE,
you may prefer to have data represented in the same structure as the approach. A
risk-based approach may be different. Either way, good preparation will most likely
result in easier construction of the SAC.

For the second research question, the aim was to study whether the artifacts found
in an Automotive Development Process would cover the needs in approaches found
in the literature. During this time we would identify and analyse gaps that we
found. For this purpose, we chose an approach and created two Security Assurance
Cases. The chosen approach was CASCADE, which is an asset-driven approach.
Using this approach we created two SACs, one regarding a Headlamp item and the
other about a Cooperative Adaptive Cruise Control (C-ACC) system. We were met
with many hurdles along the way which we addressed and successfully identified two
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gaps. The first gap was hinted during our research into the first research question
while the other one was identified after we had created the SACs. We managed to
get into contact with a person outside of Systemite and sent them a questionnaire
that helped validate the identified gaps. In addition to that, we also implemented
a prototype of an SAC report template. This will act as a starting point for the
company to create and present SACs for their customers.

6.2 Threats to Validity
To discuss threats to validity in this study, we consulted the book Experimentation
in software engineering by Wohlin et al. [32]. The types of threats are: Internal
validity, Construct validity and External validity.

6.2.1 Internal Validity
Cybersecurity, in recent years, has become an import aspect in the automotive in-
dustry, as well as others. Therefore, only recent papers (up to 3 years back) were
studied in order to create the catalogues and build a Security Assurance Case based
on an existing approach that is up to date. There is a risk that during the first
iteration, additional relevant studies were not found in the research. The authors
snowballed on older studies but not as thoroughly. There is a risk that the selected
approach for building SACs might not be feasible for requirements of other compa-
nies working towards the creation of SACs.

Another threat to validity is the selection of the subject-matter experts that took
part in the evaluation of results. The evaluation was performed with employees
from Systemite, where some of them were experts in the subject of Cybersecurity
and Assurance Cases. However, we do not know to what extent they have experience
in the creation of Security Assurance Cases. Additionally, there is an uncertainty
about the evaluation of the results since they came from the case company only.
Furthermore, there might have been a slight conflict of interest in terms of what the
outcome of the thesis would yield. While we set out to find answers to the questions
we presented, there is a risk that the company’s interest was, to simply put, have
an upper hand in the market. This affects how we interpreted their evaluations and
the impact of our contributions to this research topic.

6.2.2 Construct Validity
We would have liked to follow up on the evaluation done on the first catalogue on
assets, vulnerabilities, and controls. Specifically the mapping done between assets
and vulnerabilities, which were from two different sources of knowledge. Although
there were separate analyses done which were later merged into the first version of
the catalogue, a focus group with the aim to evaluate the mapping would increase
the value of the catalogue.
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6.2.3 External Validity
An attempt to generalise the results was made. To generalize the results, we would
need to get in contact with other OEMs that would be interested in the topic. How-
ever, due to the time period in which this research was conducted, it was difficult
to get in contact with relevant people. We did manage to get into contact with one
person, but that only resulted in a questionnaire due to the time constraints. To
mitigate this and make the results more generalised, future work would be to further
evaluate the results with other companies in the automotive industry.

Another threat to validity is the gap analysis, where it was discovered that the
approaches suggested in literature should be modified based on Systemite’s require-
ments. Evaluating Security Assurance Cases may take time as most of the companies
in the automotive industry have not fully adapted to implementing SACs. However,
the catalogue which are created for the support of SACs can be evaluated with other
companies to further generalise the results.
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Conclusion & Future Work

In this section we will conclude our work and discuss possible future work that can
be done following the results of this thesis.

7.1 Conclusion
The development towards connected cars technology has been very innovative but
not so much in terms of cybersecurity. With services that require internet connec-
tion and being a part of the Internet of Things (IoT), the vehicles become more
vulnerable to cyber attacks, such as taking over the control of the steering. The
ISO/SAE-21434 standard (under development) will demand automotive vehicles to
ensure the security in the automotive vehicles that they manufacture. This can be
achieved by Security Assurance Cases (SACs), although the automotive industry
has yet to adopt it as part of their Automotive Development Process.

In order to assist the adoption and support the creation of SACs in the automotive
industry, two catalogues were made. One identifying the assets, vulnerabilities, and
controls in a ADP, and the other providing a catalogue of the types of evidence that
can be used to support the arguments of the claims in a SAC. Further more, a gap
analysis was conducted that would address the disproportion of research of SACs
in relation to the application of SACS in the automotive industry. This was done
in collaboration of our case company Systemite, and their system engineering tool,
SystemWeaver.

The mapping of the identified assets, vulnerabilities, and controls for the first cat-
alogue gave interesting insight about the relationship between the assets and cy-
bersecurity. The vulnerabilities vs asset chart provided insight into degree of vul-
nerability of each asset, to a certain extent. To no surprise, the software related
Electronic Control Units (ECUs) were found to be most vulnerable with external
network/communication assets being not far behind. Aside from the positive evalu-
ations, the two catalogues that were implemented into SystemWeaver brought a lot
interest to other employees at our case company. Furthermore, the catalogues were
purposely made open-source as our intentions were to contribute our findings to all
practitioners of SACs, both present and future. As we used the catalogues during
the second part of our research, we saw a lot of potential in them.

The gap analysis conducted resulted in two SACs by following the CASCADE ap-
proach. Despite the intuitive way of how to structure your SAC, the approach was
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not easy to use. Working with only the headlamp example from the CASCADE
paper, it was difficult to apply the same steps on another system or even on the
same system but with different assets. This goes to show that many more example
will be needed in order to become well versed with creating SACs.

While the automotive industry has yet to adopt the creation of SACS (gap one), the
second gap might be one answer as to how to proceed from there. Since the adoption
of Safety in the automotive industry, Threat Analysis & Risk Assessment has been
a popular risk-based activity. The question now is: how can we use the outcome of
those activities to create security arguments for SACs (gap two). Finding an answer
to this question will definitely improve the transition from Safety to Security, as well
as save time and money by using existing artifacts in an ADP.

Finally, the SAC Report template implemented in SystemWeaver provides a sug-
gestion of sample security case, both for our case company and other automotive
companies that will be creating SACs. The structure of the report is built in a way
that provides both the SAC and evidence for the SAC. The report makes use of the
second catalogue where it shows all the types of the evidence and their description
in order to provide as much information as possible in the document. Although the
report is just a template/prototype, the case company can further refine it and use
it towards their customers.

7.2 Future work
For future work, we think further evaluation of the results should be conducted by
subject matter experts outside of Systemite in order to provide more generalizabil-
ity. The catalogues can be evaluated by other parties to assess the usability and
quality of the results, and the gaps can be further investigated. Additionally, the
catalogues can be improved by identifying more assets and evidence and expand on
the tables that currently exist.

The second gap is an important finding that should be further investigated. Risk-
based activities are important, if not just as much, in security as they are in safety.
However, they are slightly different in their respective fields. Therefore, future re-
search could be to investigate the second gap. Namely, how to use the outcome of
the risk-based activities as security arguments in SACs.

Last but not least, the development of the SAC report template into a version 1
could be performed. This could result in a standardized report that the automotive
industry could use for their SACs, or derive their own versions from.
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Appendix 1

A.1 Type of Evidence - GSN representations
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Figure A.1: GSN graph representation of actor evidence.
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Figure A.2: GSN graph representation of process evidence.
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Figure A.3: GSN graph representation of product evidence.
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integrity in the Navigation ECU is not
possible

All threat scenarios
have been
considered

S:1.5.1

C:1.5.1.1

QC:1.5.1.1

THREAT SCENARIOS

Argue over the attack paths
related to tampering of a

signal sent from the
Navigation ECU

It is not possible for an
attacker to compromise
Navigation ECU from

cellular interface

It is not possible for an
attacker to compromise
Navigation ECU from

OBD II connector

It is not possible for an
attacker to compromise
Navigation ECU from

bluetooth

All threat scenarios
have been
considered

S:1.6.1 QC:1.6.1.1

C:1.6.1.1 C:1.6.1.2 C:1.6.1.3

ATTACK PATH

BLACK-HAT
BLOCK

Argue over threat scenarios
that may lead to compromising

the integrity of the control
signal transmission in the

Navigation ECU

Figure B.2: The black-hat block for the headlamp item which includes claiming
the negation of the damage scenarios and attack paths.

III



B. Appendix 2

Argue over the
treatment based on

the assigned risk
level

The risk of an attacker
compromises navigation
ECU from Bluetooth is

reduced

The top down concept
design has to be

verified by a bottom up
analysis of the risks

C:1.7.3.1

QC:1.7.1.1

Argue over cybersecurity
requirements to handle risk

treatment

Malicious control signals
are detected and

prevented from being
transmitted

S:1.8.1

C:1.8.1.1

Evidence E:1.1
acceptably justify
associated claims

QC:1.8.1.1

RISK ASSESSMENT

REQUIREMENTS

RESOLVER

S:1.6.1

Figure B.3: The resolver block for the headlamp item.

Actor => Competence => Certificate
Technology => Capability => Detection
Mechanisms
Technology => Test Results

E:1.1
ET:1.1.1

EVIDENCE
QE:1.1

Verification
report

Test coverage
report

Figure B.4: The evidence block for the headlamp item. Note that real evidence
did not exist for the given example, thus placeholder names were used. Additionally,
types of evidence was used to provide aid the selection of evidence needed for the
claims.
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B.2 C-ACC SAC Systemite Redrawn

White Hat Block

Assets

V2X messagesBack Office System

Incoming Security goals

Avoid malicious (dangerous) erroneous beacons Avoid false vehicle security credentials

Black Hat Block

Argue over the security properties of V2X messagesArgue over the security properties of Back Office System

Threat Scenario

Spoofed V2X messages Jammed V2X messagesTampering of Back Office System

Attack Path

Argue over threat scenarios that may lead to Spoofed V2X messages Argue over threat scenarios that may lead to Jammed V2X messagesArgue over threat scenarios that may lead to Tampering of Back Office System

Other vehicle attack
- Feasability: Wrong Item

Own vehicle controller attack
- Feasability: Wrong Item

Drone Jamming of VANET
- Feasability: Wrong Item

On truck jamming of VANET
- Feasability: Wrong Item

Spoofed V2X messages
- Feasability: Wrong Item

Truck equipped with spoofing device
- Feasability: Wrong Item

Unauthorized access to BOS
- Feasability: Wrong Item

Entry of unauthorized vechicle
- Feasability: Wrong Item

Resolver Block

Argue over attack paths related to Other vehicle attackArgue over attack paths related to Own vehicle controller attack Argue over attack paths related to Drone Jamming of VANETArgue over attack paths related to On truck jamming of VANETArgue over attack paths related to Spoofed V2X messages Argue over attack paths related to Truck equipped with spoofing deviceArgue over attack paths related to Unauthorized access to BOSArgue over attack paths related to Entry of unauthorized vechicle

Risk Assessment

V2X jamming attack
- Risk Level: 3

V2X spoofing
- Risk Level: 2

Back Office System tampering
- Risk Level: 2

Requirement

Apply effective beacon error detection Exclude/revoke malicious truckAdd safety margins to malicious trucks Driver revokation alertController data signature check Exit platoon at VANET breakdown Detection of VANET breakdownSecure VANET communicationMulti factor authenticationtest

Figure B.5: The original SAC graph that SystemWeaver produced of the C-ACC
system.

Back Office
System

Avoid malicious
(dangerous)

erroneous beacons

Avoid false
vehicle security

credentials
V2X messages

White-hat Block

Assets
Incoming Security Goals

Figure B.6: White-hat Block of the redrawing.

Argue over the security
properties of the BOS

Tampering of BOS Spoofed V2X
messages

Jammed V2X
messages

Argue over threat
scenarios that may

lead to Tampering of
BOS

Argue over threat
scenarios that may lead

to  Spoofed V2X
messages

Argue over threat scenarios
that may lead to  Jammed V2X

messages

Entry of
unauthorized vehicle

- Feasability: ...

Unauthorized
access to BOS
- Feasability: ...

Spoofed V2X
messages

- Feasability: ...

Truck equipped with
spoofing device
- Feasability: ...

Own vehicle
controller attack
- Feasability: ...

Other vehicle attack
- Feasability: ...

Drone jamming of
VANET

- Feasability: ...

On truck jamming of
VANET

- Feasability: ...

Argue over the
security properties

of the V2X
messages

Black-hat Block
Damage Scenario

Attack Paths

Figure B.7: Black-hat Block of the redrawing.
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Argue over attack paths
related to Entry of

unauthorized vehicles

Argue over attack paths
related to Unauthorized

access to BOS

Argue over attack
paths related to
Spoofed V2X

messages

Argue over attack
paths related to Truck

equipped with spoofing
device

Argue over attack paths
related to Own vehicle

controller attack

Argue over attack paths
related to Other vehicle

attacks

Argue over attack
paths related to On

truck jamming of
VANET

Argue over
attack paths

related to
Drone

jamming of
VANET

Back Office System
tampering

- Risk Level: 2
V2X spoofing
- Risk Level: 2

V2X jamming
attack

- Risk Level: 2

Multi-factor
authentication

Secure VANET
communication

Controller data
signature check

Apply effective
beacon error

detection

Add safety
margins to
malicious
attacks

Driver
revocation

alert

Exclude/revoke
malicious truck

Exit platoon
at VANET
breakdown

Detection of
VANET

breakdown

Resolver Block

Risk Assessment

Requirements

Figure B.8: Resolver Block of the redrawing

B.3 C-ACC SAC
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ASSET IDENTIFICATION &
DECOMPOSITION

WHITE-HAT BLOCK

TOP CLAIM

Assumption
based on the
claimed item.

Assmp: 1.1

All relevant assets
are identified

QC:1.1.1
Argue over the

identified assets of
the C-ACC System

S: 1.1

V2X message
transmissions are
acceptably secure

C:1.1.1

Back Office System is
acceptably secure

C:1.1.2

Argue over decomposition 
of the V2X messages asset

S: 1.2.1
QC:1.2.1.1

DACU4 is acceptably
secure

C: 1.2.1.3C: 1.2.1.2

Perception components
are acceptably secure

VANET communication in
V2XM is acceptably secure

C:1.2.1.1

Back Office System is
acceptably secure

V2X message
transmissions are
acceptably secure Back Office System

is acceptably secure

V2X message transmissions
are acceptably secure

All relevant
decompositions of

V2X messages asset
are considered

Top Claim

C: 1
Context of top claim
item. Refer to item

boundary and
architecture document

Cntxt: 1.1

Figure B.9: The Top Claim and Asset Identification & Decomposition of the
White-hat block for the C-ACC Security Assurance Case. See Figures B.10, B.11,
B.12, and B.13 for the individual paths. Figure B.14 shows the Resolver and Evi-
dence Block for the case.
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Secure VANET
communication in V2XM

is perserved

C: 1.3.1.2

Detection of VANET
breakdown in V2XM is

perserved

C: 1.3.1.1

Argue over the security
properties of VANET

communication in V2XM

All relevant security properties
of VANET communications in

V2XM are considered

Argue over identified damage scenarios 
that might result to Tampering and/or 
Spoofing of VANET communications 

in V2XM

Jammed V2X message
transmissions are not

possible

Spoofed V2X message
transmissions are not

possible

S: 1.4.1

QC: 1.4.1.1 QC: 1.4.1.2

QC: 1.3.1.1 S: 1.3.1

VANET communication in
V2XM is acceptably secure

C:1.2.1.1

SECURITY GOALS

ASSET IDENTIFICATION & DECOMPOSITION

It is not possible
that V2X message
transmissions are
spoofed in V2XM

C: 1.6.2.2
It is not possible to

jam the VANET from
within the vehicle in

V2XM

All threat scenarios
have been
considered

QC: 1.5.1.1
Argue over threat scenarios that may
lead to compromising the Authenticity

and Integrity of V2X message
transmissions in V2XM

S: 1.5.1

Tampered V2X messages
leading to a loss of

Authenticity in V2XM is not
possible

C: 1.5.1.1

Spoofed V2X messages
leading to a loss of Integrity in

V2XM is not possible

C: 1.5.1.2

THREAT SCENARIOS

It is not possible for
spoofing devices to
spoof V2X message

transmissions in V2XM

C: 1.6.2.1
It is not possible for 
other vehicles to jam

V2X messages in
V2XM

C: 1.6.1.2

It is not possible for a
drone to jam VANET

communications in V2XM

C: 1.6.1.1

All threat
scenarios have

been considered

QC: 1.6.1.1
Argue over attack paths
related to jammed V2X

message transmissions in
V2XM 

S: 1.6.1
All threat scenarios

have been
considered

QC: 1.6.2.1
Argue over attack paths related

to spoofed V2X message
transmissions in V2XM

S: 1.6.2

C: 1.6.1.2

ATTACK PATH

RISK ASSESSMENT

Argue over the
treatment based on the

assigned risk level

S: 1.7.1

WHITE-HAT BLOCK

BLACK-HAT BLOCK

Figure B.10: The first path down the V2X decomposition. Starts from the de-
composed asset and goes down to Risk Assessment. All claims from Attack Path
lead to strategy S:1.7.1, shown in figure B.14.
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Argue over the security
properties of the perception

components in V2X
message transmissions

S: 1.4.2

QC: 1.4.2.1

S: 1.3.2

Perception components are
acceptably secure

C:1.2.1.2

SECURITY GOALS

ASSET IDENTIFICATION & DECOMPOSITION

All threat scenarios
have been
considered

QC: 1.5.2.1
Argue over threat scenarios that may 
lead to compromising the Integrity of
V2X message transmissions in the

perception components

S: 1.5.2

Tampered V2X messages
leading to a loss of

Authenticity in the perception
components is not possible

C: 1.5.2.1

THREAT SCENARIOS

RISK ASSESSMENT

Argue over the
treatment based on the

assigned risk level

S: 1.7.1

WHITE-HAT BLOCK

QC: 1.3.2.1

Effective beacon error
detection in the perception
components is preserved

C: 1.3.2.1

Jammed V2X message
transmissions are not

possible

Argue over identified damage scenarios
that might result to Tampering of the

perception components in V2X message
transmissions

All relevant security properties of perception
components in V2X message transmissions

are considered

BLACK-HAT BLOCK

It is not possible for other
vehicles to jam V2X

messages in the perception
components

Argue over attack paths
related to tampered V2X

messages in the perception
components

All threat
scenarios have

been considered

QC: 1.6.3.1 S: 1.6.3

C: 1.6.3.1

ATTACK PATH

Figure B.11: The second path down the V2X decomposition. Starts from the
decomposed asset and goes down to Risk Assessment. All claims from Attack Path
lead to strategy S:1.7.1, shown in figure B.14.
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Effective beacon error
detection in DACU4 is

preserved

Exit procedures at
VANET breakdown  in
DACU4 is preserved

C: 1.3.3.1

Argue over the security properties
of DACU4 in V2X message

transmissions

All relevant security properties
of DACU4 in V2X message

transmissions are considered

Argue over identified damage scenarios
that might result in Tampering and/or
Spoofing of DACU4 in V2X message

transmissions

Jammed V2X message
transmissions are not

possible

Spoofed V2X message
transmissions are not

possible

S: 1.4.3

QC: 1.4.3.1 QC: 1.4.3.2

QC: 1.3.3.1 S: 1.3.3

DACU4 is acceptably
secure

C:1.2.1.3

SECURITY GOALS

ASSET IDENTIFICATION & DECOMPOSITION

It is not possible that
V2X message

transmissions are
spoofed in the DACU4

C: 1.6.5.2
It is not possible to

jam the VANET from
within the vehicle in

the DACU4

All threat scenarios
have been
considered

QC: 1.5.3.1
Argue over threat scenarios that may 
lead to compromising the Authenticity

and Integrity of V2X message 
transmissions in the DACU4

S: 1.5.3

Tampered V2X messages
leading to a loss of

Authenticity in the DACU4 is
not possible

C: 1.5.3.1

Spoofed V2X messages
leading to a loss of Integrity in

the DACU4 is not possible

C: 1.5.3.2

THREAT SCENARIOS

C: 1.6.5.1
It is not possible for

other vehicles to jam
V2X messages in the

DACU4

C: 1.6.4.2

It is not possible for a
drone to jam the VANET

in the DACU4

C: 1.6.4.1

All threat
scenarios have

been considered

QC: 1.6.4.1
Argue over attack paths
related to tampered V2X
messages in the DACU4

S: 1.6.4
All threat scenarios

have been
considered

QC: 1.6.5.1
Argue over attack paths
related to spoofed V2X

messages in the DACU4

S: 1.6.5

C: 1.6.4.3

ATTACK PATH

RISK ASSESSMENT

Argue over the
treatment based on the

assigned risk level

S: 1.7.1

WHITE-HAT BLOCK

C: 1.3.3.2

BLACK-HAT BLOCK

It is not possible for spoofing
devices to spoof V2X

message transmissions in
the DACU4

Figure B.12: The third path down the V2X decomposition. Starts from the
decomposed asset and goes down to Risk Assessment. All claims from Attack Path
lead to strategy S:1.7.1, shown in figure B.14.
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Multi Factor Authentication in Back
Office System is preserved

C: 1.3.4.1

Argue over the security
properties of Back Office System

in multi factor authentication

All relevant security properties
of DACU4 in V2X message

transmissions are considered

Argue over identified damage scenarios
that might result in Tampering and/or
Spoofing of DACU4 in V2X message

transmissions

Jammed V2X message
transmissions are not possible

S: 1.4.4

QC: 1.4.4.1

QC: 1.3.4.1
S: 1.3.4

Back Office System is
acceptably secure

C:1.1.2

SECURITY GOALS

ASSET IDENTIFICATION & DECOMPOSITION

It is not possible to gain
unauthorized access to the

BOS

All threat scenarios
have been
considered

QC: 1.5.4.1
Argue over threat scenarios that may
lead to compromising the Integrity of

MFA in the BOS

S: 1.5.4

Tampering of MFA leading to
a loss of Integrity in the BOS

is not possible

C: 1.5.4.1

THREAT SCENARIOS

C: 1.6.6.1

All threat
scenarios have

been considered

Argue over attack paths
related to tampering of MFA

in the BOS

S: 1.6.6

ATTACK PATH

RISK ASSESSMENT

Argue over the
treatment based on the

assigned risk level

S: 1.7.1

WHITE-HAT BLOCK

BLACK-HAT BLOCK

QC: 1.6.6.1

Figure B.13: The path down the Back Office System. Starts from the asset
identification & decomposition and goes down to Risk Assessment. All claims from
Attack Path lead to strategy S:1.7.1 in Risk Assessment, shown in figure B.14.
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The risk of other vehicle
jamming attacks

towards V2X messages
in V2XM is reduced

C: 1.7.1.2

The risk of a drone
jamming attack on
VANET in V2XM is

reduced

C: 1.7.1.1

The risk of jamming
the VANET from

within the vehicle in
V2XM

C: 1.7.1.3

The risk of spoofing
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spoofing devices in
V2XM is reduced
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reduced
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components is reduced

C: 1.7.1.6
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C: 1.7.1.7

The risk of other vehicles
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V2X messages in
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C: 1.7.1.8

The risk of jamming
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DACU4 is reduced

C: 1.7.1.9

The risk of spoofing
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The risk of an attacker
spoofing V2X messages 
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C: 1.7.1.11

The risk of an attacker
gaining unauthorized

access to BOS is
reduced

C:1.7.1.12

Argue over the
treatment based on the

assigned risk level

S: 1.7.1
The top down concept

design has been verified by
a bottom up analysis of the

risks

QC: 1.7.1.1RISK ASSESSMENT

Argue over cybersecurity
requirements to handle risk

treatment

Unauthorized users are
prevented from

accessing the BOS by
multi facor authentication

Argue over cybersecurity
requirements to handle risk

treatment

Effective beacon error
detection is applied to

prevent malicious
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Malicious trucks
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treatment
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EVIDENCE

RESOLVER BLOCK

Figure B.14: Resolver Block (Risk Assessment and Requirements) and Evidence
block of the C-ACC Security Assurance Case.
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1 Introduction
This document provides structured argumentation regarding the security of an item. Further down the document you
will see a Security Assurance Case of the item. This SAC will provide what argumentation strategies for the
claims/goals that fulfill the security goals/requirements, as well as evidence to support those claims/goals.

2 Background
This section aims to provide further information about what you will be seeing in this document. 

2.1 Security Assurance Case
Assurance cases are a collection of evidences brought forth in structured arguments. They are used to argue that a
particular claim about a systems property holds. 

In the case of a Security Assurance Case (SAC), the claims are about the security aspect about a system where the
evidence is used to strengthen the aforementioned claim. SACs can be created with the help of GSN. The GSN
provides the following nodes in order to create a case: claim (also called goal), context, strategy, assumption (also
called justification), and evidence (also called solution). The case consists of a high level claim at the top which is
broken down into sub-claims based on certain strategies. The claims are used to specify the goals we want to assure
in the case, e.g., a certain system/feature is secure. A strategy for instance can be broken down based on certain
security attributes. The claims are broken down repeatedly till they reach a point where evidence can be assigned to
justify the claims/sub-claims. Examples of evidence can be code review reports and test results. The assumptions can
be made while applying the strategies.

3 Argumentation

3.1 Generic security assurance case
Claim diagram:

Claim table:
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Initial Cybersecurity
Case

Cybersecurity Case Text Strategies Goals

Generic security
assurance case

The types and attributes of the evidence shown
in this document are based on the paper
"Evidence of Assurance: Laying the Foundation
for a Credible Security Case". For more
information and further examples, please
consult the paper: 
https://us-
cert.cisa.gov/bsi/articles/knowledge/assurance-
cases/evidence-assurance-laying-foundation-
credible-security-case

Actor Evidence Capacity
Competence
Objectivity
Resources
Trustworthiness

Process Evidence Accountability/Attributio
n
Capability
Context of Use
Cost/Benefit
Process Quality
Repeatability
Reviewable
Schedule, Workflow,
and Resources

Product Validity &
Completeness of
Analysis

Technology Evidence Capability
Context of Use
Cost/Benefit
Quality
Resources
Traceability/Accountabil
ity/Attribution
Visibility

3.1.1 Actor Evidence
Claim diagram:

Strategy table:

Strategy Name Strategy Description Strategy Goals
Actor Evidence A participant in the development process. Evidence for

actors rely on their competence and performance ability
among other aspects. An actor could be a developer,
product manager, stakeholder, organization, etc.

Capacity
Competence
Objectivity
Resources
Trustworthiness

Goal table:

Goal Name Goal Description
Capacity How much can be accomplished within a given period of time?

Example(s):

· Report of an actors efficiency. 
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Goal Name Goal Description

· Reports of performance in previous projects.

Competence An actor's skills/expertise for a given task, or more generally, in a specific domain (e.g.,
credentials are one source of evidence)

Example(s):

· Certificate Evidence (Training and Education)

· Training process evidence

Objectivity Absence of conflicts of interest in a given context

Example(s):

· Test Case Report
Resources Assets (including economic assets of organization)

Example(s):

· Tangible Assets

· Intangible Assets

· Current Assets

· Fixed Assets

· Operating Assets

· Non-operating Assets

· Financial Assets
Trustworthiness This relates solely to intent: the actor's veracity, honesty, and alignment with the mission of the

system.

Example(s):

· Report of an actors integrity in previous projects

· Report of actors credentials with respect to their experience

3.1.2 Process Evidence
Claim diagram:

Strategy table:

Strategy Name Strategy Description Strategy Goals
Process Evidence A series of actions or steps taken in order to achieve a

particular end. Evidence in this category should include
reports/analysis/assessments/documents about particular
processes, including (but not limited to) their capability,
quality, cost/benefit, etc.

Accountability/Attribution
Capability
Context of Use
Cost/Benefit
Process Quality
Repeatability
Reviewable
Schedule, Workflow, and
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Strategy Name Strategy Description Strategy Goals
Resources

Goal table:

Goal Name Goal Description
Accountability/Attributio
n

Does the process keep track of the actions of the participating actors, and are the appropriate
actors accountable for their actions (i.e., are the results of significant activities attributable to
specific actors?) For example, are test results dated, linked to the correct version number of
the code, digitally signed, and stored in a database for future use as evidence of assurance?

Example(s):

· Document showing step-by-step track of participating actors and their actions
Capability What can actors accomplish by using the process?

Example(s):

· Test Case Report
Context of Use What is the context in which the technology/process is applicable and achieves valid results?

Example(s):

· Use Case Report
Cost/Benefit How practical is the process, i.e., how much does the process cost with respect to the value

obtained?

Example(s):

· Cost/Benefit Analysis
Process Quality How good is the process at achieving a desired result, be it analysis of code for a desired

security property or the ability to construct a component with a high assurance of security?
Quality arguments include conformance to best practices as embodied in recognized standards
(or the more general claim of "adherence to industry standard practice" or "due care") and the
existence of studies that validate the effectiveness of the process, as well as typically weaker
arguments about the performance history associated with systems for which this process was
used

Example(s):

· Test Report
Repeatability Within its context of use, is the process readily repeatable over time across different project

teams, across different organisations, even across different application domains (i.e., industry
segments)? For example, is the process well documented and easy to follow? What
organizational and individual resources are needed (e.g., skill sets and tools) so that the
process produces the same results each time it is executed, regardless of who executes it?

Example(s):

· Experimentl Report

· Modularity & Integration

Reviewable Does the process document intermediate steps (intermediate inputs and outputs), along with
associated rationale, so that the entire process is reviewable (for example, by an independent
third party)?

Example(s):

· Document showing step-by-step guide, evaluated by other actors perhaps.
Schedule, Workflow,
and Resources

What actor resources (with what skill sets) and what technology resources are required to carry
out the process, and for how long are they needed? What interactions are there among the
individuals and workgroups (internal and external) participating in the process? How
predictable is the schedule for the process? This attribute is closely related to the cost/benefit
attribute.

Example(s):

· Cost/Benefit Analysis
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3.1.3 Technology Evidence
Claim diagram:

Strategy table:

Strategy Name Strategy Description Strategy Goals
Technology Evidence The technology being used in the development process, for

example, Electronic Control Units. Evidence in this
category should include test reports, analysis,
documentation, etc., that support that the technological
assets are secure. Capability, quality, and traceability are
some of the types of evidence to gather.

Capability
Context of Use
Cost/Benefit
Quality
Resources
Traceability/Accountability/Attributio
n
Visibility

Goal table:

Goal Name Goal Description
Capability What can the technology accomplish?

Example(s):
Test Results

Context of Use What is the context in which the technology is applicable and achieves valid results?

Example(s):

· Use Case Report

· System Architecture

· Item Boundary
Cost/Benefit How affordable is the technology relative to its value?

Example(s):

· Cost/Benefit Analysis
Quality Which software or system quality attributes (security, reliability, fault tolerance, etc.) are

associated with the technology?

Example(s):

· Quality Attribute Analysis/Report
Resources What actor resources (with what skill sets), processes, and other technology resources are

required to make effective use of the technology?

Example(s):

· Actor, Process

· Technology Assets
Traceability/Accountabil
ity/Attribution

Does the technology keep track of the actions of the participating actors, and are the results of
significant activities attributable to specific actors? Are significant events logged and available
for audit?

Example(s):
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Goal Name Goal Description

· Traceability of technology tasks/implementations to actors
Visibility Are the artifacts of life cycle processes used to create the technology available to users,

customers, certifiers and others, so that the technology's quality attributes can be assessed
through analysis of those artifacts?

Example(s):

· Artifacts analysis document

3.1.4 Product
Claim diagram:

Strategy table:

Strategy Name Strategy Description Strategy Goals
Product Validity & Completeness of Analysis

Goal table:

Goal Name Goal Description
Validity &
Completeness of
Analysis

3.1.4.1 C-ACC TARA Level-2 Security Assurance Case

Full SAC Diagram
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White hat
This block is about the assets and security goals. Asset identification is done by conducting an analysis to find the
artefacts of the system that are likely to be subject to an attack. The security goals come from identifying relevant
security properties for the assets. Most often you would look into the Confidentiality, Integrity, and Availability (CIA)
triad.

White Hat Diagram

Assets

Asset Name Asset Description Asset Type
Back Office System Security System

Component
V2X messages Interface

Incoming Security Goals

Incoming Security Goal ISC Description
Avoid false vehicle security
credentials

Vehicle SCMS information in Back Office Systems shall always be correct.

(Prevention, Detection)
Avoid malicious (dangerous) Erroneous or missing data on dynamic state of other vehicles must not occur.
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Incoming Security Goal ISC Description
erroneous beacons

(this can be done by prevention or detection of such cases, or mitigation of the
consequence within designed safety margins)

Note that this cybersecurity goal should be fulfilled by the other vehicles, although
this cannot be trusted.
Note also that although the communication of VANET can be secured, a deep
attack in the C-ACC control system cannot be detected by VANET mechanisms.

Black hat
Here we aim to identify the scenarios that might lead to not fulfilling the identified security goals, as well as the attack
paths. To identify the threat scenarios, the threat model STRIDE can be used. Each threat scenario might be
associated with multiple attack paths. For both threat scenarios and attack paths, we claim the negation.

Black Hat Diagram

Threat Scenario

Threat Impact Level Threat Description Strategy Previous Node
Jammed V2X
messages

Major Argue over the security
properties of V2X
messages

V2X messages
(Assets)

Spoofed V2X
messages

Moderate

Tampering of Back
Office System

Major Argue over the security
properties of Back
Office System

Back Office System
(Assets)

Attack Paths
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Attack Path Feasability Attack Path Description Strategy Previous Node
Entry of unauthorized
vechicle

Low Argue over the threat
scenarios that may lead
to Tampering of Back
Office System

Tampering of Back
Office System
(ThreatScenario)Unauthorized access to

BOS
Medium

VANET / C-ACC attack Medium Argue over the threat
scenarios that may lead
to Jammed V2X
messages

Jammed V2X
messages
(ThreatScenario)

Spoofed V2X
messages

Medium Spoofed messages sent on
the VANET

Assuming new spoofing
method.

Argue over the threat
scenarios that may lead
to Spoofed V2X
messages

Spoofed V2X
messages
(ThreatScenario)

Truck equipped with
spoofing device

Medium Truck equipped with spoofing
device, capable of
intervening with the trucks
own VANET messages

Resolver
This block links the claims derived from the attack paths to the evidence. We assess the risk of the identified attack
paths and based on the risk level, we choose how to treat the risk. Furthermore, requirements of risk treatments from
the risk assessment level are expressed as claims.

Resolver Diagram

Risk Assessment

Risk Assessment Table:
Risk Assessment Risk Level Risk Description Strategy Previous Node
Back Office System
tampering

2 Argue over the attack
paths related to Entry
of unauthorized
vechicle

Entry of unauthorized
vechicle (AttackPath)

Argue over the attack
paths related to
Unauthorized access to
BOS

Unauthorized access to
BOS (AttackPath)

V2X jamming attack 3 Argue over the attack
paths related to VANET
/ C-ACC attack

VANET / C-ACC attack
(AttackPath)

V2X spoofing 2 Argue over the attack
paths related to
Spoofed V2X
messages

Spoofed V2X
messages (AttackPath)

Argue over the attack
paths related to Truck
equipped with spoofing
device

Truck equipped with
spoofing device
(AttackPath)

Requirements & Security Goals
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Requirement/Security
Goal

R/S Goal Description Previous Node

test Back Office System
tampering
(RiskAssessment)

Multi factor
authentication

Access to the BOS shall require multi factor authentication.

Add safety margins to
malicious trucks

The safety margins shall be increased for malicious C-ACC truck,
during revocation, including also failing revocations due to non
cooperation, until conforming to ACC parameters.

V2X jamming attack
(RiskAssessment)

Apply effective beacon
error detection

The beacon data of a cooperative vehicle shall be validated against
ego sensor data and model reference data.

Driver revokation alert When a revokation is initiated the driver should immediately be
informed using appropriate sound and vision aids.

Exclude/revoke
malicious truck

C-ACC trucks that are deemed to be malicious shall be revoked from
the C-ACC platoon.

Controller data
signature check

All internal controller data shall have an end-to-end signature that shall
be validated, at least, before control output.

Secure VANET
communication

The V2X communication shall utilize network level security protocol to
allow only authentic messages, i.e. sent from authentic senders.

V2X spoofing
(RiskAssessment)

4 Conclusion
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