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Phasor Data based Power Oscillation Damping in the Power System
Simon Johansson & Maciej Tomala
Department of Electric Engineering
Chalmers University of Technology

Abstract

With the rapid shift towards renewable energy sources there is a concern regarding power
system stability. Power oscillation is a phenomena frequently occurring in power systems
as a consequence of disturbances and resulting actions to stabilise the system. With the
growing interest and availability of Phasor Measurement Units (PMU) in the system this
opens up for new possibilities of both monitoring and control. This thesis has investigated
both of these aspects.

Dynamic Mode Decomposition (DMD) is a dimensional reduction algorithm which can
take in time series data and then extract relevant system information. It proved useful
in extracting mode information as frequency and damping ratio from both a single input
as well as multiple. The modal analysis performed by DMD corresponded to the analy-
sis performed by the modern Power System Analysis tool PowerFactory, which was used
during this thesis.

Another way of creating a damping signal, as compared to the traditional Power System
Stabiliser (PSS) structure most commonly used, is the phasor Power Oscillation Damp-
ing (phasor POD) algorithm. It focuses on extracting an oscillatory component from a
signal which can thereafter be manipulated to create a control signal. A comparison was
made between using local power as a feedback signal and a wide-area signal. The wide-
area signal was equal to a scaled estimation of power transfer using bus angles retrieved
from PMUs. The results show both methods damp power oscillations satisfactory. How-
ever, the use of a wide-area control signal can be risky because generators can change
their oscillation pattern. Adapting the tuning for the phasor POD to better correlate to
the dominating mode improved the damping. However, based on the analysis, the use of
Wide-Area Control System (WACS) does not provide any additional benefits as compared
to the use of a local feedback signal. On the other hand, it is easier to separate the inter-
area mode from the WACS signal than from the local signal.

Simulations were done connected to changes in the production to better represent a fu-
ture scenario with more Renewable Energy based Sources (RES). The inter-area mode
frequency increases with the decrease in system inertia as expected. Re-tuning for the
change in frequency results in improved damping performance when compared to the old
settings.

Keywords: DMD, inter-area oscillations, Nordic32, Phasor POD, PMU, PowerFactory,
power oscillation damping, wide-area.
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Nomenclature

Below is the nomenclature of indices, sets, parameters, and variables that have been used
throughout this thesis. The symbols are listed in alphabetical order in each category. The
sets, parameters, and variables are also defined in the text, where they first appear.

Indices

i, k,n, m
t

Sets
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Indices for position in matrices

Index for time step

System state matrix

Projected state matrix

Set of initial values

System input matrix

System output matrix

System feedforward matrix

Set of nonlinear functions relating states
Set of eigenvalues

Diagonal set of frequencies

Set of participation factors

Set of right eigenvectors

Set of left eigenvectors

Matrices from the SVD operator
Set of system inputs

Set of system states

Set of system state derivatives

Set of system states at equilibrium
Set of inputs for DMD

Set of time shifted inputs for DMD
Set of augmented inputs for DMD
Set of augmented and time shifted inputs for DMD
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xii

Set of system outputs

Matrix ratio

Cut-off frequency
Gain for the POD
Saturation coefficient
Truncation rank

Size of data-stacking
Time constant

Phasor POD compensation angle

Rotor angle

Bus voltages

Load-damping constant

Rotational speed deviation

Inertia constant

Damping torque coefficient

Synchronising torque coefficient

Rotational speed

Natural frequency

Inter-area frequency

Scaled power signal used for wide-area damping
Electrical power

Mechanical power

Local electrical power

Power transfer between the price areas SE2 and SE3
Signal containing the average component
Signal containing the oscillatory component
Phasor component

Flux linkages

Damping constant

Electrical torque

Mechanical torque

Control signal from the phasor POD
Impedance

Damping ratio
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1

Introduction

This chapter begins by giving a background of the thesis and why it is a topic of interest.
Thereafter the aim and the plan on how to achieve it is presented. With a topic of such
size, some limitations had to be made which are presented in the scope.

1.1 Background

Since its first introduction in the 1980s, the synchronised Phasor Measurement Unit (PMU)
with its further development have proven to be useful in Wide-Area Measurement Sys-
tems (WAMS) [1]. There is a growing interest in the world for these systems and most
modern power systems around the world are now installing WAMS consisting of PMUs [2].
These units measure the quantities of voltage and current which together with a Global
Positioning System (GPS) are time synchronised and can therefore provide a real-time im-
age of the current state of the power system. Any deviation in the system can be detected
instantaneously and necessary actions can be performed.

There are different oscillations occurring in the power system. There are large tempo-
rary oscillations caused by faults or other disturbances but another kind of oscillations
are inter-area oscillations. These latter oscillations are caused by generators within large
interconnected power systems oscillating against each other. These oscillations usually
have a frequency between 0.2-0.8 Hz and cause concern regarding instability [3]. Within
the Nordic system there are two critical inter-area modes of 0.29 and 0.55 Hz caused by
generators in the north swinging against those in the south [4]. If the damping ratio of
these modes is low, specific measures have to be taken to dampen them. Examples of
some of these measures are Power System Stabilisers (PSSs) acting on Automatic Volt-
age Regulators (AVRs) on generators, Flexible AC Transmission Systems (FACTS) or
Supplementary control of HDVC links [5].

The shift towards more Renewable-based Energy Sources (RES) in the power system
will lead to definite changes to the existing infrastructure. Their non-continuous nature
will most likely lead to more problems regarding stability issues. Wind power seems to
not directly affect oscillation modes, but with its alternating behaviour (as with other
renewables) the need for compensation will change the overall topology of the grid [6]. A
conclusion that can be drawn from this is that the future power systems will have to be
able to handle these changes in real time along side the fluctuations. With the increase of
PMUs together with new solutions, a shift should be possible from WAMS towards Wide-
Area Monitoring, Protection and Control (WAMPAC). This thesis work aims to be part
of assisting the movement towards a power system suited for these new stability issues.
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1.2 Aim

The aim of the thesis was to compare how local versus wide-area signals can be used
for damping inter-area power oscillations with generators. A measurement based method
for characterising the system state was also investigated to be able to use PMU data to
extract information for damping purposes.

1.3 Task

The project can be divided into the following parts:
1. Literature study:
(a) Background information regarding the necessity of power oscillation damping.
(b) Algorithm for detecting power oscillations.
(c) Implementation of large scale power system model in PowerFactory.
2. PowerFactory:
(a) Build/load power system model according to Nordic32.
(b) Create power oscillations in the software.
(¢) Implement algorithm for power oscillation detection.
(d) Implement equipment and control for the chosen method of damping.
(e) Run simulation tests.

3. Document theory and results in a thesis report along side the period of the project.

1.4 Scope

There are theoretically many ways to damp power oscillations. By just looking at the
power transfer equation and seeing the available parameters gives an overview of the pos-
sibilities for power oscillation damping. Some of the methods involve voltage control on
generators (AVR), Static Var Compensator (SVC), Thyristor-Controlled Series Compen-
sator (TCSC), governor control on generators but also load modulation.

Investigating and testing all of these methods would not be possible within the time span
of this project and a selection is therefore needed. Due to the wide spread availability of
synchronous generators these were targeted for damping.

To narrow down the scope as much as possible, existing models of a power system will be
used for the simulations. The Nordic32 network is deemed sufficient when studying the
topic area, without any major changes, due to its dynamic properties. The algorithms for
oscillation classification will be taken from previous works.
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Modelling and Analysis of Power
Oscillations

This chapter goes through necessary points needed and used to analyse power oscillations
in the power system. There is a large part regarding generators, how power oscillations
emerge and are observed which then transitions into necessary modelling of generators for
tuning purposes. A walk through of theory connected to modal analysis is then done for
comparison between the traditional and measurement based techniques. Lastly are some
historical events caused by inter-area power oscillations.

2.1 Generator Theory and Control

This section goes through theory connected to synchronous generators and their control.
An introduction into modal analysis is also made connected to the other theory presented.

2.1.1 Single-Machine Infinite Bus System

When studying the behaviour of a single machine connected to a large power system this
can be done through what is called a Single-Machine Infinite Bus (SMIB) system [7]. By
representing the connected machine as in Figure 2.1 the behaviour of the machine can be
analysed while still keeping the correct system behaviour. The size of the system relative
to the generator makes it so the Thevenin’s voltage remains virtually constant, giving
rise to the term infinite bus. The external system R, and X, represents the grid. In
a real setting these values can be approximated by calculating the Thevenin equivalent
impedance from doing a short circuit at the bus between the transformer and the infinite
bus. Even though the system conditions remains the same when the analysed machine is
perturbed, the conditions representing the external system is not necessarily the same but
changes with load and grid topology.

I
| == ]
2228 IB
| | ~_
Et Ry, Xt Re, Xe Eg

Figure 2.1: Single-machine infinite bus model.
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2.1.2 Classical Generator Model

The system shown in Figure 2.1 can be linearised to analyse the system behaviour when a
disturbance takes place. By neglecting the resistance and representing the generator with
the classical model [7] the system can be represented as in Figure 2.3. Figure 2.2 shows
the classical generator model.

Et
A |
' Xd' | XE
E 26 L y Eg20
g
Xt

Figure 2.2: Illustration of the classical generator model.

With the stator resistance neglected the air-gap power is equal to the air-gap torque when
in per unit. Therefore

_ E'Ep
T

T, = P. sin § (2.1)

where Ty is the electrical air-gap torque being equal to the power, X1 being the the total
reactance including X} and X}, and the voltages consisting of the generator voltage E’
and the infinite bus voltage Fg. Linearising at an initial operating condition where d = dg
gives

!
OT. s _ E'Ep

AT, =
00 X

cos g (A0). (2.2)

Linearising the equation of motion in per unit with %6 = wolAw, gives

1
d Awy

a = ﬁ (Tm — Te — KDA(JJr) 5 (23)

where w; is per unit speed, d rotor angle in electrical radians, wg base rotor electrical speed
in radians per second. Substituting (2.2) results in

d 1

where Kg is the synchronising torque coefficient given by

!
Kg = (E EB) cos dg. (2.5)
X7
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Linearising further as in [7], writing in vector matrix and solving for the characteristic
equation results in the natural frequency being

wy =/ Ks—. (2.6)

Figure 2.3 shows a block diagram representation of the SMIB system with a classical
generator model, graphically illustrating (2.4). The factors Kg and Kp represents the
different torque components connected the machines stability. The synchronising torque
Kg is connected to a machines ability to stay synchronised to the system and is linked
to the change of Ad. A lack thereof would result in an aperiodic drift in the rotor angle.
The damping torque Kp is in phase with the speed deviation Aw; and a lack of sufficient
damping torque results in rotor oscillations.

Ks <
S ) o [ >
2Hs S
Kp [«——

Figure 2.3: Block diagram of the representation of SMIB as a classical generator model.

The power system is constantly affected by transient disturbances. These can be small
like load changes in the system or larger disturbances like for example disconnection of
lines due to faults. When power system stability is analysed, the active power transfer
between generators is used and can be written as

ViV
Z

P, =~ sin(5) (2.7)

where P, is the electric power, V; and V; are the sending and receiving voltages, § the angle
difference between the voltages and Z is the equivalent impedance. Assume a simplified
model of the electric grid seen in Figure 2.4 containing a generator, two transmission lines
with impedances Zp and Zg and an infinite bus. The notation Fa represents a 3-phase
fault on the transmission line.
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Vg5 20

<

AN 5

| Fa
==

Zg

Figure 2.4: Generator connected to an infinite bus through two lines. Fp indicates a
3-phase fault on the transmission line.

Before a fault occurs the system is operating at an angle of dg on curve A as seen in
Figure 2.5. A fault occurring changes the equivalent impedance Z and P, drops down to
B. At this point there is now a power imbalance resulting in the generator speeding up.
As it does the transfer angle § increases leading to more active power being drawn from
the generator terminal. This will continue until the transfer angle results in an active
power transfer P, greater than the mechanical power input P, leading to the generator
starting to decelerate. When the fault is cleared and the transmission line is disconnected
the operating curve changes to C' and the generator will start to decelerate. The new
operation point will now be §; until the faulted transmission line is reconnected.

Pe
A
/ P before fault
A
P, after fault
C
Pm
Pg during fault
B
% 30 61 90 180 !

Figure 2.5: P-J curves for different operations conditions.

The behaviour of the generator for the different stages is described by the traditional swing
equation as
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C!T‘: . % (P — P, — DAW) (2.8)
where w is the rotational speed of the generator, H is the inertia constant and D is the load-
damping constant taking into account the frequency dependency of composite load. The
longer the fault is active the less time the generator have to regain stability. If, according
to the equal area criterion, the critical clearing angle is higher than the intersection of the
electrical and mechanical power the machine will go out of synchronism.

When it comes to synchronous generator modelling there are multiple different models
representing the machine. This originates from the more detailed parameter definitions
not being possible to derive by measurements. The parameters which can be measured and
are used in most power system softwares are shown in Table 2.1 and are called standard
parameters.

Table 2.1: Synchronous generator parameters.

Parameters

X4

Synchronous reactance
Xq
X/
Transient reactance X(’i
q
X//
Subtransient reactance X(’i’
q
T/
Transient OC time constant T(;
o
Subtransient OC time constant TC},
q
Stator leakage inductance X
Stator resistance R,

2.1.3 Including Effect of Field Winding Dynamic and Flux Saturation

Modelling saturation is a complex problem due to several parameters being involved. A
few assumptions are therefore made to simplify the task [7]:

e The leakage inductance is independent of saturation. This assumption does not
significantly affect the results due to the leakage flux path being mostly through air
and not through the iron.

o Leakage fluxes do not contribute to the saturation due to it only travelling through
the main flux path for a small part of its path.

e The saturation relationship between the resultant air-gap flux and the magneto-
motive force (MMF) under loaded conditions are the same as under no load. The
saturation characteristics can therefore be represented by the Open Circuit Charac-
teristic (OCC) saturation curve.

e There is no magnetic coupling between the d and g-axis resulting from the nonlin-
earities caused by the saturation, meaning currents in the windings of one axis does



2. Modelling and Analysis of Power Oscillations

not produce flux linking with the other axis windings.

The above assumptions introduce the possibility of representing the saturation effects in
the d-axis as in (A.2). An approximation of the saturation coefficient Kyq can be derived
by doing a fit to a saturation curve and then using the parameters in (A.3). Initially the
coefficient can be defined as

\Ijat
Ky = . 2.9
° \IlatO ( )
Defining a parameter
\I/I = “I/atO - \I/at (210)
the expression becomes
\I/at
Kyg=—>—, 2.11
T W+ 21)

where Wy is the difference between the unsaturated and the saturated curve. Figure 2.6
illustrates the characteristic of the different parameters in relation to the OCC.

Voltage or flux

A linkage ,Air-gap
i line
Wato[ 47
w :
1 ocC
Yat[---Y---- t-o a ¥ato
: Ladu= I
t
Lads=—2
Io 1 Ifq or MMI’:

Figure 2.6: Saturation effects in relation to Open-circuit characteristics [7].

The saturation curve can be divided into three segments: unsaturated (I), saturated (II)
and fully saturated (III). For segment I, the Uy = 0 due to the linearity, for segment II,
W1 can be expressed as a mathematical function and segment III is again linear and can
be expressed as

\I’I = \IIGQ + Lratio (\I]at - \I’TQ) - \I’at- (212)
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Figure 2.7 shows the definition of the segments with the corresponding parameters. By
using two points on the curve a fit to a mathematical function can be achieved, ¥; can
for example be expressed as an exponential function on the form

Uy = Aggpeleot(Var=¥r1), (2.13)
Finally, the calculated results can be used together with (A.3) to get an estimation of the
saturation.

A Voltage or flux
linkage Slope=Lady

c7 /
: o
Yol f ! Liner
1.0
)i

Ladu
T Lratio=

Lincr

Itq or MMF'

Figure 2.7: Segments in the saturation characteristics [7].

Depending on the type of machine the saturation relations between the axes vary. Due to
the g-axis flux path being mostly in air, Laq does not vary significantly with saturation
and Kq can therefore be assumed to be zero [7]. For the round rotor machines both axes
are affected by saturation and can therefore be modelled.

2.1.4 Automatic Voltage Regulator and Power System Stabiliser

The Automatic Voltage Regulator (AVR) is the control system responsible for sending the
control signals to the exciter which regulates the terminal voltage. To improve the power
systems dynamic performance a PSS can be added to the control of the AVR.

The basis for PSS is that it should provide damping by introducing an electric torque in
phase with the rotor speed deviation. Due to the relatively long response time of the gen-
erator field winding dynamic and certain exciter systems, appropriate phase compensation
is necessary. Furthermore filtering and gain is needed to remove unwanted signal content
and set a suitable control signal amplitude. A PSS control structure can be explained by
the use of three blocks:

¢ Gain
e Signal washout

e Phase compensation
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The gain corresponds to the introduced damping and should be set to achieve maximum
damping while still considering the overall system stability. The signal washout is a high-
pass filter set to allow oscillations in w, to pass unchanged while at the same time acting
on changes in speed. The phase compensation is used to correct for the frequency de-
pendency and should allow all the frequencies of interest to be compensated while still
remaining within certain stability limits. It is desirable to not have a perfect phase com-
pensation to utilise the synchronising torque. An undercompensation of 20-40° is therefore
preferable [8]. Figure 2.8 shows a traditional PSS control structure.

Input signal sTw 1+sT4 1+sT3 AVpgg
— > > > >
Kpss 1+sTyy 1+sT, 1+sTy
Gain Washout Lead-lag filters

filter

Figure 2.8: Traditional PSS block diagram.

There are a few alternatives when it comes to which signal to use for the control with
their respective pros and cons. PSS commonly uses shaft speed, terminal frequency and/or
power as input signals 7], but there is also a possibility of using accelerating power [8]-[10].
Many modern types of PSS use a combination of input signals to overcome the weaknesses
of the single input signal. From the relation in (2.8) it can be seen the power is lagging the
speed by 90°. When using the power as input signal it is therefore necessary to compensate
for this additional difference.

When doing modelling of synchronous generator dynamics a model called the classical
model is used with its corresponding parameters. These parameters are connected to the
standard parameters through certain relations. In Figure 2.9 a complete model is shown
containing all the parameters for a complete model.

<

AVpss

AViet AU , K3

+ Gex(s) + 1+sT3

2Hs+Kp s

AVt

1 AVy
TvsT, (&)<

Figure 2.9: Block diagram of the classic generator model [7].

To achieve successful damping of power oscillations a positive damping torque should be
supplied by the control system. To achieve this the control signal needs a gain as well as
the correct phase shift. Looking at the generator response from the input signal to the
electrical torque produced in the machine this information can be derived. If only the
phase is of interest the same analysis can be done looking at the response to the terminal
voltage produced due to the phase characteristics being the same. Figure 2.10 illustrates
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the open loop response on the torque AT, from an input signal AVpgg. The parameters
required for phase analysis of the transient model shown in Figure 2.10 are displayed in
Appendix A.

AVpss
AUty Ky R AT,
Gex(s) o > Ky —>
Y
Ks
1 P AVy
1+sT, |

Figure 2.10: Block diagram of the transient model [7].

2.2 Modal Analysis of Linearised System Model

Analysis of power system stability is closely linked to linear algebra. Traditionally the
method of setting up the dynamic equations representing the system and then evaluating
its properties has been done, but with more advanced technical equipment a shift towards a
data analysis approach is possible. The different methods are not separated when it comes
to the understanding of the fundamental concepts and these will therefore be presented
briefly.

The dynamics of the power system can be described by a set of first order nonlinear
ordinary differential equations which on vector form is expressed as [7]:

x = f(x,u,t) (2.14)
where the vectors are
T (75} fl
X9 U2 f2
X = . u= . f= . (2.15)
Tn Un fn

with x known as the state, contains the state variables and u contains the inputs to the
system. While x denotes the derivatives of the state variables and t is time, which is not
necessarily expressed explicitly. Additionally the output variables of the system are of
interest and these are expressed as vectors:

y = g(x,u) (2.16)
with
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Y1 g1
Y2 g2

y = : g = : (2. 17)
Ym 9m

where y and g are the vectors containing the outputs as well as the nonlinear functions
relating state, input and output variables. The state variables describe the dynamic be-
haviour of the system and together with the input variables any other system variable can
be determined. In reality the state variables can be connected to physical quantities as an-
gle, voltage or speed but can also only be mathematical variables connected to differential
equations describing the system.

The choice of state variables is not unique but this does not mean that the state of the
system is not unique. Different choices of state variables can provide the same information
about the system. The system state may be represented in a n-dimensional Euclidean
space, called state space. The different choices of state variables can be described as using
a different coordinate system for achieving the system representation.

When doing analysis on dynamic systems it is interesting to look at singular points due
to them being characteristic of the system behaviour. These are points satisfying

f(xq) = 0 (2.18)

where x( is the state vector x at the equilibrium point (singular point). If the functions
in f are linear then the system is linear and only one equilibrium point exists. This is not
the case for nonlinear systems where multiple points can exist.

When doing a traditional small signal analysis a linearisation is done around the equilib-
rium point which is to be investigated. With the assumption the changes are small, Taylor
series expansion is used to express the nonlinear functions. This results in the following
expressions:

Ax = AAx + BAu (2.19)

Ay = CAx + DAu (2.20)

where x is the state vector, y the output vector, u input vector, A state matrix, B input
matrix, C output matrix and D is a kind of feedforward matrix defining input properties
directly affecting the output.

When looking at stability for a system it is the eigenvalues of the state matrix A which
provides this information.

Ad =\ (2.21)
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describes the fundamental equation with ¢ being the right eigenvector and A the eigen-
values. By solving for the eigenvalues \; through

det(A — AI) =0 (2.22)

the corresponding eigenvectors can be derived

$1i
$2;

¢ = ; (2.23)

Qbml

with each column vector being connected to the ith eigenvalue, i = 1,2,...,n. For a real
matrix A the eigenvalues always appear in conjugate pairs as

Ai = 0; ijwi. (2.24)

The time characteristics of the eigenvalues are given by e’ meaning the real part repre-
sents the damping and the imaginary the oscillatory part. The frequency and damping
ratio can be expressed as

fi= 2t (2.25)

—0; —0i

Al fo? + w2

2.3 Data-based Modal Analysis

Gi (2.26)

This section starts of by introducing the PMU and its functionality. The use of PMU data
is then combined with an advanced algorithm with the purpose of performing measurement
based modal analysis.

2.3.1 Phasor Measurement Unit

The fundamental relation of active power flow seen in (2.7) has caused voltage phasors in
the power system to be of special interest. Even though this is the case, there was no good
way of measuring these quantities historically. It was not until the growth of GPS in the
1980s that the development of the first modern PMU could really take place. Jumping
forward to today, most modern power systems around the world are in the process of
installing PMUs for WAMS [2], and there are already applications utilising PMUs for
WAMPAC.

In Norway a Wide-Area Power Oscillation Damper (WAPOD), controlling a SVC together
with PMU signals, has been implemented and tested with good results [11]. In China
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additional damping is being provided by several HVDC links, by using PMUs, to help
the traditional PSS during stressed conditions [12]. With more PMUs and better data
analysing tools the development of WAMPAC systems will be able to reach even further
and ensure better overall stability in the power system.

First, consider a sinusoidal signal

x(t) = Acos(wt + @) (2.27)

with an amplitude A, frequency w and phase ¢. This equation can also be written in the
form of

x(t) = Re {Aej(”t+¢)} = Re Hej(“t)} Xmejd’] . (2.28)

With the understanding that the frequency is w the term e/(“) representing the frequency

can be suppressed. With this the signal can be expressed with a phasor representation
according to

X

A . A

el = —(cosp + jsin @). 2.29

7 \@( ¢ +jsing) (2:29)
The PMU can supply all of the mentioned quantities of a signal. These can then be used
to generate a control signal for damping purposes. In [11] the phasors from two different
locations are used while [12] discusses the use of frequency as input. Figure 2.11 illustrates
how a phasor representation can be made from a sinusoidal signal.

«— O

Imaginary

Phasor

Real

t=0

Figure 2.11: Representation of the PMU phasor from a sinusoidal signal.

2.3.2 Dynamic Mode Decomposition

Dynamic Mode Decomposition (DMD) is an algorithm which extracts information regard-
ing the behaviour of a system. The method originally comes from the fluid dynamics
field [13], [14], but has lately been implemented and used for Power System applica-
tion [15]-[20]. Together with PMU data DMD can estimate the state space matrix A
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in (2.19) representing the system dynamics. When it comes to large power systems with
many nonlinear dynamics it is practically impossible to fully comprehend its behaviour.
DMD can use the PMU data to create a temporary linear model of the actual power system,
this dynamic representation can then be updated continuously to capture the changes
caused by for example production changes, load changes or drastic topology changes as
disconnecting lines etc. This creates great possibilities of analysing the system small signal
stability, which typically is a complex analysis, continuously.

2.3.2.1 Retrieving the Dynamic Matrix A

As previously pointed out in (2.19) the purpose of the dynamic matrix (state space matrix)
is to link the current state to the future state. This can be described in discrete form as

Xpi1 = AX,. (2.30)

The matrixes X and X1 are constructed by time-shifting the matrices containing the
PMU signals as

X1: X1 X9 0 Xmym-—1 (231&)

X2: X9 X3 - Xy (231b)

where x; is a column vector containing all the first samples from all the signals and
so on. Additionally one must perform something called data stacking to increase the
information provided for the calculation and therefore increase the accuracy. This is
especially important if used on a single signal. The data stacking is done by creating
augmented matrices with time-shifted matrices as new rows. The augmented matrices
looks like

x1 €2 te Tm—s
Xugn = |+ . (2.32a)
Ts Tyl =~ Tm—1
) T3 o Tme—s+1
Xang2 = ng 36:4 . xm_:s+2 (2.32D)
Ls+1 Ls+2 Tm

where s represents the amount of time-shifts performed which should be sufficiently large.
According to [15] it should be between 30-40 % of the measurement snapshot number m.
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This can result in rather large amount of data which is why [15] successfully implements
a randomisation technique originally proposed in [21] to reduce the amount of rows of
the augmented matrices. This somewhat reduces the accuracy but significantly reduces
computation time [15].

For a small system the matrix A can be directly calculated by just using the Moore-Penrose
pseudoinverse t as

A =X,X!. (2.33)

Due to the size of the matrices in the power system applications this is not suitable.
DMD therefore uses Singular Value Decomposition (SVD) which extracts the necessary
information into much smaller matrices. It is then possible to use rank reduction reducing
the data size leading to less computation cost while also removing noise. The SVD results
in

X; ~ USV*, (2.34)

where U € C"*", ¥ € C™", and V € C™*". The notation * symbolises conjugate
transpose and r is rank, if no rank reduction is used the matrices would be U € C™"*",
¥ e C"" and V € C™*". For the augmented matrices the sizes would be much larger.
Combining (2.33) and (2.34) leads to

A =X, Ve~lu* (2.35)

To achieve a reduced rank dynamic matrix the full size A is projected onto the ortogonal
basis produced by the SVD as

A =U*AU =U*X,Vx L (2.36)

The lower rank dynamic model is now defined as

%1 = A%y (2.37)

2.3.2.2 Truncation

Truncating with a rank r reduces the size of the matrices from the SVD and increases the
computation speed. There are multiple ways of choosing the size of r [22]. One method
is to analyse the energy of the diagonal values in ¥ and extract r corresponding to a
percentage of choice. The higher percentage the more accurate the recreation of the signal
will be, but a too large value might include noise from the signal, decreasing the accuracy
of the recreation. A value between 90-99 % is mentioned by [22].

Another method, called the hard threshold method, functions by looking at the "elbow"
or "knee" from the logarithmic plot of ¥ and extract the r at the point where the curve
sharply turns. Numerically it can be calculated as
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T = (4/V3)Vny (2.38)

if the input matrix X is a square matrix R™*". While if the matrix is non-square R"™*™
with m < n, then the rank is calculated as

r=A(B)Vny (2.39)
1/2
A(B) = (2(,3+ 1)+ 50 ) | (2.40)
(B+1) + (82 + 145 + 1)/

with f/=m/n and 7 being the know noise in the input signal. If m < n then f=n/m. If
the noise on the other hand is unknown the equation changes to

r= W(/B)Umed (241)

using the median of the singular values 3 and w(8) = A(5)/pg, where pg has to be solved
numerically as

/(wa (+vB? - (- = vBR] (2.42)

1-8)2 2nrt 2

2.3.2.3 The Dynamic Properties

The dynamic behaviour is now extracted by computing the eigenvalue and eigenvectors
on A which follows the standard form

AR = )R, (2.43)

where R is a matrix with the right eigenvectors and A a matrix with the eigenvalues on
the diagonal. The original signals can now be recreated and future states can also be
estimated by first converting to a continuous-time model

wi = In(Ag)/At, (2.44)

where wy, are the eigenvalues in continuous time and At are the sampling time. The DMD
exact modes [23] are calculated by

® =X, VI 'R. (2.45)

These are the exact eigenvectors of the matrix A. This formula should be used to find
dynamic modes associated with zero eigenvalues but otherwise
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& = UR (2.46)

should be used to get the modes referred to as projected DMD modes. The initial values
for the signals are provided through

b==®x; (2.47)

where ® is a matrix with the eigenvectors of A. Equation (2.47) can be derived by setting
the initial time to zero in (2.48). The signals are then reconstructed by

x(t) = Xn: o exp(wit)by = P exp(Q2)b (2.48)
k=1

with € being a diagonal matrix with the continuous wy.

2.3.2.4 Participation Factor and Modal Analysis

The participation factor is a measure of how different state variables contribute to the
modes in a system. In power systems this information is of vital importance to be able
to target specific generators to be able to get the most efficient damping. From [7] the
participation factor is defined as

P P13t
D2i G2iia
pi=| . | = : (2.49)
DPni ¢nzwzn
with ¢p; and iy; being the kth entry in the right and left eigenvectors,
b1 Vi
P2 V2
&= . | w=| (2.50)
Pni Ui

The modal analysis is done by looking at the DMD modes used for the recreation of the
signal. If data stacking is used, a selection has to be made of the first rows still connected
to the initial states. This is due to the data stacking changing the matrices dimensions.

The above method for calculating participation factor is of the simplest kind. There are
other variants using more advanced methods. For more information about these the reader
is referred to [24].
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2.4 Real-Life Examples of Inter-Area Oscillations

Inter-area mode oscillations are oscillations caused by critical frequencies (also called
modes) in the system created by groups of generators oscillating against another group
of generators connected by weak ties. These modes are typically in the range 0.2-0.8 Hz
and are mostly noticeable during small load and generator changes. Because of this they
can be considered to be part of small signal stability problem [3], [7]. During other events
such as faults and line disconnections these natural oscillation frequencies get enhanced
and the oscillation can then sustain if not properly damped out.

Inter-area oscillations are complex phenomena and are affected by many things. They can
be naturally initiated by disturbances occurring in the system but can also be started by
different control actions. In [25] a thorough explanation is done connected to inter-area
oscillations. By introducing mechanical torque steps for generators inter-area oscillations
can be provoked, similarly different control actions resulting from disturbances can there-
fore affect how generators respond.

2.4.1 Nordic System

The Nordic system includes Norway, Sweden, Finland and the eastern part of Denmark.
Analysis from the multiple PMUs in the system resulted in two critical inter-area modes
being spotted. The first one of 0.29 Hz, created by the Finnish generators working in
contrast to the rest of the system while the second mode of 0.55 Hz is created by generators
in the north swinging against those in the south [4].

2.4.2 European System

A much larger system is the European system. It includes nearly all the European coun-
tries spanning from Portugal in the southwest to Turkey in the southeast and parts from
northern Africa up to Denmark in the north [26]. Four different inter-area modes were
found with frequencies of 0.2, 0.3 and two 0.5 Hz modes. The first mode was between
the generators in southwest against the ones in northeast. The second mode involved the
same generators in the southwest together with some in the northeast working against the
ones in between. The last two concern generators in northeast and southeast, the later
being more noticeable during power transfer from north to south [5].

2.4.3 Other Systems

Other systems worth mentioning are the six North American systems which with their
large size similarly to the European system contain their own inter-area modes in different
regions ranging from 0.16-0.73 Hz [27]. The largest system is the Western Interconnection
system spanning over both Canada in the north and USA all the way to the border of
Mexico. There have been many investigations of these systems and in particular the
western system trying to understand the risk of inter-area oscillations since the blackout
in 1996 [27].

2.4.4 Incidents Based on Inter-Area Oscillations

There have been several incidents throughout the last 30 years in all the above mentioned
systems. Not all incidents are based on inter-area oscillations and the ones that are, are
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more common in the American systems than the rest [3], [27], [28]. Following are three
examples of incidents based on the inter-area oscillations:

e August 10, 1996 Western Interconnection system disturbance: in a time span of
1:40 h, five different flashes to trees occurred resulting in areas of lower voltage levels
being overloaded due to power distribution. The last flash started a fire and at this
point the oscillations began and synchronised with the inter-area mode of 0.224 Hz.
This began the procedure of generators trying to compensate for the oscillations
and resulting in them being tripped alongside various connections between the four
regions that the system was divided into. This event ended up in blackout of the
system after 6:24 min after the last flash [29], [30].

e May 29, 2007 Danish Islanding: this incident occurred due to an unexpected current
transformer explosion disconnecting two out of two 380 kV lines between Denmark
main island and Germany. The two remaining lines of 220 kV tripped after 28 sec
due to them being a weak connection and due to inter-area oscillations of 0.238 Hz
and overload. In addition a HVDC line tripped after 58 s leaving Denmark on edge
to blackout if not for the HVDC lines connected from Sweden and Norway. The
system went back to normal operation after 5 min [3].

e August 4, 2000 Western Interconnection Inter-Area Natural Oscillations: smallest
but not less important of these three occurred while one 500 kV and two 230 kV lines
were tripped. This type of disconnection has been planned and studied, and while
luckily it did not spread further it still caused a poorly damped oscillation identified
as an inter-area mode of approximately 0.25 Hz. This event lasted for 60 s [27], [30].

2.5 The Nordic Power System Model

PowerFactory is a modern power system analysis software which can be used for a multiple
of applications such as analysing generation, transmission, distribution and industrial
systems [31]. It allows for advanced modelling with different control studies and has its
own environment for implementing dynamic models called DSL.

2.5.1 The Nordic34 Model

Nordic32 is a fictitious representation of the Swedish and Nordic power system. It was
made back in 1995 by Cigre Task Force 38.02.08 to illustrate the voltage collapse in Sweden
in the year 1983 [32]. The system was intended for use when looking at transient stability
and long term dynamics [33], the dynamic properties of the system and the model was
similar at the time. The structure of the model is as follows:

e "North" with hydro generation and some load

e "Central" with much load and rather much thermal power generation

e "Southwest" with a few thermal units and some load

o "External" connected to the "North" consisting of a mixture of generation and load

It is a very simplified and standardised model. The number of nodes and generators
are 32 & 20 respectively, together with some additional load and generator buses. The
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generators only use one excitation model with a few sets of data. The main system is
designed for 400 kV but there are also regional systems of 220 and 130 kV. In short it is
supposed to emulate the large hydro power transfer from the north down to a load area
with thermal power.

This is no longer a good representation of the Swedish system. There are a few major
factors behind this statement according to [32] and these are listed below:

e Important transmission lines are not modelled

o The model neglects connections to neighbouring countries (only Norway is included
by the "External" part of Nordic32)

e The installed capacity no longer coincides
e The location of generation and load has changed

These discrepancies was the basis for [32] to try to update the original Nordic32 model to
better represent the current Swedish transmission system. From here on out this model is
called Nordic34 due to the two added nodes. This updated model with its base components
was updated and used for the transient analysis in PowerFactory in this project.

Nordic34 takes into account the Swedish energy price bidding areas (SE1-SE4) which were
introduced in 2011, due to the statistics being available independently for each area. The
statistics used are from 2018 because it was the most resent data when the work was done.
The factors taken into account when trying to update the model were:

o Installed capacity
e Power flow
e Production
o Export & import

Information connected to these points was the source for how the changes to the model
would be implemented. The goal was to adapt the respective components in Nordic32
to match with the real power system with as few adjustments as possible. The changes
done, taking into account the necessary simplifications as well as the complexity of the
grid were:

¢ Adding new lines

The transmission corridor Ostersund-Gothenburg is missing in the original Nordic32.
This was added in the form of a new node (4060) with four new transmission lines
connected to it, two each going to node 4061 & 4031. In addition to this another
node was added in the southern part (4064) to better represent the actual system.

e Amount and location of generators

This was the most significant difference between the test system and the actual
Swedish grid. The model was improved by increasing the production capacity to
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match with existing data and at the same time taking into account the location of the
production units. Different generation types are lumped together resulting in only
one Synchronous Generator (SG) on each bus. Changes were done to the existing
generators rated power and a few additional generators were added and connected
through step-up transformers. There are of course errors in the distribution of the
production due to the actual spread of many smaller power plants but in large the
mapping corresponds with the actual electrical power supply.

e« Amount and location of loads

A conclusion which was made was that the percentage of the total load for each area
remained nearly constant during the year. The nodes in the model connected to
the different areas was therefore assigned a percentage of the total area load. With
the energy consumption varying this method allowed for a simple way of looking at
different load scenarios based on the real data.

e Interconnection with neighbouring countries

The transnational connections are modelled simply by having a generator and a
load at the suitable locations to which the coupling points are located. The gen-
erators represent the import and loads the export of power. A SG representing a
HVDC link to continental Europe is a poor representation and should be replaced
if a more accurate behaviour is desirable. In addition to the already existing in-
terconnection (External) seven more were added, connecting Norway, Denmark and
Poland/Lithuania. The "External" link can represent the northern connection be-
tween Norway /Finland.

¢ Reinforcements

When running simulations with the new load levels showed that multiple lines and
transformers were overloaded. To compensate for this the affected components were
reinforced. For the transmission lines a parallel system with the same characteris-
tics were implemented while the ratings for the transformers were increased to the
maximum apparent power seen during the year 2018.

e Reactive power supply

To keep the nodes in the model within allowed voltage limits different reactive power
supplies were added. Already included in the model were the SGs providing reactive
power within their limits. These adjust themselves after the target voltage specified.
In the cases when these units reached their limit, additional elements were installed
in the form of Synchronous Condensers (SCs) & shunt elements. The choice between
flexible SCs and static shunt elements was determined depending on if the voltage
level varied or was constant. Due to SCs being a rare and expensive solution the goal
was to add as few as possible of these. In this project, due to only one operation
scenario being used with respect to production and load locations, the SCs were
removed as they were not needed for voltage compensation.

The model was tested by comparing the real statistics from 2018 with the results from
Quasi-Dynamic simulations based on the same data. The results showed good conformity
except for the first three months of the year. The conclusions drawn for this was that the
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operation statistics were defective [32], especially in the SE1 area, being noticed by large
errors in the power balance. The slack generator being located here therefore deviated
substantially from the target value. Apart from that, with the implementations of voltage
control, the voltage was kept between 0.9 and 1.05 p.u.

Overall Nordic34 seems to be a better representation than Nordic32. With the load and
generator profiles being updated as well as the transmission line topology, it gives solid
grounds for studies connected to future developments within the Swedish power system.
To get valid and relevant study cases new data can be used in Quasi-Dynamic simulations
and then taken to be used in RMS simulation for observing transients. A recommendation
from [32] is to only take data from one source to avoid the problem of errors in the power
balance. Some issues with the model are system losses not being correct, the slack gener-
ator leading to errors in the active power transfer, simplified modelling of generators not
representing the reactive power compensation as well as the dynamic properties properly
when compared to reality and reactive power elements only being represented by static
elements and SCs.
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2.5.2 The 2018 Scenario

The edited Nordic34 model is presented in Figure 2.12. Parts that are marked in black
represent the original Nordic32 model apart from the wind turbines which were added
for this project. In green are the added parts which together with black constructs the
Nordic34 model. Generators are coloured to show if it is hydro based (blue) or thermal

based (red) production.
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Figure 2.12: Nordic34 model.

Wind turbines were added to split the previously lumped generators to represent the
production types individually. The reason behind this was to allow for a future scenario
of year 2040 with the nuclear and fossil-fuel-based power plants replaced by wind [34].
The ratings were chosen according to the original calculations from [32] and are shown in
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Table 2.2 with both the separated generator values and the split values.

Table 2.2: Apparent power of the generators, both the combined total and the
separated values according to [32].

Combined Separated
Generator Generator Total Generator Wind
Type Name S [MVA] | S[MVA] | S [MVA]
Hydro/ Wind | g01/ gw01 1352 1088 265
Hydro/ Wind | g02/ gw02 1491 1280 212
Hydro g03 916 916 0
Hydro/ Wind | g04/ gw04 844 424 420
Hydro/ Wind | g05/ gw05 900 424 476
Hydro/ Wind | g06/ gw06 270 109 161
Hydro/ Wind | g07/ gw07 205 136 69
Hydro/ Wind | g08/ gw08 1319 424 895
Hydro/ Wind | g09/ gw09 1590 1517 73
Hydro g10 1074 1074 0
Hydro gll 3952 3952 0
Hydro gl2 2799 2799 0
Thermal/ Wind | g13/ gwl3 2984 2556 429
Thermal/ Wind | gl4/ gwl4 1391 1245 146
Thermal glh 4247 4247 0
Thermal/ Wind | gl6/ gwl6 1695 1598 97
Thermal/ Wind | g7/ gwl7 5188 5135 54
Hydro/ Wind | gl18/ gwl8 1566 294 1190
Hydro g19 550 550 0
Hydro 220 4500 4500 0
Thermal/ Wind | g32/ gw32 1731 1018 714
Hydro/ Wind | g60/ gw60 2123 1140 984
Hydro/ Wind | g61/ gw61 870 498 372
Thermal/ Wind | g64/ gw64 2859 2480 538
Hydro Zex-type 7x2500 7x2500 0
Total \ - | 66,628 57,354 7,095

The model was adjusted for the purpose of dynamic analysis by extracting one set of
production and load values from a time with high load during a day. The chosen scenario
from the yearly data was from 12" of September at 10 a.m. The reason for choosing this
date was due to potential maintenance taking place at this time of the year. These values
were then distributed according to Table 2.3.
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Table 2.3: Data for generators and loads for the chosen scenario of 12" of Sep 2018.

Generator Generator Active power | Wind Load | Active power
Type Name P [MW] P [MW] || Name P [MW]
Hydro/ Wind g01/ gw01 693.6 136 L1 263.4
Hydro/ Wind g02/ gw02 648.5 93 L2 175.6
Hydro g03 575.5 0 L3 136.6
Hydro/ Wind g04/ gw04 370.8 185 L4 243.9
Hydro/ Wind g05/ gw05 391.9 208 L5 585.3
Hydro/ Wind g06/ gw06 138.5 83 L11 343.7
Hydro/ Wind g07/ gw07 75.0 26 L12 516.0
Hydro/ Wind g08/ gw08 550.2 374 L13 171.3
Hydro/ Wind 209/ gw09 956.0 44 L22 409.1
Hydro gl0 674.4 0 L31 76.4
Hydro gll 1755.4 0 L32 97.4
Hydro g12 1402.6 0 L4032 1327.1
Thermal/ Wind gl3/ gwl3 575.2 83 L41 493.6
Thermal/ Wind gld/ gwld 228.3 24 L42 463.4
Thermal gld 2271.9 0 L43 323.9
Thermal/ Wind gl6/ gwl6 922.9 53 L46 864.3
Thermal/ Wind gl7/ gwl7 2125.1 23 L47 1543.2
Hydro/ Wind gl8/ gwl8 795.8 639 L51 169.7
Hydro gl9 300.0 0 L60 2932.4
Hydro g20 (slack bus) 624.7 0 L61 771.6
Thermal/ Wind g32/ gw32 779.1 322 L62 787.2
Hydro/ Wind g60/ gw60 931.8 432 L63 1878.7
Hydro/ Wind g61/ gw61 363.7 156 L64 925.3
Thermal/ Wind g64/ gw64 402.2 72 L71 300.0
- - - - L72 2000.0
Hydro Zex, DK 0.0 - Lex,DK 0.0
Hydro Zex,DK2 0.0 - Lex K2 392.5
Hydro Sex,FI1 0.0 - Lex Fit 1200.0
Hydro Zex,NO1 895.0 - Lex,NO1 0.0
Hydro Zex,NO3 391.9 - Lex,NO3 0.0
Hydro Zex,NO4 150.0 - LeX7NO4 0.0
Hydro Sex,PL 0.0 - LexpL 600.0
Total - 19,989 2953 || - 19,992

Additional changes had to be made to correct for imbalances during load flow analysis.
Correcting transformer tap-changers, deactivating shunts not needed simplified the system
and corrected for the errors. Apart from the generator ratings being changed the correct
models and parameters were set to match their production type of hydro turbine or steam
turbine. The values are presented in Table 2.4.
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Table 2.4: Generator parameters.

Xa | Xq | X4 | X0 X0 XU [ Too [ Too | Tho | T | X1 | Ra | H
Hydro | 1.1 | 0.7]025]03]02]02] 5 | 0 |005] 01 |015| 0 | 3
Thermal | 22 | 2 | 0.3 |04 ]02] 02| 7 | 1.5]0.05]005|015| 0 | 6

The DSL models for the generators were slightly modified and are described in Appendix B.
A model for the new wind turbines was also created with PowerFactory’s library models
according to the wind turbine type 4A, which has the ability to output reactive power for
voltage control. The same model was used for each turbine.

2.5.3 Assumptions of the Fully-Renewable Scenario

Lastly what was of interest for this project was to see how the inter-area frequencies would
change in the future with more RES in the grid. The year 2040 was used as comparison
mainly because the nuclear power plants have reached their lifespan by then and are
to be decommissioned and Sweden is to have fully renewable energy production [34].
Additionally [34] estimated that the hydro and thermal based plants will not have a major
change while the installed capacity and generation of the wind turbines will increase by
314 and 400 % respectively. The load is also assumed to be increased between 15-26 % [35].

The changes made were the deactivation of generators gl5/gl6/gl7 being the nuclear
power plants. Considering all energy production is to be renewable lead to generators
g13/g14/g64 also being deactivated due to them being thermal based. To compensate for
the removed power production, wind turbines were increased or added with the removed
amount at respective bus. No load or other changes were made in the system. This could
simulate a scenario where the existing connecting points in the infrastructure could be
used together with the new energy sources. However, the impact on the relocation of the
generators will not be analysed here. Neither will be the load increase simulated in this
scenario.
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3

Implementation of Power
Oscillation Damping

This chapter is a thorough workflow of what steps were taken during this thesis. The
means of how DMD was used together with PowerFactory for choosing which generators
to control is presented. The gain and phase tuning of these generators, both for local and
wide-area damping signals are then presented. Figure 3.1 illustrates the overall scheme
for how the generator terminal voltage was affected through feeding a constructed control
signal to the AVR summation point.

PMU
No. 1 1

Wide-Area

Signal H AVR Vavr
9 Phasor
——O—> Summation
POD Poi
oint

PMU
No. 2

Local Signal

Figure 3.1: Illustration of the overall structure from measured signals to the control
signal being fed to the AVR summation point.

3.1 DMD-based Modal Analysis with Phasor Measurements

The DMD algorithm was implemented in Matlab according to the theory in Section 2.3.2
and tested with a test signal. The following signal was constructed to include multiple
frequencies of 1, 2 and 5 Hz and damping coefficients 0.13, 0.3 and 0.08.

z =sin(t) - e 01 4 sin(2t) - e Y 4 sin(5t) - o700

Using 25 s of data with sampling time of 10 ms, with data-stacking of 200 and a truncation
rank of 20, DMD gives the same values connected to the above signal and was able to
recreate the signal. Figure 3.2 shows the signal together with the recreation.
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Figure 3.2: Recreation of the test signal with DMD.

The next step was to extract the the oscillation modes from the measured electrical quan-
tities with the help of DMD. This was done by extracting phasor data from each generator
bus as if a PMU was there. A 3-phase short-circuit on the line between bus 4032 and 4044
was used to trigger the system dynamics. A time window between 13-18 s was used for
the analysis to get a better approximation of the inter-area behaviour as the initial system
response from the disturbance was gone.

Figure 3.3 show the right eigenvectors from the electrical or electromechanical quantities
of the major participating generators when using the analytical eigenvalue analysis in
PowerFactory and the data-based DMD algorithm. The most important observation is
that arrows pointing in opposite directions signifying that generators are swinging against
each other for this inter-area oscillation. The largest swing being between generators
g20 and gl7/g64. Arrows pointing in the same direction indicate coherent generators
swinging together. The phase shift between the two calculating methods is connected to
DMD being affected by the current phase of the signals and the amplitude depends on
the calculation method. The orientation also changes with changed truncation for DMD
due to this affecting the calculation of the state matrix A but the relation between the
different generators remain the same.
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Mode 3: Observability

Cluster 1
Nordic; g20; speed: 0.01/ 57.7 deg
0.002
-0.004 -0.002 0.002 0.004
-0.002
Cluster 2:
Nordic; g64 (CHP); speed: 0.00/-127.3 deg
Nordic; g17 (Nuclear); speed: 0.00/-125.2 deg
Eigenvalue of mode: -0.057 +3.547" Period: 1.771's, Frequency: 0.565 Hz
Magnitude: 3.547 1/s, Angle: 90.923 deg Damping: 0.057 1/s, Ratio of Amplitudes: 1.106

(a) PowerFactory.

90 004 o GI7
B & e, 60 > G20
o G64
>4 4 \\\
/ e
150 / 0.02 \ 30
180 | o
210 '\ /330
N y,
240 s .
270
(b) DMD.

Figure 3.3: Right eigenvectors from the two methods for the mode f=0.565 Hz

The participation factor from PowerFactory is shown in Figure 3.4. Generator g20 is the
largest contributor in creation of the frequency f=0.565 Hz, with g17 and g64 next. It is
unclear how to calculate the participation factor using the DMD algorithm and this will
not be investigated further in this work. The modal analysis in PowerFactory was used
when deciding which generators to use for the implementation of damping.
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| Nordic; g64 (CHP); speed: -0.34 /-175.4 deg

(
l Nordic; g61 (Hydro); speed: -0.00 / 178.2 deg
Nordic; g60 (Hydro); speed: -0.00 / 148.6 deg
E] Nordic; g32 (Hydro); speed: -0.01/-170.9 deg
Nordic; g20; speed: -0.50 / 174.9 deg
Nordic; g19; speed: -0.04 / 174.5 deg
2] Nordic; g18 (Hydro); speed: -0.01 / -175.6 deg
| Nordic; g17 (Nuclear); speed: -0.35 / 180.0 deg
Nordic; g16 (Nuclear); speed: -0.13 / 175.4 deg
m Nordic; g15 (Nuclear); speed: -0.03 / -165.2 deg
& Nordic; g14 (CHP); speed: -0.01/-163.1 deg
E| Nordic; 913 (CHP); speed: -0.01/-162.1 deg
m Nordic; g12 (Hydro); speed: -0.03 / -178.5 deg
Nordic; g11 (Hydro); speed: -0.09 / 178.5 deg
Nordic; g10 (Hydro); speed: -0.06 / 174.7 deg
Nordic; g09 (Hydro); speed: -0.09 / 175.2 deg
|| Nordic; g08 (Hydro); speed: -0.01/177.1 deg
Nordic; g07 (Hydro); speed: -0.00 / 167.4 deg
Nordic; g06 (Hydro); speed: -0.00 / 155.8 deg
[Z] Nordic; g05 (Hydro); speed: -0.01/177.3 deg
x Nordic; g04 (Hydro); speed: -0.02 / 172.6 deg
| Nordic; g03 (Hydro); speed: -0.06 / 172.2 deg
Nordic; g02 (Hydro); speed: -0.08 / 172.5 deg
Nordic; g01 (Hydro); speed: -0.07 / 173.8 deg

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
Eigenvalue of mode: -0.057 +3.547%j Period: 1.771 s, Frequency: 0.565 Hz
Magnitude: 3.547 1/s, Angle: 90.923 deg Damping: 0.057 1/s, Ratio of Amplitudes: 1.106

Figure 3.4: Participation factor calculated using PowerFactory.

Two sets of data of Py, over 100 s with a sample time of 10 ms were extracted, where
Pium is the power flow between SE2 and SE3. One set with the fault cleared without
line tripping and the other with the fault cleared with line tripping. Both were analysed
with the DMD algorithm in Matlab. The data window was set to 30-50 s to exclude the
transient and data-stacking was used with 200 stacks and a truncation of rank 20. The
resulting values of frequency and damping ratio were compared to PowerFactory’s own
modal analysis and are summarized in Table 3.1. It shows that the resonant frequency in
the range between 0.1<f<2 Hz with a damping ratio of (<5 %. As can be seen the values
are similar between the methods. Py was used to extract the oscillation frequency for
the tuning of the phasor POD due to it containing the same information as the individual
PMU equivalent signals and it was easier to analyse one signal than many as was done
before.

Table 3.1: Frequency and damping ratio comparison between the DMD algorithm and
PowerFactory’s modal analysis.

DMD PowerFactory
Fault cleared without line tripping Fault cleared without line tripping

Frequency [Hz] | Damping ratio [%] | Frequency [Hz] | Damping ratio [%]
0.564 1.645 0.565 1.610
Fault cleared with line tripping Fault cleared with line tripping
Frequency [Hz] | Damping ratio [%] | Frequency [Hz] | Damping ratio [%]
0.550 0.814 0.553 0.772
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In the case of the fully-renewable scenario, the same fault was applied and Pysyy, analysed
in the same way as previously mentioned. The participation analysis for this scenario
resulted in generator g20 being the most dominant contributor followed by generator
gex,PL- Several scenarios were simulated to analyse the behaviour, these were

e Naturally damped, to use as reference

e Reactive and voltage control with wind turbines, due to increased wind production
e Local and PMU control, using g20 being still the dominant contributor to the mode
e Local and PMU control, using g20 with re-tuned POD parameters.

The re-tuning included the same frequency sweep like before. With the new frequency of
f=0.692 Hz resulted in a new phase angle of 147°. The phase reference for g20 was changed
to the measurement point connected to g64 as tested in Figure 4.11 due to gey p1, being
the second dominant participant in the inter-area oscillation (see Figure 2.12). Table 3.2
shows the frequencies and damping ratios for the new grid set up when calculated with
DMD and PowerFactory.

Table 3.2: Frequency and damping ratio comparison between the DMD algorithm and
PowerFactory’s modal analysis for fully-renewable scenario.

DMD PowerFactory
Fault cleared without line tripping Fault cleared without line tripping
Frequency [Hz| | Damping ratio [%] | Frequency [Hz] | Damping ratio [%)]
0.691 0.997 0.692 0.741
Fault cleared with line tripping Fault cleared with line tripping
Frequency [Hz| | Damping ratio [%] | Frequency [Hz| | Damping ratio [%)]
0.671 0.403 0.676 0.175

3.2 Extracting Oscillating Component of a Signal

This section presents methods of extracting oscillatory components from a signal. Both
the traditional method of using a washout filter and the method used in this thesis being
a phasor extraction algorithm is illustrated.

3.2.1 Washout Filter

Traditionally the classical PSS/POD structure has been used to generate the correct con-
trol signal for different applications. The traditional approach has two disadvantages,
firstly the washout filter must be well below the oscillation frequency which results in the
unwanted average component of the input signal affecting the control signal [36]. Sec-
ondly this approach can lead to high output signals for large power swings, it is therefore
necessary to limit the signal so the controlled equipment remains within their dynamical
range. This has proven to be difficult while at the same time maintaining the correct
phase shift [36]. Figure 3.5 shows the bode diagrams of several different washout filters
with time constants in the range frequently used.

33



3. Implementation of Power Oscillation Damping

Amplitude (p.u.)
o
W
T

100 e R R

50

Phase (deg)

107 1072 107! 10° 10
Frequency (Hz)

Figure 3.5: Traditional bode plot for washout filter with different time constants.

As can be seen a rather high time constant is necessary to achieve the gain and phase
characteristics for the frequencies above 0.1 Hz.

3.2.2 Low-Pass Filter Based Approach

An alternative method for control presented by [36] is a phasor extraction algorithm which
uses a specific frequency to extract the oscillatory component with this frequency from a
signal. This signal can then be used together with a desired phase shift to control different
power system devices.

The phasor extraction algorithm can be described mathematically as follows. The input
signal is represented as,

p(t) = Po(t) + Posc(t) (3.1)

with an average component FPy(¢) and an oscillatory component P,s.(t) which can be
written as

) 1 : 1 ;
Poge(t) = Real[ﬂph<t)ejeosc(t)] _ 5Bph(t)eﬂosc(t) + gggh(t)eﬂ@osc(t) (3.2)

which takes the real part of the complex oscillatory component elesc together with the
phasor component P, = Pphej“’. The oscillating frequency 6psc(t) = wosct needs to be
known with this approach to get a good estimation. The estimated average component of
the signal is lowpass filtered,

Po(t) = Ho{p(t) — Posc(t)} (3.3)

with the input being subtracted by the estimated oscillatory component Py (t) to further
improve the estimation. Rearranging (3.1) gives
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Pon(t) = Honf{[2p(t) = 2Py(t) — Py, (t)ePosc(D]e 1000}, (3.4)

Substituting (3.3) into (3.4) provides the estimated value of P, (t) as

Pon(t) = Hpnf{[2p(t) = 2Py(t) — Py (t)eVore]e 100 0], (3.5)

Finally, substitution of (3.1) into (3.5) gives

Pon(t) = Hpn{[2Po(t) — 2P0(t) + Py (H)e % @ — Py (t)e %)

| . (3.6)
+ Bph (t)eJeosc (t)]e_.]gosc(t) }

As can be seen the signal being lowpass filtered is now ideally a constant value leading to
the extracted oscillatory component having no phase shift compared to the input. Taking
the real part of the output then results in P,g(t) being estimated as

1~ . 1w .
Pose(t) = 5 Py (£)e®¥) + S Py (t)e710oxe®), (3.7)

Figure 3.6 illustrates the implementation.

Po(t

>(3) > Hols)

+

- _ Bpn(t) | Posc(t)
F 2 = e0osc(t) > Hph(s) > ¢lfosct) > Real >

Conjugate

A

Figure 3.6: Block diagram of the phasor extraction algorithm.

The lowpass filters used can be expressed on the form

QLPF

HD(S) = th(S) = m

(3.8)

For the extraction to work the cut-off frequency of the filters should be set smaller than the
chosen oscillation frequency. A higher value increases the speed but reduces the frequency
selectivity. A typical value is between 0.2-0.5 of wese [36], but as [37] illustrates, the
behaviour of varying the cut-off frequency and a value above 0.4 of wys. leads to worse
performance. Figure 3.7 illustrates the difference between the washout filter and the
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phasor POD when a time constant Tyw=10 s/rad and a cut-off frequency k=0.3 of wgsc is
used. The average component resulting from the washout filter is easily observed.
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Figure 3.7: Comparison between washout filter and phasor POD for extracting
oscillation.

Figure 3.8 shows the bode diagrams for the phasor extraction algorithm with different
cut-off frequencies at a selected frequency of 1 Hz. The clear downside of the method is
observable in the phase characteristics, i.e. a drastic phase shift occurs if the frequency
deviates from the targeted one [38].
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Figure 3.8: Bode plot for the POD transfer function with different cut-off frequencies.

Figure 3.9 shows how the extracted oscillation is affected by wrongly tuned parameters.
The signal has a frequency of 0.5 Hz but weg is estimated from a frequency fosc that
deviates 0.2 Hz and a k=0.3.
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Figure 3.9: Tests of the POD when the signal frequency deviates from the targeted.

Figure 3.10 illustrates how the POD captures the oscillatory component with different
cut-off frequencies. A selection has to be done between fast response time and better
phase characteristics against worse selectivity of frequencies. To better show the signals
matching, an offset was added to the extracted signal.
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osc

Figure 3.10: Tests of the POD with different cut-off frequencies.

To design a phasor POD, a suitable phase compensation needs to be added to compensate
for the delay caused by the exciter and the field winding time constant of the generator.

Figure 3.11 shows how the input signal is constructed into a control signal by first adding
a phase shift and then also a gain.
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Figure 3.11: Block diagram of phase shift for the phasor POD.

When controlling the terminal voltage of a generator, it is important to limit the output
signal to not compromise the secure operation of the generator [39]. A design criteria for
traditional PSS is therefore to limit the output to between 5 % and 10 % of the generator
terminal voltage.

The POD was firstly constructed and tested in Simulink together with a constructed test
signal. The test signal had a frequency of 0.5 Hz and a DC offset of 1 as in Figure 3.10. By
starting in steady state and then introducing a transient the behaviour of the POD could
be observed. With the method working in Simulink it was then built up in PowerFactory
as a DSL model which is shown in Appendix B.3. Figure 3.12 shows the working POD
with the cut-off frequency set to k=0.3 and the control signal having a phase shift of 180°.
The response was identical in both Simulink and PowerFactory and this value for the
cut-off frequency was used for the rest of the project.

Amplitude (p.u.)

| | | | | | | | |
0 1 2 3 4 5 6 7 8 9 10
Time (s)

Figure 3.12: Test of the POD in PowerFactory with a test signal.

PowerFactory does not work with complex numbers as Simulink. The real and imagi-
nary parts were therefore separated and processed individually in the DSL model seen in
Appendix B.3.

3.3 Evaluation of Phase Angle Compensation
To be able to inject the correct phase to the control signal in the phasor POD the inner

dynamics of the synchronous generators had to be modelled. There are multiple param-
eters affecting the phase delay as explained in Section 2.1.2, the derivation of these are
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explained here. The different rotor types have different exciter system parameters also
contributing to the difference between the categories. These parameters are displayed in
Table 2.4.

3.3.1 Analytical Evaluation Based on Linearised System

All the generators in PowerFactory have a specified saturation curve assigned to them.
For this thesis an exponential curve was used so an exponential fit was done according
to (2.13) with the procedure explained in Section 2.1.3. Figure 3.13 illustrates the chosen
points together with the saturation curve.

1.60 &

[p.u]

1.08
1.03

0.96

0.80
0.70

0.40

0.00 >
0 70 125 250 375 500

Terminal voltage (non-saturated) iein %
Terminal voltage (saturated)

Figure 3.13: PowerFactory saturation curve together with data used for modelling
saturation.

The approximated A and B are

U,e1 = 0.96, ¥; =1.03 — 0.96 = 0.07
Wat2 = 1.08, U9 = 1.25 — 1.08 = 0.17

~ 007  A-M90T B(0.96—1.08)
T 017 A el08-0T

k oB(=0.12)
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The steady state excitation currents for the base operation scenario with the current for
the different generators varied according to Table 3.3, fitting these in Figure 3.13 and
using (A.3) results in the saturation coefficient being close to 0.9. A value of 0.9 p.u. was
therefore chosen for the rest of the modelling.

The phase and magnitude characteristics of the generators are dependant on the equivalent
grid impedance that the generators see. To get the impedance, short circuit calculations
were made at the bus between the generator and the transformers as described in Sec-
tion 2.1. The Thevenin equivalent impedance was then transformed to p.u. with the
generators respective ratings.

The rest of the relevant generator quantities were taken by looking at the steady state load
flow of the base scenario. Table 3.3 shows all the resulting values and Figure 3.14 shows
the phase characteristics for the three major contributors to the inter-area oscillation.

Table 3.3: Parameters for all the generators.

Generator | Vi | I; ie | cos(¢d) | Ry | Xg | K

gl7 1 (041 | 14 1 0.03 | 0.50 | 0.9
g20 11026 | 1.16 1 0.09 | 1.08 | 0.9
g64 11013 1.14 1 0.01 1021 | 0.9

—gl7

Phase (deg)

-
(=]

-80

0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8

Frequency (Hz)

Figure 3.14: Phase characteristics comparison between the different generators from
modelling.

3.3.2 Numerical Approach

Compared to the purely theoretical modelling seen in Figure 3.14, a more practical ap-
proach was used for comparison. By sending a small reference signal, the open loop
response from Ve to AV, seen in Figure 2.10 was obtained. A sinusoidal wave with fre-
quencies varying between 0.4-0.8 Hz and a gain of 0.001 was used as reference input, the
phase shift was noted and the result can be seen in Figure 3.15. The results correspond
rather well except for the frequencies around 0.565 Hz which happen to be the inter-area
frequency in the system. The sharp phase shift is a result of resonance. Even though the
resonance introduces a different phase for the compensation, the curves in Figure 3.15 were
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used for the tuning of the phasor POD as they were directly connected to the system anal-
ysed. Connected to the theory in Section 2.1.4 this would result in an undercompensation
anyway desirable.
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Figure 3.15: Phase characteristics for generators gl17, g20 and g64.

The phase characteristics of the participating generators in Figure 3.15 together with
the consideration that power is lagging the rotor speed by 90° (according to the swing
equation (2.8)) resulted in the phase angles seen in Table 3.4. These angles were used as
the inputs illustrated in Figure 3.11 for the first comparisons without tuning.

Table 3.4: Phase lag at frequency f=0.565 Hz for each generator.

Generator gl7 | g20 | gb4
Phase lag from freq. sweep | 40 | 47 | 57
Phase lag including 90° 130 | 137 | 147

3.4 Gain Tuning of Phasor POD

Two methods of damping were compared connected to traditional and Wide-Area Control
System (WACS). Method number one was to use the local electric power Py from a
generator being feed directly into the phasor POD as seen in Figure B.1. The second
method being WACS, was to instead use a scaled power signal as input which could be
calculated from real PMUs. The signal was calculated according to

P = KPOD . sin(@l — (I)Q) (3.9)

where Kpop is the scaling factor being the gain and ®; and ®5 are bus angles at the PMU
locations. Comparing this signal with (2.7) the signal being scaled can be seen in how the
first variables in the power transfer equation are set to the gain. A consequence of this
relation is that the signal is directly connected to a scaled active power flow between the
areas where the measurements are taken from. The equations in the DSL model is shown
in Figure B.5.
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The participation factor given by PowerFactory’s modal analysis seen in Figure 3.4 pointed
out generator g20 and gl7 as the two largest contributors to the dominant mode of
0.565 Hz. The control signal to these two generators was therefore created by using the
measurements of ®; and ®, at these locations. A generator reference was used meaning ®;
was taken from the own generator location while ®5 was taken from the others location.
This was set in the respective generator frame seen in Figure B.1. Generator g64 used its
own measurement point as ®; and g20s as ®,.

The wind turbine ratings at these three locations are much smaller compared to the
size of the synchronous generators. Thus, the wind turbines have little impact on the
electromechanical oscillation of the system. No visible change in Py, could be observed
and the wind turbine dynamic models were therefore deactivated for the analysis of the
base scenario.

The gain Kpop had to be tuned for each generator connected to the different cases. A
damping ratio of 5 % was used as a reference for setting the gain according to Transmission
System Operators (TSOs) having this as a minimum for system operation [40]. The
procedure followed was to activate the local power signal for one generator at a time and
increase the gain while observing how the damping ratios changed using modal analysis
tool in PowerFactory. When the desired damping was reached the corresponding gain was
taken. For each generator under evaluation, the gain is increased until the damping ratio
of the dominant mode can no longer be increased or that of the other modes is reduced.
Table 3.5 shows the corresponding values.

3.4.1 Local Signal Based

The phases used for the gain tuning were the values in Table 3.4. No additional over
or undercompensation was used. When doing additional testing with different phases it
showed an overcompensation was beneficial. In [41] similar behaviour was observed but
overcompensating is not desirable as described in Section 2.1.4.

Table 3.5: Damping ratios ¢ [%)] during local gain adjustment for each generator.

Frequency [Hz] | Kpop=0 | Kpop=1 | Kpop=2 | Kpop=3
0.565 1.601 2.602 2.910 2.927
= 0.648 4.977 5.810 6.139 6.231
1.087 5.138 5.134 5.131 5.129
Frequency [Hz] | Kpop=0 | Kpop=1 | Kpop=2 | Kpop=2.5
0.565 1.601 3.140 4.696 5.478
%0 0.648 4.977 5.520 6.086 6.381
1.087 5.138 5.214 5.479 5.610
Frequency [HZ] KPOD:O KPOD:2 KPOD:4 KPOD:5
0.565 1.601 3.098 3.651 3.769
% 0.648 4.977 5.069 5.127 5.148
1.087 5.138 5.138 5.140 5.142

The final gains used were Kpop=2 for generator gl7 due to the damping ratio having
minimal changes with a higher value for the frequency f=0.565 Hz. The value Kpop=2.5
was used for generator g20 due to the same frequency reaching the targeted value of 5 %.
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The gain for generator g64 was set to Kpop=4 because a higher value had low affect on
the frequency f=0.565 Hz as well as the control signal being cut by the limit of 10 % seen
in Figure 3.16.

3.4.2 Wide-Area Signal Based

The gain adjustment for the WACS measurement damping (PMU damping) was made
by comparing the local and PMU amplitudes of the control signals Vpop when they were
disconnected from the AVR. A ratio of the amplitude difference between the signals at
the time 30 s was taken to set the PMU gain to match the local signal. At 30 s the
inter-area oscillation was observable in both of the signals without any other disturbing
frequency content and the matching was therefore made at this time. The resulting gains
for the PMU signals are shown in Table 3.6 together with the damping ratios. After the
initial transient both control methods produce the same control signal which is good for
comparing the two. The damping ratio decreases for both gl17 and g20 while it is increased
for g20 for the frequency f=0.565 Hz.

Table 3.6: Damping ratios ¢ [%] with PMU gains for each generator.

gl7 g20 g64

Frequency [Hz] | Kpop=0.367 | Kpop=0.438 | Kpop=1.218
0.565 2.664 6.683 3.268
0.648 5.910 6.073 5.005
1.087 5.135 5.133 5.138

The local and PMU control signal comparison is shown in Figure 3.16 with the local signals

as solid lines and the PMU signals as dashed lines. From the top down is generator gl7,
220 and gb4.
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Figure 3.16: PMU gain tuning with unconnected control signals, from the top: gl7,
220 and gb4.
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4

Results

This chapter will present the results achieved throughout this thesis work. A variety of
different scenarios will be discussed and conclusions connected to theoretical principles
will be laid out.

4.1 Description of Case Studies
The analyses are organised in the following order:
1. The effect on POD when using local signal vs. WACS with PMUs
2. The effect of generator selection for implementing phasor POD
3. The effect of measurement location where PMUs are installed
The main signals and electrical quantities observed include:
o Feedback signals

These are the signals used together with the phasor POD to construct the control
signals. For the local control the feedback signal is the terminal power of the con-
trolled generator. For the WACS the feedback signal is the sinus with the angle
difference as shown in (3.9).

e Control signals

The control signals are the feedback signals after they have been changed by the
phasor POD to extract the oscillatory component, added phase compensation as
well as amplitude adjustment with a gain. This signal is the one sent into the AVR
to control the voltage.

® Psum

This signal represents the total power flow between all the transmission lines going
from price area SE2 to SE3. The dashed line in Figure 2.12 separating these areas
are also the cross section for this power flow.

* Ppgt

P,y is the local power output from the generators, the subscript "pgt" stands for
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"power generator terminal’.

The settings used for the control systems are the values presented throughout Chapter 3.
The filter setting for the phasor POD is set to k=0.3 according to Section 3.2.2, the phase
according to Section 3.3.2 with the values displayed in Table 3.4 and the gains as presented
in Section 3.4 throughout Table 3.5 and Table 3.6.

DMD analysis for frequency and damping ratio extraction was done between 13-18 s, using
data stacking of 200 and a truncation rank 20 for the reasons described in Section 3.1. The
time window was chosen later in the simulation to exclude the initial behaviour caused by
the fault. P.,m, was used as the analysed signal for frequency and damping while generator
speed was used for the modal analysis of the system.

4.2 Use of Local vs. Wide-Area Signal for Damping

Figure 4.1 shows the power from generator g20 together with the feedback signal when
WACS is implemented in g20. Due to g20 being the major contributor to the mode the
local power changes similarly to how the feedback signal from the WACS changes, as the
signal is directly connected to the transfered power described in Section 3.4. This is not
necessarily the case as can be observed in Appendix C.1 for gl7 and C.6 for g64 and is
also discussed in Section 4.2.1. If the controlled generator is the main contributor to the
oscillatory mode, the WACS signal representing the inter-area power swing and the local
generator terminal power are swing at a similar phase. If the connection is not strong
enough the local power will start to deviate from the WACS signal, the wide-area signal
will no longer represent how the generator is participating to the oscillation potentially
worsening the damping.

I
02+ ——PMU: 34Ppg‘ L
—&— PMU: feedback signal

Amplitude (p.u.)

0 2 4 6 8 10 12 14 16 18 20
Time (s)

Figure 4.1: Comparison between the generator terminal power from g20 scaled by
three and the feedback signal for using WACS method when g20 is used for damping,
offset to start at 0.

Figure 4.2 shows the feedback signals for the different methods when g20 is controlled for
damping the power oscillation. The local power signal used for the local control contains
a higher frequency of 1.12 Hz not observable in the PMU generated signal. The reason
for this is the WACS signal is calculated with the phase angles at generator g20 and g17
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which are connected to the larger power transfer over the whole system and not local
phenomena. The initial decrease in the local power, related to the disturbance is also cut
out from the WACS for the same reason. The implications of this is if it is desirable to
only focus on the inter-area oscillation the WACS feedback signal could be used with the
benefit of including less of local phenomena.
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Figure 4.2: Comparison between the feedback signals for the different control methods
when g20 is used for damping.

Figure 4.3 shows the control signal output into the AVR for the different simulation cases.
With the gains for the different methods the control signal limit of 10 % described in
Section 3.2.1 is not reached. The signals differ from each other due to them being based
on different measurements as shown in Figure 4.2. The gain scaling also greatly contributes
to how the signals compare in the different stages of time. The phase shift between the
signals when comparing Figure 4.2 and 4.3 comes from the phase injection to compensate
for the phase lag of the generator. With the WACS signal filtering out the local oscillation
modes by taking into account the larger dynamics this makes it more fit for usage together
with the characteristics of the phasor POD shown in Figure 3.8. With the gain tuning
between the methods done in the later stage when the first transient state is over the
result is as follows.
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Figure 4.3: Comparison between control signals for the different control methods when
220 is used for damping.

Figure 4.4 shows a comparison between the damping methods on the power transfer Pyyy,.
The methods are very similar in there performance with the set settings. Firstly, with
the used control of Figure 4.3 it should be noted that WACS uses less control action to
produce similar results as the local. Secondly, the non-targeted frequency content included
in the control signal for the local method can cause a counter active measure on the larger
power transfer. This is not necessarily a fault of the local power signal itself but can be
exaggerated by the phasor POD introducing a further phase shift.
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Figure 4.4: Comparison of Psyy, when g20 is used for damping.

Table 4.1 presents the frequency content and damping ratios for the different Py, signals
in Figure 4.4 for the inter-area oscillation. With the theory from Section 2.1.2, the domi-
nant mode frequency changes when the damping is applied. The higher frequency caused
by the damping can be seen in the phase shift comparing the signals to the no control
reference. This phenomena would worsen the damping due to the gain being reduced when
the frequency deviates from the targeted mode.

A feedback process could be set in motion by the initial frequency deviation leading to
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further deviation. The characteristics of the phasor POD with the initial frequency setting
would lead to a negative phase shift being introduced as the frequency increases. The
negative phase shift could, depending on the phase added in the phasor POD increase
the synchronising torque causing the frequency to increase further and this process would
happen until an equilibrium point is reached. The frequency changing is explained by (2.5)
and (2.6).

Table 4.1: Frequency and damping ratios from DMD for Py, with g20 used for
damping.

No control Local PMU
f[Hz] | ([%] | f[Hz] | ¢ [%] | f[Hz] | ¢ [%)]
0.565 | 1.816 | 0.650 | 4.803 | 0.634 | 2.960

Figure 4.5 shows the generator g20 power output when the phasor POD uses the local
power signal or the wide-area signal from the PMUs. The performance between the two
are similar but a higher frequency component is sustained for the local. The phasor POD
has good filter characteristics but as can be seen here and in Figure 4.3 it still acts on the
non-targeted frequencies. The phase shift added from the frequency being off the targeted
mode are probably the reason for the worse damping for this local mode.
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Figure 4.5: Comparison of Pygt when g20 is used for damping.

4.2.1 Impact from Simultaneous Control of Generators

Figure 4.6 shows a comparison between different combinations of generators used for damp-
ing with local control. Due to g20 being a large contributor to the inter-area oscillation
the additional help from gl7 does not contribute noticeably. The same can be said for
the combination of g64 and gl7 as compared to g64 alone. The similar performance can
be linked to the extra damping provided by gl7 being counteracted by the change in
frequency. Tuning for this deviation is therefore necessary if the extra control is to be
useful. This can be explained by the behaviour illustrated in Figure 3.9. The gain is the
most obvious factor leading to a worse damping performance while the phase also could
contribute negatively. The phase shift does not necessarily lead to worse damping but
could lead to instability.
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Figure 4.6: Py, when local control is active for multiple generators.

Figure 4.7 shows a comparison between different combinations of generators used for damp-
ing with WACS. Similarly to the local control g20 is sufficient for damping. A somewhat
worse performance compared to the local can be observed. There could be many reasons
for this connected to gain setting, affect on mode frequency but most obvious is the affect
from the feedback signal changing phase as shown in Figure 4.8a and Figure 4.9. This
is much more observable when comparing the control of g64 and g17 when g20 is not
participating in the control. As shown in Appendix C.1 and C.6 these generators change
their oscillation pattern therefore coming out of sync with the WACS feedback signal.
This leads to a counter active damping effect but not enough to cause instability. Fig-
ure 4.8b illustrates how gl7 is quick to change oscillation pattern while g64 more slowly
wanders away. This most likely depends on where they are situated in relation to the
other contributing generators as well as the control action introduced by the disturbance
explained in Section 2.4. The consequence of this behaviour is that WACS can be risky
due to generators unpredictable behaviour. The local control will always have the direct
connection to the controlled generator by using a local signal. The WACS signal is con-
nected to much more complex dynamics with many more generators contributing to the
load flow and therefore also the bus angles used for the control signal.
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Figure 4.7: P, when WACS is active for multiple generators.
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Figure 4.8: Comparison between the generator terminal power scaled by three and the
feedback signal for using WACS with different generators being used for damping, offset
to start at 0.

Figure 4.9 shows DMD analysis done at two different time windows for the WACS with
g17 and g64. The DMD shows how the generators change oscillation groups over time
similar to what the signals in Figure 4.8 indicate, as compared to the no control case
shown in Section 3.1. This illustrates an interesting aspect of the DMD algorithm being
able to take into account complex changes occurring in the grid due to different control
efforts. This seem to be a necessity if WACS where to be implemented to be able to track
how the generators behave and adjust the feedback signal to correspond with the current
oscillation group.

To summarise, depending on which generators the phasor POD are used together with
the results can vary significantly. One factor affecting both the local and the WACS
method of damping is the frequency changing with the implemented control, worsening
the damping due to the characteristics of the phasor POD. A more severe conclusion is
how the WACS feedback signals correlate to generators individual contribution connected
to their terminal power. The control action affects how they relate to the other generators
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contributing to the oscillation. If the generator is not a major contributor it can change
its oscillation pattern leading to it no longer corresponding to the WACS feedback signal,
being connected to the larger dynamics of the whole system. This partly as the generators
damping contribution is not enough to decrease the oscillation quickly enough, but the
control effort can also directly change towards which group of generators an individual
generator is swinging against. This is not a problem when using local control as it only
focuses on the generators own contribution.

9  0.04 * GIS
120 _— & 60 ° GI7
~ ~ > G20
e o G64
/ N
150 / \ 30
/ ‘\\
f/ \
180‘l |0
\ J(
\ /
210\ /330
\\\ //
N, Ps
Ny g
240 T—— 300
270
(a) DMD between 5-10 s.
90  0.04 * GIS
120 ‘ﬂ T 60 2 ol
P > G20
/ \\\ o G64
v R
150 / 0.02 \ 30
,'/ \\\
[ \
180 | 0
\ /
\\ //
210 \, /330
\\\ /
\\\\ A
20 ~~—__ | ___—"300
270

(b) DMD between 30-35 s.

Figure 4.9: Right eigenvectors for multiple generators g64 & gl7 at different times with
WACS.

92



4. Results

4.2.2 Effect of Measurement Location for PMUs

This section presents results connected to the investigation of how measurement points
affect the damping. Figure 4.10 shows the feedback signals connected to Figure 4.11. The
feedback signal for WACS being directly connected to the power transfer means the initial
value represents the initial power flow between the generators. The largest power flow
is between areas connected to generators g20 and gl7, while the bus feedback signal is
connected to the power flow across the bus areas.

T

—6—g20 & gl7 m
—$—g20 & g64
Bus 4031 & 4041

e
9

o
=N

Amplitude (p.u.)
S
(98] EEN n
(—
L

¢
[}
T
I

| | | | | | | | |
10 12 14 16 18 20
Time (s)

o
(S}
N
o)
o

Figure 4.10: Feedback signals when g20 being active for damping with different PMUs
used as measurement points.

Figure 4.11 show Py, with only g20 being used for damping but with different phase refer-
ences for the control. Changing the measurement point between g17 and g64 have minimal
significance on the damping. This is due to both generators having similar participation
to the mode with similar observability between the references. As for the measurement
point being moved to the centre of the grid this decreases the observability with the bus
angles deviating less as seen in Figure 4.10. To achieve a similar damping a higher gain
is required for this scenario. The option of using distant PMUs for control could be an
interesting aspect. The higher gain setting could come with potential problems though
connected to instability.
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Figure 4.11: P,y when g20 being active for damping with different PMUs used as
measurement points.

4.3 Fully-Renewable Scenario

In this section the results and discussions are presented after the future scenario have
been implemented. For this case only generator g20 is considered due to the g17 and g64
being replaced by wind turbines. Additionally a figure of results is shown in Appendix C.3
looking at when the wind turbine control system is active for all wind turbines.

Figure 4.12 shows the damping of the inter-area oscillation with the changes described
in Section 2.5.3 together with the same fault applied for the fully-renewable scenario.
The tuning settings for the 2018 grid configuration provides good damping but re-tuning
results in better performance for both methods. The frequency of the oscillation after
the disconnection of the faulted line was 0.671 Hz according to the DMD algorithm in
Table 3.2. This is a higher frequency than that for the 2018 scenario and is a consequence
of the reduced inertia in the system. The phenomena can be traced to (2.6), the reduced
system inertia increases the frequency while weaker grid reduces the synchronising torque
coefficient according to (2.5). Figure 2.5 illustrates the shift in operating point caused by
the line disconnection.
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Figure 4.12: Py, when g20 is being controlled with the different methods for scenario
with increased wind power.

The implications of these results indicate potential problems regarding stability. The
existing control systems performance for generators in the power system could deteriorate
if the oscillation frequency changes significantly due to the phase compensation needed
being affected by frequency. Looking at the phasor PODs characteristics an inter-area
frequency closer to a local mode would make it less problematic as the there would be
less of an added phase shift from the frequency deviating from the tuning setting. Similar
reasoning could be made connected to the traditional PSS structure shown in Figure 2.8
where the phase compensation could be made more preferable for both local and inter-area
modes if they are closer to each other.

95



4. Results

26



O

Further Discussions

In this chapter additional discussions are presented regarding the DMD algorithm, with
minor problems that occurred and decisions that were made. Additional points regarding
the two damping methods are discussed. The fully-renewable scenario is brought up
regarding potential future changes in the grid. Sustainable and ethical aspects concerning
the project are also discussed. Recommendations of potential future work are presented
with thoughts and changes that might have been done differently.

5.1 Participation Factor & Truncation

As was mentioned in Section 3.1 the participation factor did not correlate between the
DMD algorithm and PowerFactory. An obvious reason is DMD being a measurement
based technique. This would result in the other dynamics such as faults affecting certain
generators in the proximity being affected more than a small-signal analysis study would
indicate. With the right eigenvectors being similar, a difference emerges from how the
left eigenvectors are calculated. The connection of the left eigenvectors projected to the
original space in connection to traditional control theory should be investigated further
to see the validity of the traditional way of calculating participation factor. Other factors
such as size of truncation and time interval of the signal should also be considered.

In Section 2.3.2.1 it was mentioned the right eigenvectors are projected to the original space
giving the correct right eigenvectors and then together with the correct left eigenvectors
getting the participation factor. The way of calculating the left eigenvectors mentioned
in [7] states ¥,;®;=I, meaning the left eigenvectors are the inverse of the right eigenvectors.
This is problematic considering this operation only works for square matrices, not being the
case for the truncated and projected right eigenvectors. The method used for calculating
the left eigenvectors, being mathematically correct, was done according to ¥ = RU*.

The size of truncation have most likely affected the results in this thesis. The two methods
mentioned in Section 2.3.2.2 varied from each other, with the hard threshold method
usually giving a value larger than was needed while the energy method sometimes gave a
smaller value. The truncation also changes depending on which time window was chosen
and size of data-stacking. The most important aspect of choosing the time window is
to not include the first transient. Otherwise the rank increases and no recreation of the
signal is possible. From tests with these parameters the final values used which have
been mentioned numerous times in this thesis were 200 data stacks and a rank of 20.
These parameters, maybe not ideal, gave out similar results to PowerFactory, indicating
no important parts of the signals were lost.
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5.2 Local Signal vs. Wide-Area Signal

When looking at the comparison between the local and the WACS there are multiple
factors which needs to be considered when evaluating if there are any major benefits with
the WACS. A discussion of these are done below.

5.2.1 Input Signals

The comparison for the different methods was done connected to feedback signals being
related to power. The local power is an easily accessible signal to be used for control. For
damping, with the oscillation being well observable in the local power from the participat-
ing generators it is well suited to be used for POD. The downside compared to the WACS
when only looking at inter-area oscillations are the included local modes. In reality these
frequencies should also be damped, so the exclusion could be a down side and a need for
a separate control signal might be necessary.

For a more fair comparison between the methods the frequency could be used as an input
signal. For the local control the local frequency (equivalent to the generator speed) could
be used while for the WACS the frequency difference between the areas. This would result
in the gain being more relatable between the methods and as a result the gain settings
would not be such a big factor for the comparison.

5.2.2 Gain Setting

The method used for setting the gain was to try to make the different control methods
have similar control effort. The behaviour of the feedback signals are inherently different
and the results would therefore be different. But, as can be seen from the control signal
figures throughout the results they are rather similar when amplitude is of focus. This is
a result of the chosen method.

Any different method of tuning the gain would potentially have led to rather different
results. However, as long as the actual control effort is being taken into account, the
comparison between local and wide-area damping should be valid.

5.2.3 Phasor POD

The chosen method of constructing the control signal also affects the result. The sharp
characteristics of both the gain and phase would have given both worse and better results
than if the conditions (being phase compensation and targeted frequency) were matching
perfectly. The frequency deviation from the filter frequency in the phasor POD would have
reduced the amplitude of the control signal leading to worse damping. The same phenom-
ena would also lead to a phase angle deviation changing the damping performance. De-
pending on how accurate the phase compensation was, together with the knowledge that
overcompensation is more efficient for damping torque, the different phenomena would
change the performance. An initial undercompensation connected to the phase modelling
would worsen the damping. The frequency increasing with the applied damping, lead-
ing to a negative phase shift, would worsen the damping performance while increasing
the synchronising torque. For stability reasons this is more preferable than the opposite,
an increase in phase compensation leading to increased damping while reducing the syn-
chronising torque. Choosing to set the target frequency at a lower frequency than the
closed-loop frequency is therefore more secure than the opposite.
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5.2.4 Operation Scenario

The operation point of generators affects the phase characteristics and for practical ap-
plications the changes would have to be considered. As for this comparison with the
underlying conditions being the same it should not make the comparison less valid. A
potential factor affecting the performance is how the phase characteristics change with
frequency. Depending on how the oscillation frequency change between the methods this
could affect the results slightly.

5.2.5 Security

Maybe the most important factor when weighing between the methods are stability and
security reasons connected to grid operation. There are multiple factors following the
implementation of a WACS not necessary when using local control. Factors as delay
connected to the feedback signals, communication error leading to loss of signal as well as
having local control as backup in case the WACS fails. The power system is an extremely
advanced system. To increase the complexity further without any significant gain would
be counterproductive. From the results seen in this study it does not seem like there
are sufficient benefits to strive towards implementing these new systems connected to
generator control. The phenomena of generators switching toward which generators they
are oscillating against would also have to be taken into account when feeding a WACS
control signal. To what degree this occures in the real power system as compared to the
simulation environment is not certain but would have to be investigated further. Here a
potential use of DMD together with PMUs could be used.

5.2.6 Potential Uses

Even though it can be hard to see any clear benefits connected to the WACS in this study
there might be certain unique applications worth having in mind for the future. One of
the clear benefits of using PMU signals for generating a control signal is the exclusion
of frequency content not connected to the inter-area oscillation. This alone also makes
the feedback signal more fit for use in combination with the phasor POD with its unique
characteristics. A separately fed PMU signal into the AVR as shown in Figure B.2 could
potentially be used with the existing control systems for a generator participating to a
inter-area oscillation. This would only be an interesting option if the current control
system damped the inter-area oscillation poorly, due to its setting for a local mode, while
the generator was a major contributor to the inter-area mode. How the two different
control signals interacted would then also have to be looked at.

5.3 Grid Reinforcements in the Future

The main reason why other changes were done compared to what is predicted for the
future power system, was due to major reinforcements having to be made. With increasing
installed capacity for wind turbines the transformers connected to them would need higher
ratings. A load flow analysis for the scenario resulted in several voltage drops and thermal
transfer limits being reached. Adding extra parallel lines solved the problems but then
the system had been changed and would not be valid for comparison any longer. In
short, the current Nordic34 model would have to be reinforced to withstand the predicted
future scenario. If the thermal generators would instead be replaced with wind turbines
as performed for the fully-renewable scenario, this would not be necessary.
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5. Further Discussions

5.4 Sustainable and Ethical Aspects

As of late the need for energy in terms of electricity, heat and transport stands for 73.2 %
of the world’s greenhouse gas emissions [42]. Any work aimed at lowering this percentage
can therefore have a large global impact. There is a large shift towards introducing more
renewable energy sources into the world’s power systems but this is not without concern.
This thesis analyses how this generation technology shift affects the small-disturbance
stability of the power system and evaluates if the system stability is worsened, and if so,
to what extent. In this way, the thesis work contributes with allowing the integration of
RES helping with the shift towards a more environmental friendly energy production.

The power system is a complex system which has to be functioning at all times. If
not, severe consequences would fall on peoples health, nations economies and on many
other areas. This thesis looks into the potential benefits and possibilities of implementing
another degree of complexity into the power system. If proceeded, this should be done
with great care as the consequences are as severe as they are. Many questions regarding
security must be answered connected to how a real implementation would be.

Looking at the IEEE Code of Ethics there are many relevant points to be considered.
The most general, not only limited to this thesis, is the "Golden rule". Over the duration
of the thesis many people will be involved both directly and indirectly, it is therefore in
everyone’s best interest to apply the "Golden rule". This together with Code of Ethics
number 5, to take criticism, be honest when presenting results and giving credit to the
contributors are what will be most relevant during this thesis.

5.5 Future Work

An interesting topic is the choice of control signal for damping. For this thesis a scaled
power signal was used which might be problematic with respect to a branched network.
Another interesting choice is using frequency as this is a quantity supplied by PMUs. The
frequency, being connected to generator speed, is directly connected to power oscillations
and could therefore be used both as a local signal but also as a WACS signal taking the
difference between frequencies in different areas. A similar option to the signal used in
this thesis is using the phase difference directly without the sinus function as done in [11].

One might also look into other means of damping. For this thesis the main focus was
damping oscillations using generators with the plan of performing physical tests and only
a generator being available. This unfortunately did not happen but it is something that
could be investigated further.

A major topic for the future is POD with wind turbines. Included in the simulation
environment used is the possibility of activating control for wind turbines as done in
Appendix C.11. Unfortunately there was no time to investigate this topic further. Looking
into the possibility of having POD functions included in wind turbines for reducing the
participation of close by generators to inter-area oscillations is an interesting option as to
controlling the generators themselves.
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Conclusions

This thesis has looked into the possibility of damping inter-area oscillations by controlling
generators using data from Phasor Measurement Units (PMUs). A method of damping
with a Wide-Area Control System (WACS) was compared to damping with a local power
signal. The WACS signals were equivalent to a scaled transfer power by using bus angles
in different parts of the system. The control signals were created with the help of a phasor
Power Oscillation Damping (POD) algorithm, extracting the oscillatory part of a signal
and then manually adding a phase shift. A measurement based analysis algorithm called
Dynamic Mode Decomposition (DMD) was used for analysing the system state.

The DMD algorithm was used successfully to analyse the system behaviour connected
to frequencies and damping ratios when analysing total power flow Pyum as well as mode
shape when having speed from all generators simultaneously. However, it is not understood
on how to extract the participation factor by using the DMD algorithm if possible.

The local damping with the phasor POD showed good results for damping the inter-
area oscillation. The WACS showed similar results with the chosen method for tuning
the gain but depending on which generator or generators were used for damping, the
results varied. The closed-loop system affects which generator group the generators swing
against. Generator g20 being the highest participant is not affected by this because it
quickly reduces the power swing. The WACS signal therefore corresponds well with how
220 interacts with the rest of the grid. Generator gl7 and g64 are affected in two different
ways probably depending on their location. gl7 changes oscillation group immediately
from the applied control while g64 more slowly moves towards another group of generators.
Due to the WACS signals being based on the larger power oscillation between the areas,
the connection to the WACS signal is not valid in these cases as it no longer represents
the individual generators contribution. The choice of generators for control are therefore
crucial regarding whether or not the WACS will have a positive effect. With WACS being
much more complicated and local control providing good damping, this study has not
found the use of WACS signal to be more advantageous than that of the local signal for
POD with generators.

The WACS signals can be seen containing less of local frequencies. A possibility of using
these for some control purpose related to inter-area damping could be of interest in the
future. Another interesting aspect of WACS is the possibility of using PMUs not located
in the vicinity of the equipment being controlled. This study illustrates how remote PMUs
can be used as long as the mode is observable. The downside with a worse observability is
a higher gain would be necessary to achieve similar damping, potentially creating problems
with instability.
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6. Conclusions

With the changes done in the network, disconnecting all thermal production, to represent
a fully renewable scenario an increase in the inter-area frequency could be seen. This is
a result of the reduced system inertia. This together with structural changes to the grid
to allow for increasing loads will affect the synchronising torque coefficient and thus the
corresponding resonant frequency of the power oscillation, potentially leading to problems
with the current settings for control systems. Re-tuning these would then be necessary to
maintain good damping.
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A

Appendix A. Generator Modelling

The necessary equations that were used during generator modelling in Section 3.3.1 are
presented here and are shown in the order they are calculated. The equations are not
described in this thesis but in [7]. The parameters needed for the transfer function are
K3, T3, K9 and Ky, illustrated in Figure 2.10.
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B

Appendix B. DSL Models

There are two main frames, one for each generator type. Figure B.1 show the frame for
the hydro type including the original slots for Generator, AVR, Hydro Turbine and Gov.
Each slot has its own DSL model with the same name. The Hydro Turbine and Gov slots
are excluded from the thermal based generators. All parameters in the DSL models have
not been changed and are set according to [43]. The additions made for this project were

the POD slot and the Phasor Signal slot with its inputs of voltage and phase angles.
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Figure B.1: Diagram of the DSL frame for the hydro based generator.
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B. Appendix B. DSL Models

One small change was done in the AVR model by adding an extra input from the POD
slot, with its limit of 10 % and a turn on/off block. Figure B.2 show the AVR DSL model
with the new signal at the bottom.
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Figure B.2: Diagram of the AVR DSL model.
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B. Appendix B. DSL Models

The next implementation was the phasor POD model which is shown in Figure B.3. The
function of this model has been described in Section 3.2.2. The input selector in the top-
left allows the user to change which signal is to be used for damping, with the options of
local power P,gt, wide-area signal P or a test signal.

POD PMU:
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——2 PO
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Figure B.3: Diagram of the phasor POD DSL model.
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B. Appendix B. DSL Models

The last added slot was the Phasor Signal slot with its simple DSL model shown in
Figure B.4. It consists of a single block where the scaled power transfer is calculated with
the input signals. The input signals are voltage and phase angle from desired locations
in the system, but only the phase angles are used as is mentioned in Section 3.4. The
possibility of choosing to use frequency or angle difference is also included.
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sin..

4
fme.. phi
5 2

Y

Figure B.4: Diagram of the Power Calculation DSL model.
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Figure B.5 shows the equations for the Power Calculation DSL model. Each individual
generator frame needs to be connected properly with the measurement points to generate
the correct signals. The generator connected to the frame always had its own measurement
first (parameters with number one). The scaled power signal was used during this project.
The other two signals can also be used by changing the output from the Phasor Signal
slot in Figure B.1 to either f or phs.

Additional equations

Phil=asin(sinphil)!*188/pi()
Phi2=asin(sinphi2)!*18@/pi()

IScaled power
inc(p)=sin(Phil-Phi2) !Generator reference

p=sin(Phil-Phi2)

!Frequency
inc(f)=fmeasl-fmeas2
f=fmeasl-fmeas2

lAngle
inc(phi)=Phil-Phi2
phi=Phil-Phi2

Figure B.5: Equations in the Power Calculation DSL model.
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The largest frame implemented was that of the wind turbine which is shown in Figure B.6.
The DSL models used were from the IEC library connected to the frame.

Frame IEC Type 4A: Frame for wind turbine model of Type 4A acc. to IEC 61400-27-1 Ed.2

pWTref
0
Plant Control
ElmComp P Control .. ipc..
2 EImP C* 0
’——ﬂ 3
[¢]
5|z
o ipmax id_r..
E 06— 1 0
3
0
o iqmi Generator
P 'qmax iqmin enerator Sys. |
Power Measurement’ q 0 1 G EImGeny ElmGenstat
StaPgmea 1 1 1 1
Grid Measu. | Current Lim.
ElmMea* EImCur*
-2 26— 2 3
” S — -1
2
% &2 36— EQ 50 4
L 5 Limitation
g e &
> 06—0 . — =95
Voltage Measurement| ['q
StaVmea L
1 g
S qWTmax;qWTmin
0 3
1 op—— s
Q Control 2
“Emac 8
3
4
ur;ui;u PLL
ImRef*,EImPh.
Grid Measurement Pr. UWTPAiltWTPAil Protection
ElmMea* ElmPro*

Figure B.6: Diagram of the frame used for the wind turbines.
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Appendix C. Local vs. Wide-Area
Damping

Here additional simulation results are presented following up with what is shown in Sec-
tion 4.2. The remaining two generators gl7 and g64 are shown and discussed here when
used separately for damping.

C.1 Generator gl7

Figure C.1 illustrates the phenomena of the WACS feedback signal which is connected
to the power transfer between gl7 and g20, being out of phase with the terminal power.
This is a consequence of g17 changing oscillation group as discussed in Section 4.2.1. The
feedback signal connected to the power flow between g17 and g20 now no longer represents
generator gl7s contribution to the power oscillation. It is interesting how this does not lead
to instability. A control signal being too much out of phase would lead to a positive electric
torque out of phase with the speed deviation, worsening the damping. This is related to
the typical closed-loop system directly enhancing the oscillation. The behaviour observed
here does not seem to have a link to the traditional theory as the closed-loop is more
complex. The effect of the control still contributes with positive damping meaning other
phenomena must take place.

I
0.15 ——PMU: 3.P

pst

0.1 —&—PMU: feedback signal | |
’;:\ 0.05
&
o 0
=]
2
= -0.05
=
g
< -0.1

0.15
0.2 ; | ‘ ‘ : ‘ ‘
0 5 10 15 20 25 30 35 40
Time (s)

Figure C.1: Comparison between the generator terminal power from g17 scaled by
three and the feedback signal for using PMU as control method when gl7 is used for
damping, offset to start at 0.
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Figure C.2 show the feedback signals for each of the methods. The removal of the local
frequencies are much more clear here compared to Figure 4.2.

Amplitude (p.u.)

5-
&
Q
9
2
B
g
<
0 5 10 15 20 25 30 35 40
Time (s)

Figure C.2: Comparison between feedback signals for the different control methods
when g17 is used for damping.

Figure C.3 show the control signals for each of the methods. The phasor POD removes
much of the frequency content seen in Figure C.2 connected to the local feedback. The
PMU control signal is mostly changed according to the gain and the phase compensation.
Compared to Figure 4.3 the PMU signal has higher amplitude than the local even though
the same method was used to set the gain. This is due to a different initial reaction
between the generators to the disturbance while the mode observability from the PMUs
does not change as much as seen in Figure 4.10.
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I I
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Figure C.3: Comparison between control signals for the different control methods when
g17 is used for damping.

Figure C.4 show the Py, signals for each of the methods. The WACS shows better
result than the local control but this is with the higher control effort shown in Figure C.3.
The higher frequency by the WACS would reduce the control signal amplitude as well
as introduce a phase shift, the amplitude is still higher though but the phase shift could
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have rather detrimental effects. Connected to the phase shift between the WACS signal
and the terminal power it is interesting how even though this exists the WACS damps
the inter-area oscillation better. The interaction with surrounding generators from the
terminal voltage changing must still contribute with a positive effect even though it is
unclear how exactly this happens.

T
=== No control
1.15 - —6—Local H

—b—PMU

Amplitude (p.u.)

Time (s)

Figure C.4: Comparison of Py, when gl7 is used for damping.

Figure C.5 show the P, signals for each of the methods. An interesting phenomena can
be observed in connection to Figure C.4, the local power is more well damped for the local
while the opposite is true for the case of WACS. A possible explanation is the focus of the
local, with the feedback signal being the local power, is to reduce its own local oscillation.
The effect on other participating generators is therefore not positive in the same manner
as for the WACS where it focuses on the inter-area oscillation. Again, it is not clear how
this interaction takes place.
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Figure C.5: Comparison of P,et when gl7 is used for damping.
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C.2 (Generator g64

Figure C.6 shows a comparison between the feedback signal and the terminal power from
when g64 was controlled with WACS. Initially the feedback signal is in phase with the
terminal power but at around 13 s a shift occures making the signals out of phase. This
is the point at which the generator starts swinging against the group of generators it
previously belonged to, while the feedback signal still represents the oscillation between
220 and gb64.
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Figure C.6: Comparison between the generator terminal power from g64 scaled by
three and the feedback signal for using PMU as control method when g64 is used for
damping, offset to start at 0.

Figure C.7 show the feedback signals for each of the methods. Similar conclusions can be
made here as for g20 and gl7.
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Figure C.7: Comparison between feedback signals for the different control methods
when g64 is used for damping.

Figure C.8 show the control signals for each of the methods. The resulting initial control
effort due to the AVR limit is similar between the methods as can be seen by the response in
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power flow. To which degree the phase shift from g64 changing oscillation group affects the
damping is unclear. The results indicate it has positive influence on the overall damping
which must come from other generators being positively affected.

0.2 T T T T
n . - ©- No limit, Local = - No limit, PMU
0.15+ R n —6—Limit, Local —$—Limit, PMU [

0.1
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Amplitude (p.u.)
(=)
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Figure C.8: Comparison between control signals for the different control methods when

g64 is used for damping.

Figure C.9 show the Py signals for each of the methods. The difference is small due to
the control effort being similar.
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Figure C.9: Comparison of Pgyyy, when g64 is used for damping.

Figure C.10 show the P,g signals for each of the methods. Both the methods lead to some
disturbance frequencies in the local power, not seen for the other generators where only
the local method produced such behaviour. One reason making this case unique is the
control signal reaching the limit which also might be the reason for the new behaviour.
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Figure C.10: Comparison of P,e; when g64 is used for damping.

C.3 Wind Turbine Damping for Future Scenario

With an increasing amount of renewable energy the importance of taking into account
the effects of these production units become more relevant. Regarding modelling of wind
turbines there are a few modern models connected to real life examples. One of these is
the IEC Wind turbine Type 4a model which simulates a full-converter connected turbine.
It has the possibility of helping with voltage control through reactive power compensation.

Figure C.11 shows a scenario where only wind turbines are used for damping with the
fully-renewable scenario. The results indicate efficient damping of the oscillation. The
reason for the efficient performance could come from multiple sources. A fast response
connected to reactive power output leading to a more stable voltage could be one reason.
This could decrease the initial swing of the generators leading to smaller oscillation later
on. The topic of power oscillation damping with RES is a large topic which needs to be

investigated further. Due to it being out of the scope of this project it is left to future
work.
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Figure C.11: Py, when wind turbines are controlled with increased wind power.
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