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Abstract
In the automotive industry, customizing a car has recently been made possible
thanks to online services, where various car parts can be personalized independently.
This process is done by a back-end service which composes images of individual parts
into a fully configured vehicle. However, there are instances where an image is not
perfectly rendered, which may result in a defective image being shown directly to
the client. Using neural networks to perform defect detection is a way of mitigating
this problem. Previous research regarding defect detection using neural networks,
evaluating neural networks, and constructing a test harness for machine learning
have been widely studied. However, there exist a lack of research that bridge these
research topics. The purpose of this study is to investigate the procedures needed to
construct a test harness for defect detection, by characterizing, designing and evalu-
ating a reference dataset. Using the design science research methodology, we created
and validated datasets containing images with different defects. These were then
combined into a reference dataset, and included in a test harness. The procedures
required for the creation of this reference dataset can be used for the recreation of a
similar dataset for other domains. Then, the test harness was evaluated using three
binary classifiers with known performance. Test Case Prioritization was the testing
methodology used in the test harness, to establish the correctness of the networks.
The testing results verified that the test harness is able to distinguish between ad-
equate and unsuitable neural network-based binary classifiers. However, as only
a limited amount of defects were included in the test harness, the generalizability
could be threatened. Furthermore, due to the confidentiality of the data used in the
thesis, replication of the study by other researchers may be difficult.

Keywords: Software Engineering, Computer science, Machine Learning, Image Clas-
sification, Thesis.
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1
Introduction

A trend in the automotive industry during the last decades has been the increasing
use of mass customization, or mass personalization for consumers when ordering
cars online [15]. In this thesis we investigate an implementation of one such service,
provided by the associated company Spark Vision. When presenting consumers
with a customizable car in their online store platform, a back-end service is used to
compose images of individual parts into a fully configured vehicle. This is a highly
optimized step, being done in fractions of a second, but include the possibility of an
image being defective for a variety of reasons. If an individual part is incorrectly
fetched from a server or simply is incorrectly rendered in the final image, there is
currently no active step in the backend process to verify that a customer is not pre-
sented with this kind of defective image. Unfortunately the possible permutations
for a customizable vehicle, even with a low number of changeable parts, is of an
enormous size.

Problems like these, where the sheer amount of data is an insurmountable problem,
lend themselves well to being solved by using machine learning (ML) algorithms,
such as neural networks (NNs). They require only a subset of the of the full popula-
tion of data and are able to make predictions about out-of-sample data [16]. There
are, however, a vast amount of ways to construct a NN [23, 18], and an even larger
number of ways to tweak these algorithms [37, 7]. Though the problem does not
necessarily lie in the actual selection of an algorithm, yet in how to confidently de-
termine that an algorithm is suitable for the data at hand, which can be different for
each problem. This, in combination with the issue of the enormous population size
of the car images, presents an opportunity for creating a smaller reference dataset,
representative of defective images. Representative in this case is referring to the
aspects of a defective image which proves difficult to classify for NNs, and defective
refers to an image of a car that is missing a specific part. The research conducted in
this thesis is therefore focusing on designing and constructing a test harness, which
allows for the comparison of NNs, using the reference dataset explained previously.

The process of creating this smaller reference dataset is done through an investiga-
tive study of samples of images created for the purpose of this thesis. By applying
a NN to these images, and inspecting the results of that application, it should be
possible to find patterns in the configurations of the cars that represent the cases
that are difficult for the algorithm to classify. The patterns in this case are specific
subsets of the configurations, which contain specific parts of the car, and is referred
to as characteristics throughout this thesis. The procedures required for the creation
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1. Introduction

of this reference dataset can be used for the recreation of a similar dataset for other
domains.

The initial chapters of this thesis present various background knowledge, both prac-
tical and theoretical, to aid in the comprehension of the rest of the text. The
purpose of the thesis is also described, with specific research questions to be an-
swered. Following that is the methodology chapter, describing the procedures that
were conducted in search for answers to our research questions. The result chapter
is next, outlining the outcome of methodology chapter. After that is a discussion
about said results, arguing for the meaning and impact it may have. Finally, is the
conclusion of the thesis, describing what the answers to the research questions and
outlining potential future work for the research field.

1.1 Background
The automotive industry has been known for having a robust network of car dealers
which act as a middle-man between the manufacturers and consumers. This is an
aspect which has seen a change in recent years with the introduction of the ability
for each consumer themselves to customize their potential car before purchase [15].

ML in general is a concept known to scientists from as early as 1959 [34]. The
core idea is to design a system which can emulate, to varying degrees, the human
mind’s ability to learn. It is a very wide area of research, containing numerous im-
plementation skews, such as artifical neural networks, linear regression algorithms
or decision trees [32]. The popularity of NNs for image-recognition has fluctuated
substantially throughout its history. The complexity of these systems required a
considerable amount of manual work to be done, in the form of extracting features
from images. This meant that during the early years more work was required for
analysing the data than actually applying the algorithm to it, forcing the usage of
the approach to be limited to smaller problems. Because of this they were widely
considered unfeasible for general usage until the 1990’s, when methods to automate
this task (known as feature extraction) were developed, allowing for the NNs to be
applied to more complex problems [21, 20]. At this point however, the computa-
tional power of computers was still not high enough for the general usage of NNs
for more complex problems [33]. Overtime, the performance of computer hardware
has enhanced dramatically. Therefore, NNs have also been developed in a blowout
style. Modern NNs can be implemented in various scenarios, for instance, visual
object recognition [19]. The area of image classification has also been able to break
its conventional bottleneck of not extracting enough features from the images [10].

The process of classification implementation is achieved through a probability per-
spective. The outputs of the algorithm are recognized as the probabilities that a
case belongs to its corresponding class [11]. Classifiers can be divided into binary
classifiers and categorical classifiers. In a binary classifier, cases only belong to two
classes, the goal of the classifier is to correctly predict the labels of the cases and
cluster them into the correct class. Whereas in a categorical classifier, cases belong
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1. Introduction

to various classes. The classifier should predict the correct label and classifies them
into their corresponding classes [5].

Software testing has been determined to be a suitable method for revealing problems
and assist the trustworthiness of ML systems. Whereas Machine Learning Testing
(MLT) refers to adopting any activity designed to reveal any differences between
expected and existing behaviours of the ML system. MLT can be categorized into
three parts, Testing Workflow, Testing Components, and Testing Properties. Testing
Workflow is about how to conduct MLT with different testing activities. Testing
Components is referred as find defects in every component including the data, the
learning programs and the framework. Last but not least, Testing Properties is
about finding conditions MLT needs to guarantee for a trained model [48].

1.2 Purpose
The purpose of this study is to investigate the procedures needed to construct a test
harness for defect detection, by characterizing, designing and evaluating a reference
dataset. This is done by using standardized metrics for assessing the validity of
the dataset and evaluating NN-based algorithms when they are applied to the data-
set of composed car images. The test harness consists of various features that are
difficult to detect by the algorithms, for instance, a black grill missing on a black
car body. Furthermore, the selected algorithms are studied and assessed from the
accuracy aspect. To determine if the selected algorithm is qualified for detecting
certain images, they are provided with large number of comparable images as inputs.
The result of this study strives to be beneficial for both researchers and practitioners.

1.3 Research Questions
The research questions are as follows:

RQ1: What characteristics in defective car images can be used in a test harness to
assess the quality of a NN?
An image consists of many aspects (colors, resolution, contrast, set of components,
etc) that all affect how a NN performs. However, certain combinations of these
aspects, known in this thesis as characteristics, may affect a NNs performance more
than others when classifying defective car images. Thus, these characteristics are
more interesting in the context of assessing the quality of a NN, as they mark
the most difficult classification cases. An example of such a characteristic is the
combination of a color and a specific component (e.g white car with mudflaps), in
correlation with a defective wheel.

RQ2: How can images with the characteristics identified in RQ1 be combined into
a valid test harness for NNs?
There are existing patterns in the data which allow for the possibility of a reduc-
tion of test cases. By investigating images with the characteristics mentioned in
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1. Introduction

the previous question, it may be possible to select representative images of these
characteristics instead of simply using them all. Certain combinations of compo-
nents, such as a black window on a black car, may prove difficult to classify, and
thus should be included in an evaluating test harness. Specifically, we will detail
the procedures required to design and create a test harness for defect detection in
composed car images. This will allow for similar datasets and test harnesses to be
created for images from other domains.

RQ3: Can we identify adequate NN-based binary classifiers using our test harness?
What are the relevant metrics when comparing such NNs applied to the aforemen-
tioned dataset?
By analyzing the test images to create a reference dataset, we investigate the extent
to which NNs can be evaluated. This is done through the use of NNs with known
performance, which allows for a conclusion to be drawn about the correctness of the
test harness.

1.4 Delimitations
This project is a Master’s Thesis, done in cooperation with a company and Chalmers
University of Technology, and is thus time-restricted. Due to this fact various delim-
itations had to be made before, and throughout, the project. Those are presented
and explained in this section.

To focus on the investigation of the characteristics mentioned in this thesis, we de-
cide to only use one car model as a reference for the creation of the test harness.
This allows for a more thorough analysis of the characteristics. Additionally, due to
the limited time-frame of this project, we are required to reduce the scope to only
investigate the defective images. To further reduce the the scope, we have to select
specific car parts to remove in the process of image creation. These are the wheels.
side-mirrors, front grill and bumper.

The general domain of this project, being image classification, lends itself to a wide
variety of solutions. we decide that this project uses ML as the validation technique
for the dataset, and more specifically only focus on convolutional neural networks
(CNNs). The reason behind this is that those types of NN have been widely recog-
nized as valid, and generally preferable, for image classification. This means that
solutions using on other NNs or simply other training techniques than supervised
learning, such as Recurrent Neural Network or AutoEncoders, were not explored [9].

The proposed test harness, as well as the development of the most appropriate
NN-based algorithm is a shared work with the research collaborator.

4



2
Related Work

In this chapter, studies that are related to our research are analyzed and discussed
below.

2.1 Evaluation of Neural Networks
A comprehensive performance evaluation of various NN-based algorithms was con-
ducted in 2017. The study was carried out by providing both RGB-D images and
videos to various algorithms. According to the author, using CNNs always out-
perform other selected methods (DBNs, SDAE and LSTM) [36]. As the evaluated
images are of the RGB-D format, they are dimensionally similar to the RGB-A im-
ages used in this thesis. Using this report, with the similarities of the data, gives us
further confidence in the use of CNNs as the type of network for this data.

Kwon et al. conducted an empirical study into the performance of CNNs of three
different depths. These networks are applied to three different public datasets and
is evaluated based on their F-measure. One of these datasets are unbalanced in re-
gards to the data and their classes. In this case the metric of Matthew’s Correlation
Coefficient (MCC) is used [18]. The F-measure is something which is discussed in
this thesis in relation to this unbalanced data, but to use this metric to evaluate
NNs is closely related to RQ1 in this thesis.

A comprehensive study of deep CNN was conducted by Liu et al. in 2017. In their
study, they stated that conventional deep CNNs do not always succeed in images
that have high resolutions. Moreover, they also proposed an improved version of
the conventional CNN with modified hyperparameters. However, according to the
author, the efficiency aspect of the proposed solution remains unsolved [23]. This
is related in the sense that it shows that we still require work in finding the best
configurations of NNs. In extension, this should mean that it is important to be able
to distinguish between "good" and "bad" networks for a particular problem, which
this thesis is intended to investigate.

Detecting transparent objects has become a hot research topic. Khaing and Masayuki
have conducted a study recognizing transparent objects in images by applying the
Single Shot Multibox Detector (SSD) method, which is more computational effi-
cient in many cases. The result of their study was promising however the author
also stated that the model could not detect non-transparent objects with the same
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2. Related Work

shape. The solution they proposed for the problem was to provide the algorithm
with non-transparent objects during training [14]. This SSD method could poten-
tially be adopted in this thesis to detect various characteristics more efficiently.

2.2 Defect detection using Neural Networks
CNNs have seen extensive application for the purpose of quality assurance/defect
detection. One example of this comes from researchers in Switzerland who investi-
gated the ability to reduce the workload of building inspectors, as well as tenants,
of large building complexes. They proposed a form of image classification algorithm
which would analyse images of buildings “. . . [with the purpose of] automated de-
tection and localisation of key building defects”. This evaluation study compared
CNN models, following a design called VGG-16, of various depths when applied to
this dataset of diverse images. This resulted in a model with an average test accu-
racy of 87.5%, prompting the authors to characterise it as “. . . [a network with] high
reliability and robustness in classifying and localising defects” [29]. This study has
helped us to acquire more knowledge of suitable CNNs for detecting defects.

Park et al. had successfully applied a CNN-based algorithm on various surfaces to
detect the existence of defects in the target region of an image. While conventional
ML algorithms require various types of networks with different hyper-parameters to
be adopted on different surfaces, an uncomplicated CNN-based network is enough
to achieve the same goal. Although each of their training dataset only contains
2000 images, they applied data augmentation to ensure quality of the result. In
the end, they have concluded that the model is applicable for inexperienced users
to detect faults in the images and has a strong advantage of applying parameters
without tuning [28]. Applying data augmentation techniques to artificially increase
the size of the datasets is common and be something which could be applicable in
this thesis. By applying data augmentation to our test data, we may be able to
make more generalizable claims about the NNs.

A study on detection of defects on steel surfaces was conducted by Lin et al. The
system was developed with two parts, a Single Shot MultiBox Detector (SSD) model
to learn possible defects and a deep residual network (ResNet) to classify the types
of defects. According to the author, the proposed method is applicable to real-world
scenarios. However, they study only applied Precision, Recall, and F-Measures to
evaluate the results which means in certain scenarios the method might not be ap-
plicable [22]. The metrics adopted in this study are studied and discussed in this
thesis However, none of them are used since all of them could potentially produce
misleading results, which is an important insight learned for this thesis.
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2.3 Constructing a test harness for ML
Kavzoglu stated, in his 2009 research paper, that “The quality and size of the train-
ing samples are crucially important for a successful classification”. This statement
was made as a result of having done manual data augmentation and refinement
through various techniques and algorithms. The need for such research emerged
because of the limited amount of ground data available in the Landsat 7 ETM+
1 for land-cover/land-use analysis [13]. This enforces the idea that much can be
gained from manual inspection of input data. Even though this process of inspec-
tion is more based in statistics and the quantifiable properties of the images, it is
still related to NN performance and pattern recognition in the data, such as the
work being done in this thesis.

Test Case Prioritization (TCP) is an important way of reducing time and computa-
tional cost during the process of testing. Test cases are executed in a specific order
based on the specific requirements defined for the TCP. Thakur and Sharma has
conducted a study of applying automated test case prioritization as compared to
manual test case prioritization in regression testing with ten projects (2019). Their
results shows that the fault detection rate is increased and execution time is reduced
[41]. Their study has given us the inspiration of adopting TCP in our research to
test the NNs more efficiently.

Raicharoen and Lursinsap conducted research into the use of a divide-and-conquer
technique to reduce the size of a dataset used for training ML algorithms (2005).
The aim was “. . . [to reduce] the computational time and the memory space as well
as the sensitivity of the order and the noise of the training data.”. The proposed
prototype contains an isolated subset of the data used for training. This subset is
selected based on the relevance to nearest neighbor predictions and is the only data
that will be used for training. The experiments conducted resulted in, as predicted,
a reduction in training cost and a decrease in both order dependence and sensitivity
to noisy data [31]. This thesis hopes to prove that a similar technique of selecting a
subset of data is possible when constructing a test harness. By identifying relevant
test cases there can be a reduction in the size of the test harness required when
evaluating NNs.

1https://eos.com/landsat-7/
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3
Theoretical Background

In this chapter, the background knowledge of NN alongside various evaluation met-
rics are presented. After a comprehensive evaluation, some of the NN and metrics
mentioned are adopted into the final test harness.

3.1 Neural Network
ML has seen an increase in research activity in recent years [12] with a greater focus
lying on Deep Learning and NNs [19]. Various contests and large scale competitions
[45, 17] could be a contributing factor in this, as well as the general development of
more computationally capable hardware [33]. In this section we give an overview of
recent research in the area of image recognition and classification using NN.

3.1.1 Convolutional Neural Networks
CNNs started being utilized for visual tasks as early as the late 1980s. However,
due to computing components being limited in their ability to process big data at
the time, it was really brought into the spotlight in 2012 [33].

The structure of a CNN is generally built up of different types of layers. These lay-
ers are combined in different ways depending on the problem at hand. A common
way of assembling these layers can be as a series of stages. The initial stages are
typically composed of convolutional layers and pooling layers. A convolutional layer
is composed of many units, or neurons, which are combined with weights and or-
ganized into feature maps. These neurons extract information from local patches of
pixels in the feature maps of previous layers, also known as a “discrete convolution”
[19], which is illustrated in Figure 3.1. This also allows the network to reduce its
required computing power [8].

Pooling layers, where the most common type is calledmax pooling, are used to reduce
“. . . computations, memory usage and the number of parameters”, according to
Géron (2019). The different types of pooling layers all follow a similar methodology
where a i× j grid is slid across the feature maps to extract a subset of the values in
that grid. The distance the grid is moved between extractions is determined by the
variable stride. In the case of max pooling, the maximum value of the i × j grid is
extracted at each location, which is used as pixel for the output of that layer [19].
The final type of layer is the fully connected layer, also known as a dense layer [8].
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While the previous layers have created abstracted features of the data, the purpose
of fully connected layers is to combine these abstract features into concrete features,
used in reasoning about classification [33]. This is typical in many NN and is an
effort to reduce the many neurons generated by previous convolutional layers. The
problem with these types of layers is that they are computationally intensive. Each
neuron in the input (or previous) layer is connected with each neuron in the fully
connected layer. Because of this there are typically a limited number of these layers
in a network.

Figure 3.1: Convolutional Network

3.2 Metrics
There are various commonly used evaluation metrics for assessing computational
experiments in the field of ML, for instance, Recall, Precision, F1 score, and MCC
[30]. Each of the mentioned metrics are presented in detail in the following text.
However, before understanding any of the metrics mentioned above, one needs to
comprehend what the confusion matrix is.

3.2.1 Confusion Matrix
With a classifier and an instance, there are four outcomes in the confusion matrix.
If the instance is positive and is predicted to be positive, it is counted as a True
Positive (TP), if that instance is predicted to be negative, then it is counted as a
False Positive (FP). On the counter, if the instance is predicted to be negative but
in fact is positive, it is counted as False Positive (FN). Last but not least, if the
instance is negative and is predicted to be negative, it is counted as True Negative
(TN) [46]. Table Table 3.1 demonstrates the the complete Confusion Matrix.
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3. Theoretical Background

Actual Values
Positive(1) Negative(0)

Predicted Values Positive(1) TP FP
Negative(0) FN TN

Table 3.1: Confusion Matrix

3.2.2 Recall & Precision
Recall and Precision are commonly used in ML related experiments. Recall, also
known as Sensitivity, is the ratio between True Positives and the sum of True Posi-
tive (TP) and False Negative (FN). Recall can be important for cases that focus on
identifying all TPs. However, in the case of ML, it is generally desirable to achieve
a high Precision, sometimes even disregarding the Recall value entirely. Precision or
Confidence on the other hand, is the proportion of Predicted Positives that are True
Positives. It is a method of measuring Predicted Positives [30]. Both equations of
Recall and Precision are presented below (Equation 3.1 & Equation 3.2).

Recall = Sensitivity = TP

TP + FN
(3.1)

Precision = Confidence = TP

TP + FP
(3.2)

Nevertheless, which measurement should be adopted in the experiments depends on
the circumstance. If the experiment is more inclined to get fewer FP values, the Pre-
cision measurement should be adopted. Conversely, if the focus of the experiment
is to obtain fewer FN values, Recall can be a better option to adopt. In conclusion,
one has to decide which measurement method should be applied in different situ-
ations. Despite both mentioned methods providing benefits in various cases, it is
not difficult to see that True Negatives (TNs) are completely neglected from both
of them. Therefore, there is not only the fear of bias being introduced to the results
but also, in certain cases, TNs can play a key role in the final result. For instance,
identifying a defective aircraft safety part , where misidentification could lead to
life-critical situations.

3.2.3 Specificity
Much like Recall, Specificity is the True Negative Rate. It is the ratio of TN cases
to the cases that are predicted to be Negative. Equation 3.3 defines how Specificity
is calculated [24].

Specificity = TN

TN + FP
(3.3)
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3.2.4 F1 score
In order to get a more intuitive view to compare two classifiers, Precision and Re-
call are often combined into a single metric in the field of ML, the F1 score [8].
Equation 3.4 shows the full definition of the F-measures.

Fβ = (β2 + 1)PR
β2P +R

(3.4)

Here, β is a control variable to balance P and R. When β equals to 1, the result of
this equation becomes the harmonic mean of Precision and Recall, also known as
the F1 score [35]. The incentive of adopting harmonic mean instead of the regular
mean in this measurement is much more weight was given to the low values to avoid
a skewed result, which means the classifier can only get a high F1 score when both
Precision and Recall are high [8]. Naturally, under the premise of adopting Precision
and Recall, F1 score also ignores the TN value. Therefore, this measurement cannot
be applied in certain circumstances.

3.2.5 Matthews Correlation Coefficient
MCC was initially introduced to evaluate the performance of protein secondary
structure prediction by B.W.Matthews in 1975 [26]. Over time, MCC is widely used
in the field of ML to measure the quality of classifications. Due to the possible usage
of all four outcomes from the Confusion Matrix, namely, TP, FP, TN, and FN, the
result of this measurement can be more convincing comparing with the methods
stated above. Equation 3.5 illustrates the working process of MCC [4].

MCC = TP · TN − FP · FN√
(TP + FP )(FP + FN)(TN + FP )(TN + FN)

(3.5)

It is not difficult to see from the above formula that if any of TP + FP, FP + FN,
TN + FP, TN + FN equals to zero, the MCC cannot be defined. Moreover, the
result range of MCC ranges between [-1, 1], whereas 1 indicates complete agreement,
-1 signifies complete disagreement and 0 is when the prediction result is not related
to the ground truth. Therefore, if the evaluation of a binary classifier results in -1,
the predicted result of 0 is, in fact, 1, likewise, if the predicted result is 1, the true
value is 0 [3].

3.3 Testing of ML algorithms
As ML algorithms are dynamic constructs, their testing process differs from conven-
tional software testing [48]. According to Zhang et al., testing a ML system requires
two defined terms; ML bug and ML testing. Here, an ML bug is defined as “. . . any
imperfection in a machine learning item that causes a discordance between the ex-
isting and the required conditions” and ML testing as “. . . [activities] designed to
reveal machine learning bugs”. This provides the ability to explain three different
aspects of a ML system; the required condition, machine learning items and testing

11



3. Theoretical Background

activities. Different ML algorithms may require different types of required condition,
for instance, correctness, robustness, and privacy. Machine learning items simply
refer to the three separate components that generally make up a machine learning
testing system, namely the data, the framework and the learning program. While
testing activities may contain test input generation, test oracle identification, test
adequacy evaluation and bug triage. [48].

The required condition refers to concepts which validate expected behaviours of the
system-under-test (SUT), the most researched of which are robustness and correct-
ness. Correctness is a functional measurement of a machine learning system’s ability
to, in the context of image classification, correctly classify out-of-sample data. There
are a number of generally known metrics for correctness, some of which have been
presented in the previous section. Another form of correctness is the use of valida-
tion when training a ML algorithm. One approach to validation is cross-validation,
where the training data is split into a training sub-set and a validation sub-set.
Robustness concerns the ability of a machine learning system to resist the effects of
noise in the data. A robust system can perform adequately even with a high amount
of noise and should therefore also be highly generalizable [48].

3.4 Terminologies used in the study
In Table 3.2 we present the terminologies used in this study.
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Term General Definition Contextual Meaning
Artifact An object which can be

studied
A dataset for ML algo-
rithms

Treatment An artifact in a specific
context

A test harness of difficult
cases of composed car im-
ages

Stakeholders Internal or external par-
ties who have an interest
in the research

Internal: Academia, Ex-
ternal: Corporation

Metric A way of quantifying the
performance and accu-
racy of an algorithm

MCC & Precision &
Specificity

Test harness (Testing
framework)

A full test suite including
data pre-processing and
testing

Downscaling/Normalizing
input pipeline, cross-
validating dataset and
test/evaluation using
metrics (MCC, Speci-
ficity)

Characteristic An aspect of an object A combination of repre-
sentative aspects defin-
ing a difficult classifica-
tion case

Table 3.2: A table contextualizing industry terms for the context of this thesis
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Methodology

This project is conducted according to the Design Science Research Methodology
(DSRM) [42].

4.1 Design Science Research Methodology
DSRM describes a research process involving two fronts. Wieringa explains that
when using design science, “you have to understand its major components, namely,
its object of study and its two major activities” (2014). These two major activi-
ties are the processes of designing and investigating the aforementioned object, also
known as an artifact, in its context with the purpose of arriving at a change in the
same context. The context in this case includes “. . . the social context of stakehold-
ers and goals of the project”, explaining that this type of research is conducted in
close proximity with a company or other stakeholder [42].

All the exercises in this methodology are done in a cycle, known as the Engineering
Cycle (EC). This provides a structure to conduct research in a methodical way, us-
ing stakeholder goals, while allowing for the continuation of the research after each
cycle. The design process of DSRM is a cyclical series of three distinct exercises
called the Design Cycle (DC). The exercises of this cycle are visualized in Figure 4.1.

DSRM is a suitable methodology for this research as the process of identifying valid
characteristics for the final test suite is intuitively iterative.

4.1.1 The Design Cycle
Each exercise of the DC has a specific purpose in order to provide value to the
research. The first exercise is problem investigation where the current state of the
problem is studied, and no requirements have yet to be specified. This is followed
by an exercise focusing on designing a treatment, also known as artifact in context,
called treatment design. The final step in this cycle is called treatment validation
which attempts to state if the designed treatment is an appropriate solution, with
respect to the initial problem. The consequence of this validation exercise is the
possibility that treatments are designed which may not be relevant to the problem
and is discarded [42].
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Figure 4.1: A figure showing the the general design of the design- and engineering
cycles.

4.1.2 The Engineering Cycle
As stated before, the purpose of the EC is to evaluate the extent to which treatments
contribute to stakeholder goals. By fully implementing the treatment(s) it is possible
to effectively, accurately and comparatively evaluate their success.

4.1.3 Research Problems
In an effort to specify the purpose of a DSRM project, we define two types of research
problems. They are in turn also meant to further clarify the difference between design
and investigation and can be explained as design problems and knowledge questions.
The design problems emerge from a need for change in the real world, or the context
of the problem. This requires an analysis of any stakeholder goals and may result
in several solutions. Knowledge questions instead focus on the current state of the
real world, attempting to state the question in such a way that a single answer is
possible. The effort of the methodology is to encourage the continuation of the cycle
to further more research, and to spring more questions that might need answering.
These questions are similar to the more well-known research questions, though they
are divided into two distinct types [42].

The research questions of this thesis can be directly translated to knowledge ques-
tions, as they directly ask for an understanding of an issue, not a direct solution.
There are several design problems in this thesis as well. When using images, their
size determines the efficiency of the training process. What size of these images
allow for a reasonable amount of training time? Moreover, in order to validate vari-
ous defective datasets, the structure of the NN evolves into another design problem
that needs to be considered. For instance, how many layers should the NN have
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and how to tune its hyperparameters to solve this particular problem. What test-
ing methodology to use to measure the performance of the NNs is another problem
which needs to be solved. Testing methodologies described in section 3.3 are the
common solutions to this type of problem. Which one of these solutions are best
suited for the problem of evaluating NNs using a reference test harness?

4.2 The Engineering Cycle
The focus of this EC is to investigate the validity of characteristics of images when
testing NNs. Suggestions of smaller datasets is created in each iteration of the DC.
These suggestions are then combined and evaluated during the final stages of the
EC, treatment implementation and implementation evaluation.

4.2.1 First Iteration of the Design Cycle
The first iteration of the DC is conducted in the following sequence; initially an
investigative review of available metrics and methods for assessing the validity of a
dataset is conducted, followed by the designing and creation of a NN that is applied
to the defective dataset, resulting in a validation step for assessing the relevance of
the treatment.

In this case, each dataset is validated for its relevance in the final treatment. This
final treatment is a combination of each validated dataset.
The DC is generally a process of investigation into RQ1. By designing an initial
dataset based around a missing car part, we are be able to validate if this dataset
can be incorporated into a reference test harness based on approaches presented in
this section.

4.2.1.1 Problem investigation

For the task of designing a test harness to validate and evaluate NNs applied to
a dataset of composed images, it is important to understand the domain, or con-
text, which the proposed treatment is introduced to. The images in this context
depict computer-rendered cars of a real-world quality. By introducing the ability
to customize the cars, a solution is required for the issue of verifying the enormous
number of permutations these cars are capable of. To present an example, for sim-
plicity’s sake, we only allow two variations for each part and 81 parts, which results
in 281 ≈ 2.4 ∗ 1024 permutations. With this number increasing exponentially with
each added component-type as well as component-variation, the number of permu-
tations make it physically infeasible to pre-render all images and verify them all
manually. In reality, the number of permutations is greater than the example given,
as the bare minimum variations is two and several of the options have more than two
variations. These permutations include specific combinations of characteristics that
have the potential of contributing to the accuracy of classifier-algorithms applied
to them. There are multiple ways of organizing and designing a test harness when
investigating the effect these characteristics have on the ability to identify defective
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images. Examples of way to do this are to only test defective images with single
defects, or with multiple defects. This step in the cycle naturally initiates the in-
vestigation of RQ1.

To be able to perform the tests mentioned in the previous paragraph, software com-
ponents such as the data, validation method and a framework to apply the validation
on the data is required. The first DC investigates, designs and constructs an initial
version of these components. The data consists of images with a single defect, the
validation method is a shallow NN and the framework is a collection of scripts to
resize the images to allow for the training the of NN. This lays the ground for further
research into designing a full test harness for NNs.

The focus of this design cycle can be summarized as below:
• Construct an initial test case to validate the scenario of one missing car-part

on a NN.
• What metrics allow us to confidently measure the quality of our dataset?

4.2.1.2 Treatment design

Using the information uncovered during the previous problem investigation, specifi-
cally what design problems and knowledge questions to work with, an initial batch
of images are created using the standard 1080p resolution, and 4 color channels
(RGBA), resulting in a shape of (1920x1080x4). Due to the nature of the tool used
to generate the data, where all possible valid permutations of parts for a particular
car model are created, we produced one set of 229 071 complete images and one
set of 21 866 defective images, where specifically the wheels are missing. Figure 4.2
demonstrates an example of the defective set where the wheels are missing. These
images are composed in a layered structure, depending on the configuration of that
particular car. Assembling a car image, using a unique string for that particular
configuration, begins with a completely transparent background. To build the car,
an image of each part of the car is fetched from a server and layered according to
the configuration. If there is an issue when fetching an image, that image is sim-
ply ignored in the final composed image. The imbalance of this dataset is due to
limitations in the creation-tools provided to us. The tool is unable to handle the
huge number of permutations that are required for these car models and thus would
require the limitation of certain visible parts of the car to a subset of its possibilities.

To be able to assess the validity of a NN we used the metric of MCC which takes
all values of the confusion matrix into account [26]. As the current form of valida-
tion for defective images is manual inspection, a focus on minimizing the number of
misclassified negative prediction (being a defective image classified as complete) is
paramount and thus we would benefit from explicitly investigating the Specificity.
The predictive values of each individual image are also used to distinguish between
the confident cases in the results.

17



4. Methodology

Figure 4.2: An example of images used in the treatment

4.2.1.3 Treatment validation

A shallow NN is created to be used as the validation method for this step of the it-
eration. It consists of two sets of a specific sequence of layers and operations, which
are; Conv2D, BatchNormalization, Activation, MaxPooling and Dropout. This is
followed by a fully connected layer, known as Dense layers, resulting in an output
layer using the sigmoid activation function. This activation function produces a
single predictive value for each image, ranging from zero to one. All of the layers
and operations are available in the Keras API 1 and the full model can be viewed in
Figure A.3. This API, in combination with the backend called Tensorflow, allows
for simple NNs configurations to be created easily and is used in this thesis. When
applying this algorithm to the dataset it uses a pipeline which resizes the images
to to 480x270x4, which is 1/16 of their original size. The intention is based on an
aggregated consideration to maximize the GPU memory usage and reduce the time
span during the training of the algorithm as the memory of the GPU has a limit of
8 GB [38]. Although it is possible for the GPU to take only one full sized image in
one batch during training, it would require an enormous amount of time during this
process. This NN algorithm works as a binary classifier which separates two classes
based on the confidence of their predictions (confidence score).

10 000 images are sampled from the created set of complete images, being entirely
intact cars. 10 000 images are also sampled from the created set of defective images,
being wheel-missing. The sample size of 10 000 is due to the inconsistencies in the
number of images created between the complete and defective datasets. As there is
such a great difference between the number of complete and defective images cre-
ated, a lower sample size is selected than the available images to reduce the risk of
using a sample size that is greater than the number of images created in the follow-
ing iterations of the DC. 20% of the images in these two classes are separated into
a validation-set, used to evaluate the algorithm during each epoch. An additional
4000 images are sampled and used to during the prediction phase. The MCC score
and Specificity are determined from these results, although these metrics may still
lead to an unconvincing conclusion and the confidence of each prediction is also
analyzed. This is due to both metrics resulting in 1 which is the perfect value for
both. For further investigation, the confidence scores are saved and analyzed. The

1https://www.tensorflow.org/versions/r2.1/api_docs/python/tf/keras
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variation in these values range from roughly 0,000 03 to 0,003 for the defective class
and from 0,988 to 0,999 for the complete class.

By examining the confidence scores of the 4000 test images, the images with the
weakest confidence score are extracted as these images should contribute to the test
suite we are creating. By weakest confidence score, we mean the score furthest from
zero for images of the defective class and the score furthest from one for images of
the complete class. The threshold used during this included using the interquartile
range (IQR). This approach uses the difference between the first (Q1) and third (Q3)
quartiles of the data to detect outliers according to Equation 4.1 and Equation 4.2.
The value of c is manually determined, but a common value is 1.5. These quartiles
represent the maximum value of the first 25% and 75% of dataset entries, and the
difference between these is the IQR. The outliers are the values in the dataset below
Tmin and above Tmax [44].

Tmin = Q1 − c× IQR

Tmax = Q3 + c× IQR
(4.1)

IQR = Q3 −Q1 (4.2)

Defective images in our test harness correspond to the predictive value of 0, mean-
ing that weak defective prediction are values higher than Tmax. Complete images
correspond to the predictive value of 1, and thus those weak predictive values would
be lower than Tmin.
From this first iteration of the DC it is clear that applying a NN to the dataset
presented in this section is a suitable approach to validate the existence of difficult
test cases. It also exposes the flaw that the dataset is not as complex as expected.
MCC and Specificity produce a perfect result, requiring the use of the confidence
score to identify difficult test cases.

4.2.2 Second Iteration of Design Cycle
In the second design cycle, we continue with the investigation of the complexity of
car parts. This is done by creating a new dataset in the same vain as previously,
with the difference being the defective images are missing the front grill, instead the
wheels.

4.2.2.1 Problem investigation

To further investigate the issue of validating the dataset, the focus of the design cycle
continues from the previous iteration. It is deemed necessary to create an additional
dataset where other parts are missing. However, the investigation of what are the
suitable metrics is not pursued as it has been examined from the first iteration.
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4.2.2.2 Treatment design

By following the same procedure in the first iteration, another batch of 229 455
defective images are created, with the difference being that they are now missing
the front grill.

The binary classifier is applied on this dataset also assessed by the metrics of MCC
and Specificity as in the previous iteration.

4.2.2.3 Treatment validation

The same NN based binary classifier created in the first iteration is applied in this
step to validate the dataset for extracting characteristics.

This time 10 000 defective images are sampled from this new dataset for use during
training, and another 2 000 are sampled for testing. This iteration uses that same
complete images samples during the previous iteration. The confidence scores ac-
quired from the testing phase are saved into another CSV file and further analyzed
to extract outliers according to our technique mentioned during the first iteration.

4.2.3 Third Iteration of Design Cycle
In the third design cycle, the investigation of the complexity of car parts continues.
This is done by creating another dataset in the same vain as previously, with the
difference being the removal of the side-mirrors from the defective images.

4.2.3.1 Problem investigation

The focus of this design cycle remains the same as the first two iterations. The only
difference being another defective image dataset is created with other parts missing
to further investigate the issue of validating the dataset.

4.2.3.2 Treatment design

By applying the tool to remove duplicate images, another 229 362 defective images
with the same parameters are created. The only difference in this batch is that the
missing part is the side-mirrors.

MCC and Specificity continue to be adopted in this iteration for validating the NN
based binary classifier as the previous iterations.

4.2.3.3 Treatment validation

During this step, the binary classifier created from the first iteration is again applied
in order to extracting characteristics from the side-mirrors-missing dataset.

Another 10000 images are sampled from the newly created dataset to be used in the
training phase for the algorithm alongside with 2000 additional sampled to be used
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during the testing phase. The confidence values are captured and further analyzed
using our aforementioned technique.

4.2.4 Fourth Iteration of Design Cycle
In the fourth design cycle, we continue with the investigation of the complexity of
car parts. This is done by creating another defective dataset with bumpers removed
from the car images.

4.2.4.1 Problem investigation

Once again, the focus of this design cycle remains the same as the previous iterations.
The only difference being another defective image dataset is created with other parts
missing to further investigate the issue of validating the dataset.

4.2.4.2 Treatment design

By taking the same procedures in the previous iterations, another batch of 114 687
defective images is created, with the difference being that they are now missing the
front grill. Due to the nature of the tool to remove duplicate images, the number of
images in this batch is significantly smaller than other defective datasets. However,
it is still sufficient to be sampled for the later process.

The earlier constructed binary classifier is applied on this dataset again, and assessed
by the MCC and Specificity metrics.

4.2.4.3 Treatment validation

The same procedure is followed in this step. The binary classifier created in the first
iteration is applied to validate the dataset for extracting characteristics.

Another 10 000 images are sampled from the newly created dataset to be used
during training, and additional 2 000 are sampled for testing. Once again, the
acquired confidence scores from the testing phase is saved and further analyzed by
adopting our technique mentioned in the first design cycle.

4.2.5 Treatment implementation
The purpose of the previous DCs were to design and create datasets focused on a
missing car part. These were validated using a NN and images with a low confidence
score were extracted. During this step, the images that are extracted from the DCs
are further analyzed to reduce the redundancy among them. This is done by manu-
ally observing patterns in the defective images. An example of such a pattern could
be the combination of a missing front grill and a white car body. This is what
is known as characteristics in this thesis and are patterns which the images can be
categorized according to. There are many parts in a car, such as types of wheels or
types of headlights, that can be removed entirely. The colors of the cars are different
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as they represent an attribute of a car part, and thus cannot be removed. Therefore,
we treat it differently in this thesis and count each color as part of a pattern, with-
out the possibility of removing the color. After repeating the procedure of pattern
extraction for three iterations, the final test harness is constructed by combining the
cases that have similar patterns with each color that exist in the outliers.

The procedures conducted in the previous steps are what is required for the creation
of a reference dataset. To allow for the use of the test harness in other domains, a
reference dataset similar to the one presented in this thesis is required. The pro-
cedures necessary for the creation of such a dataset are documented, and can be
followed to create a reference dataset for other domains.

The test cases in the test harness is structured in two layers. The first layer is to
separate the different defects with the other layer separating the characteristics for
that defect. These characteristics are presented in subsection 5.2.3. Each charac-
teristic is represented by a sequence of pairs of test cases. These pares include a
defective image of the characteristic and its corresponding complete image. These
defective images are ranked according to the confidence score they received during
validation.

When applying a model to this test harness, the test cases are supplied according to
the characteristics, starting with the single test case with the strongest confidence
score. If the model classifies both the images in that test case correctly, it continues
to classify the next test case. If it fails, however, it moves on to the next charac-
teristic. The metric for evaluation in this test harness is how many test cases are
correctly classified. This metric allows the classifiers to be compared to each other
and a final ranking of the classifiers can then be presented.

4.2.6 Implementation evaluation
To evaluate the test harness designed and created in the previous steps, it is used
to test multiple NN-based binary classifiers. The relative performance of these clas-
sifiers is be known, giving an indication of the final result.

The evaluation is conducted by adopting three different NN-based binary classifiers
that are designed and created by us. The structures of these classifiers are based on
the CNN created for validation in this thesis. Classifier 1 is the most sophisticated
model among these three algorithms which contains one dense layer, three max-
pooling layers as well as five convolutional layers, which doubles the hidden layers
of the base CNN. This allows the classifier to better learn the increased complexity
of incorporating four defects in the same dataset. The data used when training this
classifier is sampled from the same complete, no-wheel, no-side-mirror, no-grill and
no-bumper datasets created in the initial iteration of the DC. It consists of 10 000
images of each defect, 40 000, and 40 000 complete images, resulting in a balanced
training dataset of 80 000 images.
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On the contrary, Classifier 2 is the model with the simplest structure. It consists of
only one dense layer, one maxpooling layer, also one convolutional layer. This makes
it less likely to pick up the full complexity of the images, producing a less-than-ideal
correctness metric, as the purpose of this classifier is to achieve the lowest score of
the classifiers we evaluate. It is trained on data derived from a different car model
than the other data used throughout the thesis. The images are created using the
same procedures, with the difference being that equivalent parts of the car had to
be removed. It consists of 10 000 images of each defect, 40 000, as well as 40 000
complete images, resulting in 80 000 images in the dataset.

Last but not least, Classifier 3 is the model in between Classifier 1 & 2, it has one
dense layer, two maxpooling layers, and two convolutional layers. It is very similar
to the classifier used for validation, with slightly changed parameters to achieve a
different result. This classifier uses the same dataset as Classifier 1.

As explained in the previous section, these classifiers are individually applied to the
test harness. Since the testing process starts with the easiest cases, the number
of iterations acquired for each model corresponds to the evaluation result of the
test harness. Hence if the model run through more iterations than others, it can
be concluded as a more suitable solution for the problem. As explained in sec-
tion section 3.3, there are several required conditions that can be used when testing.
This thesis focuses on the correctness aspect of testing, disregarding robustness as
there should not be any noise present in the data. The metric used to measure
the correctness of the NNs tested is the number of correct predictions in the test
harness.
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Results

In this chapter, the results for both the design and engineering cycles will be pre-
sented. In total, 324 defective and 524 complete images were found difficult to
classify throughout the design cycle iterations. After reviewing them to find simi-
larities and patterns, the defective outliers were grouped based on their colors and
included in the proposed test harness. This harness was then used to evaluate the
performance of three binary classifiers.

5.1 Resulting predictions from Design Cycles
In the sections below we will present the results acquired from each iteration of the
DC. These iterations produced sets of images deemed difficult to classify. The con-
fidence score for the complete images are included only for the purpose of providing
an overview of the data. These complete images will not necessarily be included in
the final test harness, as the complete images will only be selected based on their
characteristics, not their confidence score.

The box-plots presented in Figure A.1 and Figure A.2 display the general distri-
bution of the confidence scores for the data. It also clearly shows outliers in the
datasets using the same principle as explained in section 4.2.1.3.

5.1.1 First iteration
During this iteration we investigated images which specifically had their wheels miss-
ing. The results of the different metrics for correctness for this phase can be seen in
Table 5.1. With an MCC score of 1.0 and Specificity of 1.0, we saw that both the
NN and dataset produced valid results, although with a small predictive variation.

An excerpt of 10 images with the weakest confidence score in their predictions can
be seen in Table 5.2, showing that there is a high confidence in both the defective
and complete classes.

Using the equation presented in section 4.2.1.3 to find outliers, we could identify 66
of the defective images and 211 of the complete images as outliers in this dataset.
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Figure 5.1: A histogram showing the distribution of values in the complete images
in each dataset.

Figure 5.2: A histogram showing the distribution of values in the the defective
images in each dataset.
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Metric Value
MCC 1.0
Specificity 1.0

Table 5.1: Metrics from
validation of no-wheel
dataset.

Class Weakest
confidence score

Defective 0,013
Defective 0,013
Defective 0,013
Defective 0,014
Defective 0,014
Complete 0,994
Complete 0,994
Complete 0,994
Complete 0,994
Complete 0,994

Table 5.2: Predictive values from valida-
tion of no-wheel dataset.

5.1.2 Second iteration
The results gathered from the second iteration through the DC can be seen in
Table 5.4 and Table 5.3.

Metric Value
MCC 1.0
Specificity 1.0

Table 5.3: Metrics
from validation of no-
grill dataset.

Class Weakest
confidence score

Defective 0,015
Defective 0,015
Defective 0,015
Defective 0,015
Defective 0,019
Complete 0,996
Complete 0,996
Complete 0,996
Complete 0,996
Complete 0,996

Table 5.4: Predictive values from valida-
tion of no-grill dataset.

By following the same procedure as in earlier iterations, 212 outliers were found in
the no-grill defective dataset along with 180 in the complete dataset.

5.1.3 Third iteration
The results gathered from the third iteration through the DC can be seen in Table 5.6
and Table 5.5
By repeating the same procedure as in earlier iterations, 46 outliers were found in
the no-side-mirrors defective dataset along with 50 in the complete dataset.
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Metric Value
MCC 1.0
Specificity 1.0

Table 5.5: Metrics
from validation of no-
side-mirrors dataset.

Class Weakest
confidence score

Defective 0,004
Defective 0,004
Defective 0,004
Defective 0,004
Defective 0,004
Complete 0,981
Complete 0,982
Complete 0,982
Complete 0,983
Complete 0,983

Table 5.6: Predictive values from valida-
tion of no-side-mirrors dataset.

5.1.4 Fourth iteration
The results gathered from the fourth iteration through the DC can be seen in Ta-
ble 5.8 and Table 5.7.

Metric Value
MCC 1.0
Specificity 1.0

Table 5.7: Metrics from
validation of no-bumper
dataset.

Class Weakest
confidence score

Defective 0,003
Defective 0,003
Defective 0,003
Defective 0,003
Defective 0,003
Complete 0,999
Complete 0,999
Complete 0,999
Complete 0,999
Complete 0,999

Table 5.8: Predictive values from valida-
tion of no-bumper dataset.

By repeating the same procedure as in earlier iterations, no outliers were found in
the no-bumper defective dataset along with 83 in the complete dataset. This result
means that the no-bumper dataset is irrelevant for the purpose of a reference dataset
in a test harness.
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5.2 Engineering cycle and final results
After having conducted four iterations of the DC, we moved into finalizing our test
harness. This is done in two phases, initially by combining multiple datasets into a
test harness, followed by evaluating NNs using the test harness.

5.2.1 Generalized procedure for creating reference datasets
The procedures conducted to construct the reference dataset, which includes the
outliers, are found to be beneficial for researchers and corporations in other sub-
jects. These procedures are collected and presented in the list below to create a
clear methodology to recreate defective datasets for other domains.

1. Generate and sample both complete and defective images. The dataset should
be balanced, meaning the number of sampled complete images should equal
all sampled defective images.

2. Split the generated images into a training dataset and testing dataset.
3. Design and implement a binary classifier for validation purposes. This can be

done by importing and potentially tuning the network created for validation
in this thesis, or implementing an entirely new network.

4. Repeat the following procedures for all defects:
(a) Train the network on a combination of the complete dataset and one

defective dataset from the training images.
(b) Evaluate the network using the testing dataset and specify the metrics

MCC and Specificity. The predictive values of this evaluation should be
stored for further analysis. In our case the data was saved to a file of
the ’csv’ format. It is also important to categorize or distinguish between
defective image and complete images in these results.

(c) Specify the definition of outliers to use. The same method used in this
thesis can be adopted here. Extract outliers from the testing images using
this definition.

(d) Manually inspect the images to find characteristics.
5. Combine the outlier images, retaining information regarding the characteris-

tics, into a reference dataset. The hierarchical structure used in this thesis for
this purpose may be used.

5.2.2 Constructed Test Harness
A test harness is constructed that includes the extracted characteristics. The struc-
ture of the created test harness is presented in Figure 5.3.

This harness expects a pre-trained Keras-based binary classifier, saved in one of the
two available formats (.pd and .h5), as an initial input. Defective images for the test
cases, which are the outliers extracted in subsection 4.2.5, are stored in a hierarchical
structure, first based on their specific defect, then their colors. Complete images
are stored alongside their corresponding defective images. Each defective image is
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paired with a complete image containing the same characteristics, creating a single
test case. These test cases are supplied in a prioritized manner, according to the
confidence score of the defective image. Each test case is pre-processed, normalizing
the pixel values and resizing the images to 480x270x4. The defective image is then
supplied to the classifier for prediction, followed by the complete image. If both
of these images are correctly predicted, and there are more images with the same
characteristics, another test case is supplied. This process continues until no more
test case can be supplied or the classifier fails to predict the test case correctly.
Finally, the results are combined and documented in a separate file.

Figure 5.3: A flowchart visualizing the internal steps of the test harness.
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5.2.3 Results of treatment implementation
After investigating the images labeled as outliers according to the definition de-
scribed previously, we found the representative patterns of characteristics presented
in Table 5.9. Each row includes a defect in the first column, the colors identified in
the outliers in the second, and the other parts that all outliers have in common in the
third. For the no-wheel dataset a total of four colors were identified, with every car
having mudflaps and low suspension. The no-side-mirror dataset contains six colors
along with a black window outline and low suspension. The no-grill dataset has four
colors, but with no other common parts. Furthermore, the no-bumper dataset is not
included in this table as there are no outliers in the dataset. Based on our definition
of characteristics, being patterns exhibited by all images in the outliers, no further
reduction in the number of images can be performed.

The result acquired from the evaluation of the algorithms on the test harness is
presented in Table 5.10. The According to the table, Classifier 1 has the highest
number of execution iterations. Last but not least, Classifier could not complete any
iteration. Finally, Classifier 3 ranked in between these classifiers in this evaluation,
it has run through 116 iterations.

Missing part Car color Other parts

Wheels Candy White & Moon
White Metallic &
Brilliant Silver Metallic
& Olive

Mudflaps & Low
suspension

Side mirror Race Blue Metallic &
Corrida Red & Velvet
Red & Maple Brown
Metallic & Crystal Black
Metallic & Black Magic
Pärleffekt Metallic

Black window outline &
Low suspension

Grill Candy White & Moon
White Metallic &
Brilliant Silver Metallic
& Olive

None

Table 5.9: The characteristics extracted from outliers in each defective dataset.
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Classifier Name Successfully executed
iterations

Classifier 1 324
Classifier 2 0
Classifier 3 116

Table 5.10: The results of the evaluation of NNs using the test harness
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Discussion

By following the methodology presented in this report, and after achieving the
aforementioned results, we now provide a discussion regarding these phases of this
project.

6.1 Validity of algorithm application
In this section we discuss why the NN-based binary classifier was adopted in the
validation procedures as well as its validity.

6.1.1 The constructed NN used in the validation steps
Many studies have either adopted or even suggested using Tensorflow 1 and CNN to
construct a binary classifier for solving image classification problems [8, 47, 27, 6].
This initiates our investigation of designing and constructing a CNN-based binary
classifier with the no-wheel dataset as its training data. However, as explained in
chapter 2, no studies in the related work could be found that attempts to solve
this specific problem of using CNNs to classify defective car images. Thus, we
started with constructing a typical CNN based on the reference structure presented
in the Keras guide for image classification 2. This was then followed by a phase
of hyperparameter adjustment, which is commonplace when adopting NN [2, 8], to
increase the correctness of the network for the problem of this thesis. We increased
the use of Dropout [39] and introduced BatchNormalization [37], to further improve
regularization in the network. Other hyperparameters were changed until a high
correctness was achieved from the network. As a result of its high correctness, it
was decided to be used for the validation process of this thesis and the full structure
can be seen in Figure A.3.

6.1.2 Does the algorithm detect the defect
When pursuing answers for RQ1, we investigate ways of validating datasets using
NNs. By applying a NN to a dataset, we are able to get an accurate measurement
of how well that specific NN is able to classify that specific dataset. To be able to
validate this dataset for other NNs, using the information gathered in section 4.2.1.2
regarding the process of image composition, there is a possibility that the classifier

1https://www.tensorflow.org/versions/r2.1/api_docs/python/
2https://keras.io/examples/vision/mnist_convnet/
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is putting focus on other aspects of the image than the missing part.

By investigating the differences between the complete images and defective images,
there are three scenarios of visible differences. One possibility is that there are no
other layers underneath the missing part, resulting in the transparent background
being visible in that area instead. Another possibility is that there are other parts in
the underlying layers. These parts could include the real components which would
be on the real car in this area. Finally, they could contain a placeholder color (in
the case of these images, that color is black) instead of the components which would
exist in that area in a real car. An example can be seen in Figure 4.2, where there
is a black area where the right wheel would be. This provides evidence that the
classifier used for validation is not classifying some other aspect of the image than
the defective part, as there is no one aspect that is changed for all images.

In an effort to find evidence of the suitability of our binary classifier for validating
the test harness, we analyze the relationship between the proportion of pixels in
the image taken up by the missing part. The purpose of this approach is to in-
vestigate if the classifier only detects the average difference of noise in the images,
only a specific aspect of the image, or the specific missing part. All the different
defective images include varying permutations of the scenarios mentioned in the
previous paragraph. For example, the no-grill images only introduce a black color
when removed but no-wheel images introduce both black color and the transparent
color. The theory is that if the difference in the number of pixels of two differ-
ent types defective images, no-side-mirror and no-wheel as an example, correspond
to the difference in confidence score of those same defective images, this should
mean the classifier focus on the differences in the full set of pixels for each missing
part. On the other hand, if the classifier is only detecting the difference of one
aspect of the images, such as the transparency or the existence of the black color,
the proportions of pixels-to-confidence-score should not correspond in the same way.

This is carried out by manually cropping out the target car parts, e.g. the side
mirrors from a complete car image. The resulting image include transparent pixels,
from having a transparent background as stated before. However, to only count
pixels relevant to our results, these transparent pixels are ignored in this step. Due
to the uncertainties of the manual cropping, the number of pixels obtained is not
precise. Hence, by studying the obtained results, we can conclude that the pixel-
proportions roughly coincides with the confidence score-proportions, as three out of
four datasets produced positive results. An example being, the ratio of the pixel-
proportions between the no-side-mirror dataset and the no-wheel dataset is roughly
23%, meanwhile the ratio in the confidence score of the same datasets are roughly
25%.
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6.2 Test harness
In this thesis we investigate defective car images to design and create a test har-
ness. This test harness only includes a representative set of test images, allowing
for a simpler evaluation process for the NNs. The intention is that if more effort
is put into selecting the test images, fewer images would be required in the final
test harness. These images are selected from outliers discovered in the validation
process. This definition of ’outliers’ is defined as the general definition of outliers in
a ’whiskers-plot’, which has been described before in this thesis. The requirement
is that a reasonable amount of images can be gathered through this method. Also,
that a dataset with a deviating amount of outliers easily can be discovered. By the
fact that the ’no-bumper’ dataset produced no outliers, it is discarded and gives
more confidence that the methodology used is valid for selecting difficult test cases.

Another aspect of the test harness which is a point of discussion is the fact that only
isolated defects (no-wheel, no-grill and etc) are investigated. The magnitude of the
difference between analyzing isolated defects or combinations of them is exponential.
It should also, as conducted in this thesis, be more useful to initially focus on isolated
defects, as those results is likely to be usable when investigating combined defects.
Even though the methodology for researching the combined defects is unknown at
this time, it would most likely require a large amount of test cases. There are ways to
reduce these, by utilizing methods such as factorial designs for the experiments, but
the single defects would still need to be analyzed [1]. Therefore, initially producing
results for a smaller, more isolated set of defects is more likely to be helpful in future
research.

6.2.1 Generalizability
One of the major issues with the problem we investigate in this thesis is the extent
to which the results are generalizable. This is the reason for using a, in our mind,
shallow network for validation. By only using two convolutional layers, along with
regularization techniques such as batch normalization and dropout, we made an
effort to increase the generalizability as much as possible. Additionally, Masters
and Luschi suggested that the batch-size used during training can severely impact
the stability and generalizability of a model (2018). He also mentions that a batch-
size of less than 32 is ideal. As such, we are confident that using a batch-size of
8-16 images, which is the limit for the hardware we used when training, would most
likely increase the generalizability as well.

6.3 Reflection on related work
In the related work section of this thesis we presented several studies in three main
categories. All of these have varying degrees of commonalities with our thesis, from
evaluating NNs, detecting defects or constructing a test harness for ML. The issue
we found in the field is that there exists a lack of research that bridge these research
topics. Also, research into creation of a representative test dataset is not abundant
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as no such paper was found for this thesis, although the paper by Raicharoen and
Lursinsap is closely related, focusing on reducing the size of the training dataset.
Possibly due to this, there is room for research regarding using the aforementioned
reference test dataset to evaluate various NNs. On the contrary, studies regarding
the evaluation of NNs are common. Furthermore, many studies were found regarding
defect detection using NNs. Among them, we have discovered that a specific type
of NN, namely CNN, is commonly used in the field of detecting defects on various
surfaces. This was corroborated by the fact that one of the tested classifiers in this
thesis produced a perfect result when evaluated using the created test harness.

6.4 Evaluation of the classifiers
Three binary classifiers were designed and created in this thesis, as explained in
subsection 4.2.6. The aforementioned test harness was then used to evaluate these
classifiers.

In order to verify that the test harness is a valid method for assessing various binary
classifiers, we only selected three of them as a proof of concept. Also, these clas-
sifiers use known structures, meaning their performance, in relation to each other,
should be known. However, due to the time limit, we do not evaluate more than
three classifiers to further verify our test harness.

Based on the acquired results from Table 5.10, we see that Classifier 1 successfully is
able to pass all 324 iterations. Conversely, Classifier 2 does not pass any iterations.
Additionally, Classifier 3 pass 116 iterations. These results are to be expected. The
classifiers using data derived from the same car model that the test harness is based
on performs better than a classifier that is trained on a different dataset, based on
another car model. The difference in performance for Classifier 1 and Classifier 2
can be contributed to the structure of the classifiers. Classifier 1 uses a NN-structure
of greater depth, allowing for more features to be learned. This is confirmation that
the experiments verify our initial hypothesis presented in RQ3.

6.5 Threats
The thesis was carried out by constructing and experimenting with various datasets
on three binary classifiers. The potential validity threats are discussed in detail
below.

6.5.1 Construct Validity
Construct validity primarily concerns earlier phases of a project, and is related to the
design of the research being conducted. Staron points out it is about “. . . how we
create the measurement instruments that measure the effects in our study.” (2020).
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In order to better focus our research on the defective parts, we decided to use only
one car model, from a single angle. This makes it difficult for us to generalize
our research, as it . Moreover, during the procedure of selecting outliers from the
datasets, after observing the confidence score, we used a method including IQR to
select the outliers as mentioned in subsubsection 4.2.1.3. Although the mentioned
IQR method is a standardized way of selecting outliers, we cannot be certain that it
is the most suitable way in our context. This produces a risk to the construct validity.

When constructing the test harness, no software tests are applied to the software in
question, whether that be the framework, the data or the classifiers used. There is
therefore a possibility of the existence of bugs, potentially affecting the results.

6.5.2 Internal Validity
Threats to internal validity are things that can affect the independent variable with
respect to causality, without the researcher’s knowledge [43].

During the validation process, when selecting outlier images, it was discovered that
one dataset (no-bumper) did not contain any outliers. This dataset was discarded for
this reason, without further investigation, as it had been made clear beforehand that
only outliers would be included in the test harness. It is possible that by performing
further analysis on these images would result in the discovery of characteristics. We
chose to put our trust in our method of exposing outliers, but it is possible this was
not an ideal method to use. However, with the other datasets containing at least 46
outliers, we believe those are distinctly different from the no-bumper dataset.

6.5.3 External Validity
According to Wohlin et al., external validity are conditions that would potentially
hinder the researchers to generalize their experiments results to industrial practice
(2012).

The tool which was used to generate images proved to be very effective. However,
there were various limitations of it that interfered with the complexity of the image
creation process. As an example, due to a flaw in the tool, the number of images
created for each defective part was different. This resulted in an increase in the time
required to create our datasets. Also, in the later period, we had to face the issue of
insufficient disk space due to the large number of images being created. Hence, we
were required to remove more parts to complete the creation of the datasets with
the risk being that desired parts may also be removed.

Given the confidentiality of the data provided in this research, the practical val-
idation may be difficult to replicate for other researchers. Therefore, the binary
classifier created may need to be adjusted by its own hyperparameters to fit various
datasets. Due to the fact that manual cropping was adopted to validate our binary
classifier that was mentioned in section 6.1, the acquired results may not be highly
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precise. This may increase the threat of generalizing the results.

Moreover, the expected performances of the networks evaluated in this thesis were
determined based on their structures. This only informs the general performance,
but this may differ depending on the data in relation to the network.

6.5.4 Conclusion Validity
Conclusion validity relates to the process of analyzing data, finding patterns in the
data and making inference at the end of the research. It is also our ability to draw
correct conclusions from our observation [40].

Only one CNN-based binary classifier was adopted in the treatment validation pro-
cess. This makes it difficult to make statements regarding the validity of the test
harness for other types of NNs. As a result, it makes us lack confidence in the
procedures applied during this study.

Furthermore, a problem occurred during the creation of the no-wheel dataset. De-
spite trying multiple times to re-execute the creation, the result remained the same.
This directly leads to the no-wheel dataset having a significant amount of images
fewer in comparison with the other datasets. Hence, this random event may cause
inaccurate sampling to further impact our final result.
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This thesis was conducted with the purpose of designing and creating a valid refer-
ence test harness for evaluating NNs in the context of defect detection in car images.
The study is closely linked to three research questions and their answers are provided
below.

7.1 Answers to research question
RQ1:

What characteristics in defective car images can be used in a test harness to assess
the quality of a NN?

According to Table 5.9, the characteristics we have identified for the no-wheel out-
liers are four colors with mudflaps and low suspension. Six colors, along with black
window outline and low suspension, are identified for the no-side-mirror outliers.
Last but not least, there is nothing more than the four colors that can be identified
in the no-grill outliers.

RQ2:

How can images with the characteristics identified in RQ1 be combined into a valid
test harness for NNs?

The procedures required to identify characteristics in datasets are collected and
presented in the list in subsection 5.2.1. This is a clear methodology to recreate
defective datasets for other domains, and is a prerequisite to the creation of the
full test harness. These procedures are found to be beneficial for researchers and
corporations in other subjects.

Based on the table we can see that the performance of Classifier 1 overtakes the
other two in this evaluation. Classifier 2, which has the shallowest structure and
less relevant training data, does not pass a single iteration. Meanwhile, the perfor-
mance of Classifier 3 is greater than Classifier 2, yet worse than Classifier 1. Hence,
these results confirm our theory that our test harness is a valid approach to evaluate
various binary classifiers.
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RQ3:

Can we identify adequate NNs using our test harness? What are the relevant metrics
when comparing NNs applied to the aforementioned dataset?

As explained in the answering of RQ2, we have adopted three binary classifiers in
the process of evaluation as a proof of concept. With the prior knowledge of the
tested classifiers’ performances, the test harness can be verified if it is a qualified tool
for identifying adequate NNs. From the obtained results, we can see that the results
of the experiments have verified our initial hypothesis in this RQ. We are able to
identify adequate NNs using our test harness. Given that the structure and training
data of Classifier 1 is more suitable than the other two classifiers, in addition to it
being the most appropriate classifier according to the results, makes it the classifier
we would recommend for a similar defect detection problem.

7.2 Future work
This thesis is only an initial step in the investigation of creating a reduced test har-
ness for NNs and there are many ways to continue the research conducted in this
thesis.

As we have mentioned throughout the report, this thesis was conducted with a focus
on individual defective car parts, from a single car model. To further investigate
the root cause of the difficulties in detecting defects, combinations of defective car
parts would need to be taken into consideration. Furthermore, to increase the gen-
eralizability of the results, analyzing additional car models may be pursued.

We also categorized the outliers during validation according to combinations of char-
acteristics. It may be beneficial to do further research into which specific single
characteristics is the actual contributor to the difficulty during classification.
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Appendix 1

Figure A.1: A box-plot showing the confidence score distribution of complete
prediction in each class.
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Figure A.2: A box-plot showing the confidence score distribution of defective
prediction in each class.
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Figure A.3: The model used for validation of the individual defective datasets
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Figure A.4: Classifier 1, used in the evaluation process.
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Figure A.5: Classifier 2, used in the evaluation process.
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Figure A.6: Classifier 3, used in the evaluation process.
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