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Abstract

The traffic related data collected from sensors on the road has been growing tremen-
dously. This trend requires new tools to process and analyse the records to extract
useful information such as incident detection. For this reason, this thesis explores
three different methods extracted from literature to detect road incidents (non-
recurring congestion) in Helsinki and analyse them using delay as a traffic conges-
tion metric with one year of data records (i.e., 2018). The three methods tested
are based on: dynamic threshold, delay prediction, and outlier detection. The first
method uses percentile score to set the thresholds that vary with time, whereas the
last two methods are performed employing the algorithm k-Nearest Neighbours (k-
NN). The methods validation is tested using a data source that contains part of the
incidents occurred during the recordings. This data source is uncompleted as the
major part of the incidents are usually not reported. The results shows that k-NN
outlier detection outperform the other two methods as reach the 60% of accuracy
with the most reasonable number of non-reported incidents (4,35%). Therefore, the
research expose that outlier methods are one of the easiest ways to detect incidents
in traffic data. Such methods trend to be simpler and obtain better results than
more complex techniques. Finally, the incident analysis shows that the most severe
accidents occur during the morning rush hour, whereas the afternoon rush hour
concentrates the major number of incidents.

Keywords: Traffic, congestion, machine learning, outlier detection.
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Introduction

During the last century, the percentage of people living in cities has continued to
grow [4, 5]. As a result, cities have increased not only their internal mobility, but also
the people trying to get in and out of them. Despite the recent COVID pandemic
that has temporarily reduced the travel demand, road traffic has rebounded to its
normal pre-pandemic level or even higher [6]. Meanwhile, every year millions of
dollars are lost because of delays, extra fuel consumption, and incidents [7] [8].
Moreover, there is an environmental cost and psychological stress that are caused
by traffic congestion [9]. Consequently, for more than 100 years, many governments,
universities, and companies have investigated and developed systems to study and
control traffic to understand and avoid major congestion [10] [11]. Despite the
efforts made, the cost caused by congestion during 2018 at EU states member was
approximately 100 billion €. And the forecast for 2050 is 150 billion € [12].

1.1 Background

For the last 20 years, many sensors measuring different parameters have been placed
on road segments around the globe [13]. The amount of information collected com-
bined with the increase of computational power has enabled machine learning to
increase its prominence in traffic related studies [2, 3, 14, 15]. Despite of that, the
analysis of large amounts of data hides many challenges such as handle big files,
differentiate useful information from noisy one, and more [16].

Road incidents detection is an important research field in traffic studies [16]. A road
incident is considered as an event such as an accident, bad weather, or construc-
tion works, that causes more traffic congestion than normal [17]. When analysing
traffic data, congestion caused by incidents can be difficult to differentiate from the
variability of usual traffic [18]. Accordingly, the congestion caused by incidents is
named non-recurring congestion (NRC) . In contrast, recurring congestion can be
defined as the congestion that appears seasonally during peak hours [19].

There have been many attempts to study how much of the total congestion is caused
by NRC incidents [19, 20, 21], but there are not many studies focused on detecting
and studying incidents. Recently, NRC detection has gained relevance due to the
necessity of traffic centers to detect it, and take preventive action to mitigate its
effects [16]. The importance of NRC relays on its unpredictable character, which
introduce a random variable when people and companies try to plan their journeys,
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meetings, and delivery times. Therefore, a quick mitigation of NRC contribute to
strengthen the economy and make life easier to people [22].

Most of the NRC detection studies have focused on a limited subset of a given road
network due to the necessity of evaluating many factors at the same time such as:
velocity, weather conditions, incidents, and traffic capacity [17, 22]. That number
of parameters can be hard to record in a large road network such as those found in
cities.

In consequence, when studying NRC in urban networks, more challenges need to
be dealt with. One is the lack of incidents information. It is not easy to record
information of a big road network and usually there is no way to know if there
was a real NRC episode or not [23]. In addition, the urban networks tend to be
heterogeneous in terms of lengths and links [24]. Therefore, the NRC events may
not have the same consequences depending on which road they take place at. As
an example, short roads tend to have more variability in terms of traffic, while long
roads do not [16]. That different behaviour makes it more difficult to detect NRC
in both kinds of roads at the same time .

1.2 Aim of the project

The aim of this master thesis is to detect and study non-recurring congestion in
Helsinki, Finland. The dataset consists in speed recordings obtained every 5 minutes
during 2018 from HERE [25], a major online real-time traffic information provider.
Therefore, the thesis analyze and study the historical data recorded during that
year. The pillars for achieving the main goals are:

e Find a valid method to detect non-recurring congestion.
e Analyse non-recurring congestion episodes.

Within this objectives, it is aimed to facilitate future work on NRC episodes detec-
tion.

1.3 Thesis outline

The Master thesis is structured in six chapters. Chapter 1 contains the introduction
to the topic and the thesis structure. On chapter 2, a background of the traffic
data and the methods used to detect NRC are explained. Chapter 3 describes the
data-sets used and the processing and cleaning steps applied. Chapter 4 explains
the methodology followed to analyse the data, the three different NRC detection
methods tested, and the analysis of the NRC episodes found. Chapter 5 presents
the results obtained and their discussion. Finally, on chapter 6 the conclusions of
the master thesis are exposed as well as the proposed future work.
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This chapter include previous literature findings on congestion detection and study.
Additionally, it introduces some crucial topics such as recurring/non-recurring con-
gestion, traffic data collection methods and congestion metrics.

2.1 Recurring/Non-recurring congestion

Most traffic centers distinguish between two types of congestion: recurring and non-
recurring [16]. Recurring congestion is the one that is expected to happen regularly
as it is caused by an excess of demand like on rush hours. On the other hand, non-
recurring congestion (NRC) is caused by unexpected events. Some examples could
be accidents, vehicles breakdowns, or scheduled events like road works and football
matches [17].

2.2 Data collection methods

Each traffic study is influenced by the data set used. At the same time, the data
set is conditioned by the collection method used to sample the data. The collection
of traffic data can be separated into two main groups: fixed sensors, and mobile
devices.

2.2.1 Fixed sensors

The traditional source of traffic data has been the sensors that can be spread around
the network. There are many kinds of sensors like traffic cameras, radar sensors,
inductive loop detectors, or magnetic sensors. This infrastructure is usually more
reliable than mobile devices. The drawback of fixed sensors is the cost and the huge
infrastructure required to cover a significant part of the network. Also, it can be
inaccurate when measuring different kinds of vehicles such as trucks and motorbikes
[26].

Some of this sensors do not provide instant information. An example is traffic
cameras. This kind of sensors report visual data of the road status. That information
needs to be converted into some numeric data to be useful to work with. One of
the technologies used is Automatic Number Plate Recognition (ANPR) cameras.

3
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That system allows for the estimation of the aggregate of link journey time that is
explained in section 2.3.

2.2.2 Mobile devices

During the last few years, the evolution of wireless technologies, cars, and mobile
phones have changed data collection significantly. Nowadays, there are many devices
collecting data that can be useful to analyze the road status. Consequently, new
companies have emerged to collect and uniform that amount of data to make it
profitable [1]. Some of those companies are HERE, INRIX and TomTom.

Those data providers usually divide the road network into segments using Traffic
Message Channel (TMC) location reference [27]. For each segment at each instant
of time, information about the traffic speed, time, and other complementary infor-
mation is provided.

The advantage of this kind of data source is that it is available from any part of the
network without extra infrastructure. The drawback is that this information is not
always reliable and accurate. That is why many studies have focused on studying
the reliability of these measurements, comparing the data with measurements taken
with other technologies such as radar sensors [28].

2.3 Congestion measurement metrics

There are many metrics to evaluate the level of congestion. Fach of them has its
own advantages and disadvantages, but all of them should have common specific
characteristics as it is specified at [26]:

« Easy to understand and unambiguous.

o Ability to describe the current state of traffic and its future changes.
o Ability to apply statistical techniques.

o Applicability to various facilities and time periods.

Below, you can find some of the congestion metrics used on NRC detection studies
and their explanations. Notice that in most studies, the data used and how it has
been collected set also the congestion metric.

Speed

Speed is one of the simplest metrics. It is easy to understand as usually it represents
the average speed of a part of a road during a determined period of time. The lower
the speed is compared to the road limit, the more congestion there is expected to be.
Further details about the speed as a congestion metric can be found at [26]. Some
NRC detection studios explained at 2.4 that use speed as a metric are [1, 22, 29].
On the other hand, speed metric cannot be directly used to compare roads that have
different speed limit.

4
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Travel time

The travel time metric in congestion is used to measure the time that is required to
go from one point to another [30]. It has the advantage of expressing congestion in
terms of both space and time.

Many metrics are derived from travel time, such as Link Journey Time (LJT). The
LJT is the estimated journey time through a link at an established time interval
and is obtained by matching the ANPR cameras’ readings [16, 18]. The procedure
of the conversion from images to LJT is explained in [31].

Another research that uses travel time as a congestion metric is [32] where the travel
time is recorded by sensors on the city main roads. After processing the information,
they use causality trees [33] to find recurrent congestion patterns.

Delay

The delay metric is calculated with the travel time. It is similar to the travel time
and is defined as the additional travel time necessary to cover a distance compared
to the travel time necessary in a non congested scenario. Consequently, and as it
is the case with the travel time metric, it is not a direct measure and is mainly
calculated using the speed.

Delay is a normalized metric that allows comparing different roads, and consequently
facilitates analyzing and extracting conclusions from their values. Also, it can be
useful when there is a lack of flow information. For these reasons, this is the metric
chosen within this master thesis. The used formulas are shown below as explained
in [34]:

ty, = ? - 60 (2.1)
[
to, = — - 60 (2.2)
Si
Delay = max <toil_tli, O) (2.3)

The ty; is travel time in minutes of a vehicle running at free flow speed for the
segment i. Where [; is the length of the segment in km, and f; is the speed limit.
The tq; is travel time in minutes of a vehicle running at current speed for the same
segment 1. Where s; is the current speed of the segment ¢ at a given time.

Finally, the delay is expressed in min/km. Notice that if the current travel time is
lower than the free flow travel time, it is counted as 0 min/km of delay. Delay can
also be relativized to permit different kind of roads comparison. The drawback is
that it can be difficult to understand as it is a dimensionless measure.
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2.4 Incident detection methods

The methods used to detect incidents are strongly related to each research and
the data set used. Therefore, it is recommended to know the whole context of
the study to understand each method. The way to detect incidents is based on
finding abnormal values of congestion, that is to say NRC. Most of the studies use
statistical tools to develop their methods, but also some of them apply machine
learning techniques. In this section a summary of methods found on the literature
are explained.

Dynamic threshold

The dynamic threshold method is based on a threshold that changes through time.
The measures that have higher/lower values than the threshold are considered as
suspicious of being part of a NRC episode. A dynamic threshold can be applied to
many types of measures, the most common are speed and travel time.

Speed based An example of speed dynamic threshold application is [1]. The
starting point of this study is a speed data source obtained by the data provider
INRIX [35] every 1 minute of the region lowa. After evaluating the data quality,
they decided to focus their study only on the Iowa Interstates network as its quality
was superior compared with the rest of the network. The dynamic threshold is
calculated using the algorithm adopted by [36]. That algorithm uses the last two
months of data from each segment and calculates a threshold every 15 minutes for
each weekday as follows:

Threshold = Median Speed — 2 - IQR* (2.4)

Additionally, another static threshold is taken into account: 45 mph. They real-
ized that below 45 miles per hour (mph), the quality of the speed measurements
started to decrease considerably. Finally, the detection of non-recurring congestion
is summarized as:

1. The speed drops below 45 mph.
2. The speed drops below the threshold during more than 15 minutes.

3. A matching incident must be reported by Iowa Advanced Traffic Management
System.

At the following figure extracted from that research, the detection is illustrated:

'IQR: Inter Quartile Range. Difference between the 75th and 25th percentiles.
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60 [~
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Figure 2.1: Example of the speed dynamic threshold detection used in [1]. Source:

1]

A relevant conclusion they get through is that the segments with a length lower
than 0,64 km have more speed variability and are more difficult to study.

Another example of speed dynamic threshold is the study [22]. The method is
based on an adjusted boxplot. The data source is real-time traffic conditions for a
one minute interval from each TMC segment. Their proposal is based on the premise
that any measure out of the following interval can be classified as a potential crash
case:

(@1 —15-IQR, Qs +15-IQR] (2.5)

Where @ is the quantile, and IQR the inter quantile limit. The interval described
at 2.5 cannot be applied directly as the results could be distorted by if the data
is skewed. On their case, many regular observations exceed the interval defined at
thick-tailed symmetric distributions, while the contrary effect happens at thin tailed
distribution [37]. To avoid that, they measure the skewness of their data using the
medcouple (MC) [38]. Finally, they managed to adjust the skewness as follows:

[h(MC) = 1.5¢*MC | b, (MC) = 1.5¢"M¢ (2.6)
Following what Chung and Recker studied in [39], two speed sections at a time can
be defined:
o Si(tn) <= Q1 — h(MC) IQR: under crash impact area
o Si(tn) > Q1 — h(MC) IQR: crash-free area.

Consequently, the measurements located in the first section are defined as possible
NRC episodes.

Time travel based Two examples of time travel dynamic threshold are explained
in [16, 18]. Their study is based on Link Journey Time data obtained using ANPR

7



2. Background

cameras in London. The dynamic threshold is based on the per cent point func-
tion method to consider the statistical distribution of the LJTs. The formula was
extracted from [40]:

G(p) = exp(p+ oo~ (p)) (2.7)

P is the cumulative probability, ¢~!(p) is the per cent point function of the standard
normal distribution function, mu and sigma are the mean and standard deviation
of the underlying normal distribution, respectively.

The process calculates the pith percentile value of an LJT for each time. A measure
is considered to belong to an NRC if the measure is higher than the percentile limit
calculated for that link at that time. Then the LJT that is higher than its pith
percentile are clustered with other LJTs that are linked to and that had higher
measurements at the same time as well (Spatio-temporal overlap).

Expected traffic

This method is based on calculating the expected traffic status for each instant of
time, and then compare the calculated values with the real ones. If the difference
between the two measurements is too large, the method reports a NRC episode. An
example of this method is also applied in studies [16, 18], that proposed a second
method adapted from the expectation-based space-time regions (STSs) described in
[41]. The procedure relies on three steps:

1. Creating space-time regions (STR)
2. Determining the likelihood ratio function using the LJT distribution.

3. Determining significant STRs by comparing the likelihood ratio scores with
the observed data.

A fake scenario with no NRC episodes is created and compared with the observed
LJT. LJTs that do not fit the fake scenario are classified as NRC. Finally, the same
spatio-temporal overlap observations are made.

Machine learning outlier detection

Another way to approach NRC detection is to apply machine learning [42] to detect
outlier values. There are many algorithms that can be used to detect outliers such

as DBSCAN, k-NN, SVM, and more.

In [14] a distance based method using k-Nearest Neighbor (k-NN) is applied to detect
outliers from the flow distribution probabilities. Their study can be structured in
two main parts:

1. Building a flow distribution for each location for a given time interval using
historical data.

2. Applying the outlier detection technique.

The historical distribution is used to detect outliers in new flow’s distribution coming

8



2. Background

in a streaming way. If the data is an inlier, it is included in the historical data. For
the outlier detection, they used k-NN-FDP? algorithm [15]. The algorithm returned
a Boolean that indicates if the new flow measure is an outlier or not. The algorithm
calculate the distance using KL-divergence between the historical values and the
new value. If it exceed a threshold, the measure is labeled as an outlier.

Machine learning traffic prediction

During the background research, other studies based on machine learning traffic
prediction, but not focused on NRC detection, were found. Some of those studies
are explained below as one of the NRC detection method (expectation method) is
based on calculating the expected traffic.

k-NN flow prediction An example of this technique is [2], where the algorithm
k-NN is used for short-term traffic flow prediction. The basic idea is to use historical
data to predict the flow of the next 5 minutes as follows:

‘ Historic data |
‘ Historic database ‘ Data Process

| Match state vector ‘

v

| K nearest neighbor ‘

v

| Prediction algorithm ‘

v

| Prediction results ‘

Figure 2.2: Scheme of the k-NN method used to predict the next 5 minutes using
historical data. Source: [2]

The method is applied on urban expressways in Shanghai where they get the real-
time flow for the last instant of time, build a vector of traffic flow, and compare it
with the historical data. After testing with different number of neighbors (k) and
vector lengths (q), they find out that using k=18 and q=4, they could reach an
accuracy of 90% and a MAPE3 of less than 10%.

CNN image based prediction A different approach to predict road network
speed can be found in [3]. They took profit from the potential of Convolutional
neural network (CNN) algorithm. CNN is considered a deep learning algorithm as

2FDP: Flow Distribution Probability
SMAPE: Mean Absolute Percent Error
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it uses a complex convolutional function. It is mainly used in artificial vision and
natural language processing.

Their idea is to transform the traffic speed values into an image using a matrix-based
method. Therefore, for each instant of time, the network has a different image. As
illustrated at figure 2.3, each column of the matrix represents an instant of time,
while the rows represent the road sections. Finally, each value of the matrix corre-
sponds to the traffic speed at its section ) and time N. The process is illustrated
by them on the following figure:

— i —

N —

3 eoe *" !

1 §7/4 ,‘4‘
matrix image 4 .

; -
representation e  generation
.

— .

/ ity

17
17
17
77
ok 17
! 7]
]
77

space

image

average traffic speeds - :
8¢ {1 P time convert the matrix to the channel

Figure 2.3: Methodology followed to transform speed recordings to image. Source:

3]

The method is implemented in two networks that group just one-way roads with
different complexities. The technique is tested making predictions for 10 and 20
minutes using 30 and 40 minutes of previous speed recordings. Finally, the system
developed is compared to other methods: OLS, k-NN, ANN, RF, SAE, RNN and
LSTM NNs and it is found that CNN outperforms all of them with an average
accuracy promotion of 42.91%. Even though, they also mention that the main
drawback of the method is the training time.

10
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Data and data processing

In this chapter you can find all the information related to the original data sets:
speed data set, and reported incidents data set. Furthermore, the cleaning and
processing of these data sets, as well as the delay calculation are also explained.

3.1 Data source: HERE

The data used in this master thesis was obtained from HERE [25], a major online
real-time traffic information provider. HERE provides real-time information of more
than 83 countries such as traffic speed, incident and accident information, real-time
weather and more. The data is obtained using an open application programming
interface (API). In this case, even that this master thesis only study Helsinki, the
data was collected from 45 different cities. The sampling was done every 5 minutes
during 1 year for more than 300 thousand road segments.

The validation of the data is done previously in [34]. Their work is focused on
describing and analyzing the traffic data obtained from 45 cities. To validate the
data, they use traffic sensor data collected by the Swedish Transport Administration
(STA). They compare some road segments with high data availability and find out
that HERE data tend to match with the real data collected by STA. Finally, they
conclude that the data source can be used for traffic research proposes.

3.2 Input data-sets

Despite the data available is composed of 45 cities, this study is only focused on
the city of Helsinki. The reason to chose Helsinki is that it is the city that has
the best incident reporting for 2018, and which data set size is still reasonable to
handle with an common computer. The Helsinki speed data-set has a size of 13
GB with more than 231 million samples from 2.158 different road segments. The
network segmentation is partitioned using TMC location reference. The file contains
7 columns, but only the following 6 are relevant:

e Time: The time column contains the exact time when the measurement was
taken.

o Segment name: Name of the segment in TMC code.

o Confidence: It is a confidence indicator of the speed measurement that in-
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3. Data and data processing

dicates how reliable the sample is. The indicator is calculated taking into
account the number of observations used for determine the speed value, and
the variance of those observations.

o Free flow speed: The speed of the segment when there is no traffic.
o Speed cap: The speed caped with the road speed limit.
e Speed uncap: The speed registered without cap.

Segment location data-set The Helsinki location file has a size of 2.209 KB and
contains the segments names with its associated GPS coordinates. The file has 4
columns with the following information:

« Road name: Real name of the road.
e Segment name: Name of the segment in TMC code.

o GPS coordinates: It is a list that contains many pairs of GPS points. Each
pair of GPS points represents a part of the segment.

Incident reported data-set The Helsinki incidents file has a size of 6.284 KB
with 32.505 samples. The file contains 11 columns, but only the following 4 are
relevant:

e Time: Time when the incident is reported.
e Start time: Time when the incident started.
e End time: Time when the incident ended.

e Segment name: Segment where the incident is reported.

3.3 Cleaning and pre-processing

Three different data sets are the start point of the analysis, but first they need to
be cleaned and processed. The following scheme illustrates what is expected from
each one:

Segments location Reported incidents
data set data set

l’ A 4 i
1. Segments lengths —)[ 2. Delay data set ]—b 3. Incidents cleaned

Figure 3.1: Cleaning and pre-processing scheme followed in this thesis. The arrows
indicates the data sets used to obtain the next data set.

[ Speed data set ] [

In grey, the original data sets. In orange, the first data set obtained. In purple,
the delay data set obtained using the speed and segment lengths. Eventually, in
green the final incidents, obtained from the reported incidents data set, and cleaned
analyzing its impact on delay.
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Segment length calculation The length of each segment is a sum of the distance
between the pair of GPS points. This distance was calculated using the "harvesine’
formula for each pair of points:

Y AY o (AN
a = sin <2> + cos(¢l) - sin <2> (3.1)
c=2-atan2(/a/1 — a) (3.2)

Distance = R - ¢ (3.3)

Where ¢ is the latitude, X is the longitude, and R is the radium of the earth.

Speed data-set cleaning Relevant road segments in the city are chosen to work
with fluently as Helsinki speed file is too large. To decide which road segments are
relevant, the incident file is analyzed, and it is found out that only 85 segments
have incidents reported after cleaning. As ground truth data is needed to test the
methods performance, it is decided to work only with those 85 segments instead of
all the 2.158. After cleaning the segments, the speed file reduce its size from 13 GB
to 0.6 GB.

Delay calculation The delay for each sample of the cleaned speed data-set is
calculated using the earlier introduced formula 2.3.

Reported incidents data set cleaning The reported incidents data set has
32.505 rows, but not each of them belong to a single incident. To clean the file only
the last end hour recorded is kept as all of them have many consecutive end hours
recorded. The result is 445 incidents registered in 1 year belonging to 124 segments
in the Helsinki area.

Afterwards, an exploration of the incidents is done to validate if they are well re-
ported. After the exploration, it is seen that not all the incidents are well reported,
as it is exposed at figure 3.2. This figure shows the delay shape for an incident
compared with the average delay shape. Additionally, the start and end hour for
the incident is also indicated.
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Incident and normal delay shape compared
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Figure 3.2: Day delay shape for an accident day compared with the average delay
shape.

In order to clean the incidents, the incidents severity is explored plotting the dis-
tribution of the maximum delay value reached during each incident. Additionally
the percentile of each maximum delay is calculated based on the samples registered
at the same segment, at the same time and during the same week-group. That ad-
ditional histogram allows us to analyze if the delays reached registered during each
incidents are normal or not.
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Figure 3.3: A: Distribution of the maximum delay reached during each incident.
B: Distribution of the percentile of the maximum delay reached of each accident

Finally, after evaluating both plots in figure 3.3, it is decided to delete the minor
incidents by applying two different layers of filtering:

» Delete the incidents with a maximum delay lower than 0,5 min/km.
o Delete the incidents with maximum delay percentile lower than 90%.

The first filter is applied because the accidents with a low delay are not that relevant
for the study are hard to detect. The second filter is applied to guarantee that the
delays registered during the incident are abnormal, and in consequence, that the
incident is relevant. After the cleaning, only 185 incidents are kept from 85 different
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segments.
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Methodology

This chapter is focused on explaining the methodology followed, and it is divided
in six sections. The first section includes a brief description of the tools used to
develop the thesis. The second section explains the time resolution chosen for the
data and used during the whole master thesis. The third part exposes the process
followed to find recurrent congestion patterns. In the fourth section, the NRC
detection methods tested are explained in detail. The fifth section describe the
process followed to analyse the NRC episodes detected. Ultimately, in the sixth
part the strategy used to calculate the cost of the congestion is explained.

4.1 Research environment

The thesis is developed using Python programming language and its environment
[43]. The main libraries employed are:

e NumPy: It allows users to operate mathematical functions to large multi-
dimensional arrays and matrices [44].

o Pandas: It allows users to manipulate and analyze data using numerical tables
and time series [45].

o Daskdataframe: Similar to pandas, but it also allows parallel computing to
manage large amount of data [46].

o Multiprocessing: It allows generic parallel computing [47].

o Scikit learn: It allows users to apply machine learning algorithms to their
analysis [48].

o GeoPandas: It allows users to work with geospatial data through pandas
library [49].

4.2 Time resolution

The data set used is composed by samples recorded every 5 minutes. That is, it has
a time resolution of 5 minutes. Nevertheless, the time resolution used at this master
thesis has been 10 minutes due to two main reasons: not all the segments used
for the study have measurements every 5 minutes, and working with a 10-minute
window reduced data-set size, and in consequence, the time that the computer needs
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to process the data. The last point is a key aspect to smooth the analysis, as many
processes are executed to treat the data, study the methods, and analyse the results.

The procedure followed to change the time window resolution from 5 to 10 minutes
is:

1. Divide the time into 10 minutes slots for each day [0:00, 0:10, ..., 23:50] result-
ing in 144 slots per day.

2. Calculate the delay of each 10 minute slot as the average of the delays sampled
during each of those slots.

Therefore, each segment have 37.440 time slots (144 per day - 260 working days).

4.3 Recurring patterns

Before detecting NRC episodes, a preliminary analysis about the data given is car-
ried out. The analysis aims to find the regular delay behaviour that is expected to
improve NRC detection. During the analysis, two main paths are explored: finding
time patterns and similarities between segments. Comparing and classifying is re-
quired in order to carry out the proposed analysis. These processes cannot be done
directly as the data has to be standardized beforehand. The standardization and
clustering techniques used are explained below.

Standardization The standardization have to be applied due to the different
segment, delay scale. Otherwise some similar delay shapes would be considered
different, even if they share similar patterns as showed at figure 4.1. In consequence,
the standard is applied by removing the mean and scaling to unit variance [48].

A: Before standarization B: After standarization
0,6 3
05 2,5
2
0,4
: 1,5
03 \ t / \\
0,5 , \
0,2 \\ ) / /\ ' \\
/ \— \
0,1 \,\ 05 0 5 10 15 2N 25
0 N . 1 \_(,./\‘ X

0 5 10 15 20 25 -1,5

——Segment A Segment B ——Segment A stand. Segment B stand.

Figure 4.1: A: Average delay values per hour of the day for two different segments.
B: Same average delay values, but standardized.

Clustering To classify the segments into groups the algorithm K-means is chosen.
K-means separates samples into a predefined number of clusters with equal variance,
minimizing the sum of squared error (SSE) [50]. Choosing the number of clusters is
not trivial and the selection is usually done by looking at two measures:

e Sum of squared error (SSE): SSE is calculated as the sum of the squared
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distance between centroid and each member of the cluster. The lower, the
better.

o Silhouette Coefficient: It provides information regarding how well an object
has been classified. It is ranged between -1 and 1, and the closest to 1, the
better. If it is closer to 0 means that the clusters are overlapping between
them. More information can be found in study [51].

A good clustering should have a Silhouette coefficient as closer to 1, with the lowest
SSE possible.

4.4 Non-Recurring Congestion detection

In this section, three different NRC congestion detection methods are explained: one
statistical-based method called dynamic threshold and two machine learning based
methods called k-NN delay prediction and k-NN local outliers, respectively.

4.4.1 Considerations

Some basic aspects observed during the delay exploration, are taken into consider-
ation for all three of the NRC detection methods tested (section 5.1). These rules
can be summarized as follows:

« Segment separation: Each segment has different delay behaviors. There-
fore, each segment is taken into consideration individually when applying all
the methods.

o Week-group separation: The delay of each segment can be clustered into
two different week-groups: weekdays and weekends. Due to there being more
data available for the first group, only weekdays are used for this study.

o Time of day: The delay has a repeated pattern each 24 hours. In conse-
quence, the time of day is taken into consideration in all the methods tested.

e Time between two abnormal measurements: To consider NRC episodes,
at least two measurements have to be marked as abnormal in less than x
minutes. The x values explored are 10, 20 and 30 minutes. That requirement,
combined with the 10 minute time window, limit the methods to detect only
the incidents that last 20 minutes or more.

4.4.2 Delay dynamic threshold

The first method tested to detect NRC episodes is focused on statistics as it is the
most common technique find on literature as explained in section 2.4. Following the
findings at [22], a dynamic threshold is proposed to detect NRC episodes. Delay
dynamic threshold mark as possible non recurring congestion the values that exceed
a threshold during a certain time. That threshold is calculated by adapting the
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formula 2.4:

Th’I“GShOldij = MDZ] +n- IQRW (41)

Where M D is the median delay, IQR is the inter quantile range, 7 is the time, j
the segment, and the parameter n a number that need to be optimized. Figure 4.2
expose a sample of how dynamic threshold works.

Sample of dynamic threshold detection

0.4

0,3

Delay [mirvkm]

0,2

0,1

01 2 3 4 5 6 7 8 9 101112 13 14 1516 17 18 19 20 21 22 23
Time of the day (h)
=== Threshold Delay

Figure 4.2: Example of how dynamic threshold detection works.

In consequence, the dynamic threshold is composed of different thresholds calculated
for each different segment ¢ and at each time j taking into account only weekdays.
As it is worked with a 10-minute time resolution (6 slots per hour), 12.240 different
thresholds are found for each n value tested:

No' of thresholds = 85 -24 -6 = 12.240 (4.2)

Where 85 is the number of segments studied, 24 the hours in a day, and 6 the 10
minutes slots that 1 hour has.

The formula 4.1 can not be applied directly, because in case of a fat tail in the delay
distribution, many observations will exceed the threshold defined, and would be con-
sidered as incidents without being really incidents [22]. For that reason, the skewness
is studied using medcouple values. The medcouple value measures the skewness of
an univariate distribution and it is limited between -1 and 1 [38]. Distributions that
are skewed to the right have a positive medcouple, while distributions skewed to
the left have a negative medcouple. Normal distributions have medcouple values
close to 0. Additionally, as mentioned in section 4.4.1, a minimum of 2 abnormal
measurements needs to be detected in less than 10, 20 or 30 minutes to consider an
NRC episode.

INumber
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4.4.3 Machine learning methods

As part of the literature work with machine learning techniques, two of these tech-
niques are explored as methods to detect non recurring congestion: predict the
typical delay and later compare it with the real measurements, and use outlier tech-
niques to detect abnormal measurements. In this master thesis, both of the methods
are applied using the algorithm k-Nearest Neighbors (k-NN), therefore the following
section explains briefly how it works.

k-NN algorithm

The k-NN algorithm is a simple way to find a predefined number (k) of dataset
samples, in this case historical values, that are closest in distance to the new point.
Later, the closest samples can be used to predict the value from the new point. The
historical data is usually named as training data, and each sample has numerical
attributes that are used to calculate the distance [2]. In both cases the distance
used is the Euclidean. For a two dimension point it is calculated as follows:

d(p.q) = /(@ — pa)? + (g, — py)? (4.3)

Moreover, to evaluate the performance when using k-NN to predict, some additional
metrics are commonly used:

o Mean Absolute error (MAE): It is calculated as the mean of all the ab-
solute errors between the predicted and the real value. It give an idea of how
precis is the prediction. The closer to 0, the better.

1 nsam;wles_1
MAE(y, ypred) = n l Z |y — Ypred; (4.4)
samples i=0

e« R2 score: It is the coefficient of determination and it measure the precision
for new predictions using the proportion of explained variance [52]. Therefore,
r2 measures how well the model can predict the next values. The closer to 1,
the better.

NRC detection based on delay prediction

This method try to predict the expected delay by taking into account 20 to 60
minutes of previous delay values (2 to 6 values as the time resolution is 10 minutes).
Taking as an example [2], k-NN is the algorithm chosen to predict the delay. The
method can be described as follows:

1. Converting each sample into a point of 2-6 attributes (previous delay).
2. Finding the k closest points for each sample using k-NN.

3. Predict the delay value for the next 10 minutes of each sample.

4

. Compare the predicted delay value with the real one, and decide if the real
value is abnormal.
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To evaluate point 4, a threshold is set using the natural logarithm (In) of the division
between the real delay and the predicted delay. The division quantifies how much
bigger is the real value in comparison to the predicted one:

Real delay

Dif ference = In Predicted delay

(4.5)

The reason to apply In is because the division can highlight slight variations when
the delay values are close to 0. Small differences can result in a high division number,

whereas big differences can be hidden. The In smooths this effect as explained in
table 4.1.

Table 4.1: Sample of natural logarithm smooth effect. A: Slight difference between
delays that are close to 0 min/km. B: Big difference between large delays.

Real delay | Predicted delay | Difference | Real delay/Pred. In(div)
[min/km)| [min/km)] [min/km)] delay (div)
A 0,1 0,04 0,06 2,5 0,92
B 7 5 2 1,4 0,34

As well as on the dynamic threshold, a minimum of 2 abnormal measurements needs
to be detected in less than 10, 20 or 30 minutes to consider an NRC episode.

k-NN Local outliers

Finally, a second method based on machine learning is tested. The technique called
k-NN Local Outliers is very similar to the Local Outlier Factor (LOF) technique
that is suggested in [14].

The algorithm k-NN Local Outliers is based on detecting the measurements that are
isolated from the others. To detect them, the algorithm k-NN calculates the distance
between the k closest measurements and computes the average of the k distances
obtained. If the mean distance is larger than a threshold, it is considered as isolated
from the other measurements. This process is repeated for each measurement of each
segment. To apply this method, each sample is converted into a two dimensional
point (x,y) with the following information:

o x= The time of day transformed using the sine function to avoid a discontinuity
between 0:00h and 23:59h, and in the end, normalized between 0 and 1. See
figure 4.3.

o y= Delay normalized also between 0 and 1.

22



4. Methodology

Time normalization
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Figure 4.3: Discontinuity of the time in hours (blue), and the normalization applied
to solve it (orange).

In the following example plot, each point represents a delay measurement for one
segment at three different weekdays. The abnormal delay measurements that the
method would detect are circled as they are isolated from the others.

Sample of k-NN Local Outlier detection
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Figure 4.4: Sample of k-NN Local Outlier method incident detection.

This method has three different parameters that need to be optimized: number of
neighbors, minimum time between two isolated measures, and minimum average
distance to consider the delay measurement as isolated. That minimum average
distance should not be the same for each segment, as each segment may have different
measurements sparseness. For that reason, it is decided to create an average distance
threshold calculated for each different segment:

Max(MDsse, ;)

4.
77d77 ( 6)

A.D.Thresholdse, ; =
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Where the numerator M Ds is the maximum average distance obtained of each
segment, and d is a number that has to be optimized. Eventually, as the previous
methods, a minimum of 2 abnormal measurements needs to be detected in less than
10, 20 or 30 minutes to consider an NRC episode.

4.4.4 Validations

In order to evaluate the methods, some uniformed metrics have to be predefined.
As the only ground-truth data available is the incident data-set, the following two
main metrics are examined:

1. Number of reported incidents (registered in the incident file) detected by the
method. During the rest of the thesis, this metric is named as (1).

2. Number of extra incidents detected by the method at day scale. This number
does not take into account the registered ones (1). During the rest of the
thesis, this metric is named as (2).

The first metric aim to analyze if the method succeed in detecting the reported
incidents. Whereas the second metric evaluate the number incidents detected by
the method over the total possible incidents, taking into account the assumption
that each segment can only register one incident per day (day scale). A high value
for the second metric mean that the method is not able to distinguish NRC episodes
from recurring traffic. The following table illustrates how metrics (1) and (2) are
calculated:

Table 4.2: Sample of the table used to present the validation metrics results of
each method.

Number of Percentage of Number of Percentage of
reported incidents | reported incidents | extra incidents | extra incidents
detected detected detected detected
(1) (1)/185 (2) (2)/22100

The percentages are calculated over the total number of cleaned incidents registered
(185), and total number of possible incidents to be detected at day scale (260 week-
days - 85 segments = 22100). Notice that an incident is considered as detected if
the method detected an NRC episode during a period between the start and end
registered in the incidents file.

Optimization

The optimization of the methods rely on reaching the maximum number of reported
incidents detected with the lowest number of extra incidents detected. This criteria
is set for two main reasons: there is no ground truth data about the real number
of incidents occurred, and to ensure that the incidents detected had a real impact
on the delay. Otherwise, if the method reach high values of reported incidents,
but also high values of extra incidents, the method would have no criteria when
distinguishing incidents from normal congestion.
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When optimizing the methods a problem emerged: if the requirements for consider-
ing an NRC episode are low enough, the methods always reach the 100% of reported
incidents detected, but at the same time a high number of extra incidents detected.
For that reason, it is decided to set a 60% of reported incidents detected as it is the
reasonable accuracy expected for this kind of studies [53].

4.5 Incident analysis

Finally, the incidents detected by the method chosen are analyzed. Therefore, as it
can be seen in figure 4.5 from all the cleaned incidents (185), only the ones detected
by the method are included in the analysis (blue and yellow).

. + O Cleaned reported incidents
O Incidents reported and detected by the method chosen.

O + . Incidents detected by the method chosen.

Figure 4.5: Scheme of the incidents selected for the analysis.

The analysis is focused on studying the characteristics of the incidents and on finding
time and location patterns. The characteristics studied are the duration and severity.
The duration is calculated using the start and end time of the incident. To evaluate
the severity, the maximum delay value registered during each incident is taken as
an indicator.

The time pattern study is focused on the frequency of the incidents in time. There-
fore the number of incidents per hour, weekday and month, are studied. Also, the
relation between duration, severity and time of day is studied. During the space
analysis the distribution of the incidents is examined to visualize the most troubled
road segments of Helsinki.

4.6 Congestion costs

In order to calculate the cost of the congestion in Helsinki, several assumptions are
done. The main problem when calculating the cost using delay is the lack of flow
information. For this reason, an external source of flow data is used. The flow
data is obtained from Helsinki Region Infoshare [54]. The flow data corresponds
to 2018 average traffic volumes of some roads. The estimation is done counting
volumes from Monday to Thursday in September and October of each year. More
information about the data set can be found in [55].

Total delay per passenger is chosen as a metric to calculate the cost of congestion.
The total delay is calculated taking into account: the average delay weighted with
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the hourly car flow, and the average distance travelled. Therefore the total delay
per passenger is calculated as:

3 k
Total delay = Avg.D. {mm} -d [ m ] (4.7)
km passenger

Where Avg.D is the average delay, and d is the average car distance traveled in
one year per passenger. In consequence, the results for this section are calculated
assuming:

« The total delay per year is calculated taking into account only weekdays (Mon-
day to Friday), 260 days per year.

» The travelled distance per passenger over a year is 13.600 km [56].

4.6.1 Extra costs

To calculate the extra costs, the following assumptions are taken into account:
« All vehicles in Finland use petrol as fuel [57].
o All car engines are idling during the lost time.
e The mean idling consumption for a car is 1,89 1/h [58].
» The average price for petrol in Finland in 2018 was 1,52 €/1 [59].
o 1 liter of petrol produces 2,3 kg of CO2 when burned [60].

The equations used to calculate the extra costs are:

Extra fuel = Total delay [h] - 1,89 UL] (4.8)

Extra cost = Extra fuel [I] - 1,52 {ewl“os] (4.9)
k

Extra COy = Extra fuel [I] - 2,3 [OO; g] (4.10)
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Results and discussion

Chapter 5 includes the results obtained during the thesis development, and the
discussion extracted from these results. The chapter is structured in five different
parts. The first part describes the recurrent congestion patterns found in Helsinki.
The second part is focused on validating the NRC episode detection methods. The
third part describes the results obtained when analyzing the NRC episodes detected
by the method chosen. In the fourth part of the results an application for evaluating
the cost of congestion is presented . Eventually, the last part exposes the data
limitations and how they have influenced the results.

5.1 Recurrent congestion

Although finding recurrent congestion is not an aim for the thesis, knowing the
recurring congestion patterns is important to understand the data used, to define a
good NRC detection method, to perform the analysis of the NRC episodes, and to
understand the analysis results.

5.1.1 Temporal patterns

The data set given cover the year 2018 allowing us to explore daily and monthly
delay patterns. For that reason, two main charts are plotted at figure 5.1: monthly
mean delay and daily mean delay.

A: Monthly average delay B: Daily average delay
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Figure 5.1: A: monthly average delay per hour of the day. B: daily average delay
per hour of the day.
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The conclusions extracted from figure 5.1 are summarized in the following points:

1. Both plots show that every day, except from Saturdays and Sundays, the delay
shape has two marked peaks. These two peaks are expected to be caused by
commuting, and delimits morning rush hour between 7h and 10h, and after-
noon rush hour between 15h and 18h. It is also observed that the afternoon
peak reaches higher values of delay, in comparison with the morning peak.

2. Plot A exposes that the month of the year do not has a clear impact on the
delay behaviour, therefore the data can be grouped in one. In spite of this,

July has a clear decrease in delay during afternoon due to vacation period in
Helsinki.

3. Plot B shows that there are two marked clusters which delay behave different:
Monday to Friday, and Saturday to Sunday. As the first group is considerable
bigger, only Monday to Friday are considered for this thesis.

The clusters proposed at points 2 and 3 are confirmed using the algorithm k-means
as detailed in figures A.1 and A.2, which can be found in the appendix.

5.1.2 Location patterns

The difference between segments is another main field that needed to be explored.
The objective is to study if there is any kind of groups of segments that behave
in a similar way. To expose hidden similarities, two different charts are presented:
average delay of each segment, and standardized average delay of each segment. The
standardized chart allows a better comparison between all segments to find hidden
similar behaviours. Notice that each line corresponds to the average delay of one
segment.

A: Average delay of each segment B: Average delay standardized of each segment

delay standardized
N

00:00 03:00 06:00 09:00 12:00 15:00 18:00 21:00 00:00 00:00 03:00 06:00 09:00 12:00 15:00 18:00 21:00 00:00
Time of the day [h] Time of the day [h]

Figure 5.2: Each line represents an average delay shape for one segment. A: The
raw average delay for each segment. B: The standardized average delay for each
segment.

As displayed on figures 5.2, there are too many segments to obtain conclusions. For
that reason, k-means is applied to the standardized data with the following results:
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Figure 5.3: SSE and Silhouette coefficient obtained when clustering the segments.

The Silhouette coefficient and SEE obtain poor results in all the different clusters
compared with the ones obtained at A.2. Therefore each segment is considered
individually when applying the NRC detection methods selected.

5.2 NRC detection validation

In this section the performance results of the three different methods tested are
presented. The performance is evaluated using the metrics described in section
4.4.4. In the end, the best method with the best metrics is selected to continue with
the incident analysis.

5.2.1 Delay dynamic threshold

Before applying the dynamic threshold, a skewness study is done to ensure a correct
performance of the method. As mentioned in 4.4.2, the medcouple is used to mea-
sure the skewness [38]. The medcouple is calculated for each segment at each time
individually as well as the threshold. The average medcouple value obtained is 0,55,
therefore the data is skewed to the right. To address that problem, two different
options are evaluated: applying the square root or applying the natural logarithm?
(LN). The medcouple average values obtained after the transformations are:

Table 5.1: Medcouple values for two different time periods. Medcouple 1: average
of the medcouple values of the entire day. Medcouple 2: average of the medcouple
values obtained between 6h to 22h.

Raw Delay | SQRT(delay) | LN(delay)
Medcouple 1 0,554 0,396 0,206
Medcouple 2 0,419 0,230 0,010

The reason to calculate two different medcouple values is that during the night
(22h-6h) the delay values are usually close to 0 min/km as seen in figure 5.1, and

!To avoid undefined numbers when applying the natural logarithm, a 0,001 min/km of delay is
added to all samples that had 0 min/km as value.
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consequently highly skewed, which distort the results of the mean medcouple. Fur-
thermore, this period has a low relevance when studying NRC as few incidents are
registered during that period. For that reason only the period between 6 and 22h is
taken into account in the results.

Raw delay boxplot SQRT(delay) boxplot LN(delay) boxplot

0.00 0.05 0.10 0.15 0.20 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 —6 —4 -2 0 2

Figure 5.4: Box-plots before and after applying the square root and e-log to delay
values.

In figure 5.4 the skewness of the data can be observed before and after applying
the square root and LN. Notice that the raw and SQRT boxplots are zoomed in to
particular sections. The whole plots can be seen in A.3 located at the appendix. In
consequence, to define the dynamic threshold, three different parameters have to be
optimized:

e n: Parameter defined in equation 4.1 that is optimized to reach the 60% of
reported incidents detected.

o Skew correction: SQRT(delay) or LN(delay).

o Maximum Time (MT): Maximum time between two outlier measurements to
consider a NRC episode.

Table 5.2: Validation metrics results for dynamic threshold method taking into
account only the period between 6h and 22h:

Sk » Number of reported Number of extra %
CW COTTection | hcidents detected incidents detected ¢
Raw delay 111 | 60% 2163 | 9,8%

LN (delay) 111 | 60% 3807 | 17,2%

Finally the results are shown in table 5.2. The maximum time (MT) between two
suspicious measurements to consider them as a NRC episode is fixed at 10 minutes
as it turns out to has no relevant influence in the results. The whole results with
different MT values can be seen in table A.1 located in the appendix. The best
result obtained is 9,7% of extra incidents detected with 60% of reported incidents
detected.
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5.2.2 k-NN delay prediction

To apply k-NN delay prediction, two main steps have to be taken: predict the delay,
and chose the abnormal measurements comparing the real delay values with the
predicted ones. Three parameters are optimized during the whole process:

e k: Number of neighbors used to predict the delay.

e d: Number of previous samples of delay used to predict the next 10 minutes
(attributes).

« Threshold value for the natural logarithm (LN) of the division used to decide
if the measurement is abnormal.

o Maximum time (MT): Maximum time between two abnormal measurements
to consider a NRC episode.

Only the results for d = 4 are presented. The other results are detailed in tables
A.2 and A.3 located in the appendix. Also, the maximum time (MT) between two
abnormal measurements is fixed again at 10 minutes due to the high number of
incidents detected by the method.

To evaluate the performance only the period between 6h and 22h is considered.
The decision is taken because the threshold used (even when applying LN) do not
perform well with delays close to 0 as shown in table 4.1, leading to report false
incidents. This kind of delays are common during night period as seen in figure 5.1.
This is also done to ensure an equal comparison with the previous method tested
(dynamic threshold).

Table 5.3: Validation metrics results for delay prediction method. Parameter d
fixed at 4 and taking into account only the aforementioned period between 6h and
22h:

Number of reported Number of extra

k| thd incidents detected % incidents detected %

5 0,65 111 | 60,00% 16649 | 75,19%
10 | 0,605 111 | 60,00% 16496 | 74,50%
15 | 0,635 111 | 60,00% 15221 | 68,74%
20 | 0,65 111 | 60,00% 14549 | 65,70%
25 | 0,717 111 | 60,00% 12744 | 57,55%
30 | 0,71 111 | 60,00% 12751 | 57,58%

The results manifest that the method is unreliable due to the high number of extra
incidents detected, which proved that the method do not have any accurate criteria
when differentiating normal measurements from abnormal ones. The problem is
caused by the high difference between the predicted and real delay. The following
figure 5.5 show a sample of the predicted and real delay for a segment during 32
hours with parameter k fixed at 25 and d fixed at 4.
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Real delay and predicted delay
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Figure 5.5: Sample of the delay predicted by k-NN compared with the real delay.
k=25 and d = 4.

As seen in figure 5.5, the algorithm tends to underestimate the delay, which causes
a lot of false incidents detected. To prove that, the mean absolute error (MAE) and
the r2 score are calculated for k = 25 and d = 4, as that combination has the lowest
number of incidents detected:

Table 5.4: Prediction metrics for k = 25 and d = 4.

MAE | R2
24 h 0,054 | 0,726
6-22h | 0,07 | 0,726

The results in table 5.4 show a mean absolute error of 0,07 , which is not reasonable
taking into account the range of delays values seen in figure 5.5 (0 - 0,16 [min/km)]).

5.2.3 k-NN-LOC validation

To configure the k-NN Local Outliers method three different parameters needs to
be defined and in consequence, optimized:

e k: Number of neighbors.
e dn: Division number.

o Maximum Time (MT): Maximum time between two abnormal measurements
to consider a NRC episode.

To optimize the parameters, three explorations are carried out with the maximum
time (MT) fixed at 10, 20 and 30 minutes. For each one of these explorations,
different values for k and dn are proposed. After analyzing the results it is seen that
the best option is to fix MT at 20 minutes as obtains the lowest number of extra
incidents.
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Table 5.5: Validation metrics results for k-NN Local Outlier method. Parameter
MT fixed at 20 minutes:

Kk dn Number of reported % Number of extra %
incidents detected incidents detected
40 | 9,64 111 | 60,00% 1005 | 4,54%
45 | 9,25 111 | 60,00% 983 | 4,44%
[0[89 [  HI[6000% 963 435%
55 | 8,94 111 | 60,00% 990 | 4,47%
60 | 8,95 111 | 60,00% 1022 | 4,62%

The results for MT fixed at 20 minutes and k between 40 and 60 are exposed in
table 5.5. The complete results with other £ and MT values can be seen in tables
A5, A4 and A.6 located in the appendix. The lowest number of extra incidents
detected is obtained, as highlighted in green, for £k = 50 and dn = 8,96. Therefore,
the total number of incidents detected detected by k-NN Local Outlier in Helsinki
during 2018 is 1074.

5.3 NRC analysis

The results of this section are reached with the 1074 incidents detected by the
method k-NN Local Outlier. This section is structured in three different parts:
incident characteristics, temporal patterns, and space analysis.

5.3.1 Incident characteristics

The characteristics studied are duration and severity, that are measured as specified
in section 4.5. Firstly, the distribution of the duration of the incidents can be seen
in figure 5.6.
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Figure 5.6: Number of incidents detected classified per duration for 2018 in
Helsinki.
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Figure 5.6 manifest that the great part of the incidents detected during 2018 lasted
for 40 minutes or less. Notice that the method cannot detect incidents with a
duration under 20 minutes as explained in section 4.4.1. Secondly, the severity is
studied in figure 5.7, which displays a distribution with the number of incidents per
maximum delay value reached during each incident.
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Figure 5.7: Incidents classified per maximum delay reached.

Figure 5.7 denotes a peak of incidents with a maximum delay not exceeding 1
min/km. It is also clear that the number of incidents with a maximum delay be-
tween 1 to 5 min/km is similar. Additionally, the relation between the duration and
the maximum delay is explored on figure 5.8.

Relation between duration and maximum delay reached
L]

Delay average for each duration

Delay [min/km]
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Figure 5.8: Relation between the duration of the incidents, and the maximum
delay reached.

The figure 5.8 shows that the delay values reached during an incident does not has
a clear effect on its duration.
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5.3.2 Temporal patterns

The temporal patterns studied are based on three different analysis. The first one
is focused on finding hourly patterns, the second on daily, and the last on monthly.
Hourly patterns are analysed in figure 5.9, which shows the number of incidents
detected and the average duration by time of day.

Incident duration and total number of incidents detected per hour
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Figure 5.9: Incident duration per hour (blue) and total number of incidents de-
tected (orange) according to time of day for the year 2018 in Helsinki.

As expected, the plot displaying number of incidents (blue) has two peaks corre-
sponding to morning and afternoon rush hours. Additionally, the afternoon period
concentrated a greater number of incidents than the morning one. On the other
hand, the incident duration (orange) manifest that morning incidents tend to have
a longer duration, even if most incidents occurred during the evening.

The daily results are summarized at table 5.6, which shows the number of incidents
per weekday an its mean duration.

Table 5.6: Number of incidents detected per weekday, ,its average duration, and
its average maximum delay (A.M.D.):

Monday | Tuesday | Wednesday | Thursday | Friday
No of incidents 210 265 245 264 231
% of incidents 17,3% 21,8% 20,2% 21,7% 19,0%
Avg. duration [min] 29,2 35,0 41,7 33,3 34,3
A. M. D. [min/km]| 3,5 42 40 4,0 3,6

As seen in table 5.6, Tuesday, Wednesday and Thursday are the days with more
congestion as have the higher number of incidents detected and the higher maximum
delay averages. Moreover, Monday is the day with lower congestion as it has a
slight lower number of incidents detected, and the lowest maximum delay average.
Additionally, Wednesday has a significant higher average duration of the incidents.
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Figure 5.10: Incidents detected per month during 2018 in Helsinki.

At monthly scale the results expose that the months with snowy weather had more
incidents detected: January, February, October, November and December. Addi-
tionally, June and July had a significantly low number of incidents, corresponding
to the vacation period. Finally, March had an unexpected low number of incidents,
as the 2018 winter vacation period in Finland was in February.

5.3.3 Space analysis

The last part of the analysis consist in visualizing the incident distribution through
Helsinki. Figure 5.11 shows a heat-map of the number of incidents per segment.
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Figure 5.11: Heat map of the incidents detected during 2018 in Helsinki.
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Notice that the number of incidents is calculated as the total incidents occurring in
both road directions, and that only the 85 segments studied are displayed. The map
shows that most of the 85 segments studied are highways, and as only the segments
with incidents reported have been studied, it can be concluded that mainly only
highways reported incidents in Helsinki during 2018. Additionally, despite of the
fact that this map is incomplete, it can be observed a concentration of incidents at
one of the east corridors of the capital.

5.4 Congestion cost

Before exposing the results, notice that the calculations are done for the year 2018
and taking into account the assumptions mentioned in 4.6. The total delay in
Helsinki per passenger was 38,5 hours. The extra cost per passenger and year caused
by congestion in Helsinki was: 72,8 liters of fuel consumption, with an extra direct
cost of 110,7 €, and an extra emissions of 167,5 kg of C02.

5.5 Data limitation

The master thesis limitations have been caused mainly by the type of data used
(speed recordings), the quality of the data, and the size of the data sets processed.

First of all, the data used consists of speed recordings. Speed recordings does not
supply any information of the number of vehicles per time unit. In consequence,
the estimation of congestion is done with delay. Secondly, some segments have gaps
on the speed recordings, and the incidents registered are highly unreported. This
last point has restricted the study, analysis, and validation of methods to detect
non-recurring congestion. It has been problematic to find a valid method without
any ground truth data of incidents.

Additionally, the size of the data sets has introduced extra challenges such as the
time necessary to process the data. In spite of using parallel processing techniques to
enable the computer apply several operations at the same time, and data chunking
to split the data into smaller data sets, the specifications of the computer used have
slowed and limited the research. These limitations can be summarized as: working
with just a part of the city, reducing the time resolution from 5 to 10 minutes, and
not performing all the test desired to optimize the methods.

Finally, other limitations have been caused by the nature of the traffic. Traffic
behavior on urban networks can be random and unpredictable; not all incidents
cause real congestion [24]. Urban networks are complex as there are many different
roads types with different lengths and different intersections, which can have induced
to errors when analyzing and interpreting the data.
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Conclusions

The aim of this study has been to find a method to detect NRC episodes and analyse
them using delay. The data used belong to Helsinki area and is composed by speed
recordings sampled every five minutes during 2018. Three different methods are
tested and compared: delay dynamic threshold, k-NN delay prediction, and k-NN
Local Outlier detection. To evaluate them, a data set of incidents registered is
used. The results showed that the method with the best performance is k-NN Local
Outlier detection. Finally, a analysis of the NRC episodes found with the method
chosen is done. During the analysis many characteristics such as duration, severity
and location are studied.

This study has show that outlier detection is a simple way to address NRC detection.
Other methods such as dynamic threshold or traffic prediction are more complex
and need more data processing. For example dynamic threshold needs a skew study
and correction before applying the method. Additionally, delay prediction needs two
steps to detect NRC: predict and compare the real measurements with the predicted
ones looking for non matching scenarios. Therefore, it is needed to optimize this
two parts separately. On the other hand, outlier detection has emerged as easy and
faster to implement and capable of detecting 60% of reported incidents with a just
4,35% mnon reported incidents detected and 1074 incidents detected.

Secondly, the analysis of the NRC episodes detected by k-NN Local Outlier has
highlighted many aspects. Referring to time patterns, slight differences between
weekdays have been found such as Monday is the less congested weekday, whereas
Tuesday, Wednesday and Thursday are equally the most congested ones. Even
though, no major differences between weekdays have been found. The results, show
that all of them can be treated as one, as they have matching characteristics and
behave in a similar way. Also the number of incidents detected per weekday had no
significant differences, with a share closer to 20% for all five of them. In contrast, the
number of incidents detected per month showed that during snowy months (October-
February) the number of incidents increase, whereas June and July had the lowest
number of incident detected due to summer vacation. Regarding to NRC episodes
characteristics, it is found that most of them last for less than 40 minutes, and that
the number of NRC episodes that have a maximum delay registered between 1 and
5 [min/km] is very similar. Eventually, another interesting feature is that morning
NRC episodes least for longer time, whereas the afternoon is the period that more
NRC episodes occur.
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Finally, during this study some issues have emerged. Most of them are related with
the quantity of data and its quality. The large amount of data to process and the
specifications of the computer used have forced to work with just a part of the data.
Additionally, the lack of ground truth data for incidents, and the poor precision of
the incidents reported have introduced additional challenges when evaluating the
performance of the methods.

In the end, this study should help future researches to improve NRC detection
methods, and to understand better how NRC behave and which characteristics does
it has.

6.1 Limitations

The major limitation of this study is that it has been performed using just 85 of
the 2158 road segments of Helsinki. Therefore some extra validations should be
done to ensure that the results can be extrapolated to the rest of the city. Another
limitation is the time resolution used. During the study it has been fixed to 10
minutes, what may be not enough to analyse deeply short NRC episodes. Finally,
even traffic trends are difficult to change, the Covid-19 pandemic may have changed
some of society’s routines and some traffic patterns. Despite that, the data used for
the study is from before the spread of the pandemic. Therefore, none of its effects
have been taken into account.

6.2 Future work

This study is not yet completed and can be extended in many different ways as
many questions have still no answer. Consequently, in this section a suggestion of
possible improvements and future work is done.

The most obvious improvement is the application of the method k-NN Local Outlier
to the entire Helsinki in order to detect incidents all over the city. That would permit
a more complete study of the non recurring congestion, as many other incidents
would be available to be analyzed. It would be also interesting to include the
weekends on the study, and compare the differences between weekdays and weekends
incidents. Besides, it is also suggested to apply the methods to other cities in order
to verify if the method performs well in other environments different from Helsinki.

Another way to complete the study would be work with the highest time resolution
available, 5 minutes. Therefore it could be compared if the method chosen perform
better, or worse. Additionally, working with a resolution of 5 minutes would let
the method detect incidents with a duration of 10 minutes and more. In order to
introduce more complexity to the incident analysis, more variables could be taken
into account such as the weather or how the segments are connected between them.

Finally, it is suggested to explore other local outlier detection algorithms. It would
be interesting to verify the incident detection capacity of this kind of algorithms,
and also carry out a comparison between them to which has a better performance.
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Appendix 1

A.1 Results

A.1.1 First exploration

The results for monthly clustering suggest that the best option is to take one or two
clusters. In spite of that, the Silhouette coefficient vales are not as high as in A.2.
Therefore, to simplify the methodology, one group is chosen.

Silhouette Coefficient
B

8 9 10 2 3 a 3 6 7 8 9 10

1 2 3 4 5 6 7
Number of Clusters Number of Clusters

Figure A.1: SSE and Silhouette coefficients results for monthly k-means clustering.

On the other hand, the daily clustering has a clear optimum in 2 clusters.
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Figure A.2: SSE and Silhouette coefficients results for daily k-means clustering.
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A.1.2 Dynamic threshold

Whole raw delay boxplot Whole delay square rooted boxplot

0.0 25 5.0 7.5 10.0 12.5 15.0 17.5 0 1 2 3 q

Figure A.3: Whole boxplots before and after applying square root to delay values.

Table A.1: Validation metrics results for dynamic threshold method for different
maximum time (MT) values:

Max. | Number of reported % Number of extra %

time incidents detected ¢ incidents detected ©
10 162 | 87,57% 9317 | 42,08%
Raw 20 162 | 87,57% 9715 | 43,87%
30 163 | 88,11% 9947 | 44,92%
10 147 | 79,46% 5073 | 22,91%
SQRT 20 147 | 79,46% 5232 | 23,63%
30 147 | 79,46% 5312 | 23,99%
10 93 | 50,27% 2437 | 11,01%
LN 20 96 | 51,89% 2541 | 11,48%
30 97 | 52,43% 2595 | 11,72%
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A.1.3 k-NN delay prediction

Table A.2: Results for d=2 and taking into account only incidents detected from

6h-22h:
Number of reported Number of extra
k| thd incidents detected % incidents detected %
5 0,61 111 | 60,00% 17251 | 77,91%
10 | 0,59 111 | 60,00% 16927 | 76,44%
15 | 0,62 111 | 60,00% 15660 | 70,72%
20 | 0,645 111 | 60,00% 14712 | 66,44%
25 | 0,655 111 | 60,00% 14379 | 64,94%
30 | 0,65 111 | 60,00% 14329 | 64,71%

Table A.3: Results for d=6 and taking into account only incidents detected from

6h-22h:
Number of reported Number of extra
k| thd incidents detected % incidents detected %
5 0,627 111 | 60,00% 17524 | 79,14%
10 | 0,68 111 | 60,00% 15347 | 69,31%
15 | 0,705 111 | 60,00% 14190 | 64,08%
20 0,7 111 | 60,00% 13996 | 63,21%
25 | 0,735 111 | 60,00% 12939 | 58,43%
30 | 0,735 111 | 60,00% 12771 | 57,68%

A.1.4 k-NN Local outliers

Table A.4: Results for k-NN Local Outlier, maximum time (MT) parameter: 10

minutes
K d Number of reported % Number of extra %
incidents detected incidents detected

5 17 111 | 60,00% 1900 | 8,58%
10 15 111 | 60,00% 1549 | 7,00%
15 | 12.5 111 | 60,00% 1209 | 5,46%
20 | 11.65 111 | 60,00% 1145 | 5,17%
25 | 11.3 111 | 60,00% 1123 | 5,07%
30 | 10,8 111 | 60,00% 1085 | 4,90%
35| 10,3 111 | 60,00% 1050 | 4,74%
40 | 10,1 111 | 60,00% 1056 | 4,77%
45 | 10,4 111 | 60,00% 1142 | 5,16%
50 | 10,1 111 | 60,00% 1119 | 5,05%
55 9.8 111 | 60,00% 1094 | 4,94%
60 | 9,5 111 | 60,00% 1074 | 4,85%
65 9,5 111 | 60,00% 1102 | 4,98%
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Table A.5: Results for k-NN Local Outlier, maximum time (MT) parameter: 20
minutes

Kk d Number of reported % Number of extra %
incidents detected incidents detected

5 | 14,7 111 | 60,00% 1598 | 7,22%
10 | 13,6 111 | 60,00% 1379 | 6,23%
15 12 111 | 60,00% 1174 | 5,30%
20 | 11,12 111 | 60,00% 1089 | 4,92%
25 11 111 | 60,00% 1114 | 5,03%
30 | 10,21 111 | 60,00% 1024 | 4,62%
35| 9,8 111 | 60,00% 998 | 4,51%
40 | 9,64 111 | 60,00% 1005 | 4,54%
45 | 9,25 111 | 60,00% 983 | 4,44%
55 | 8,94 111 | 60,00% 990 | 4,47%
60 | 8,95 111 | 60,00% 1022 | 4,62%

Table A.6: Results for k-NN Local Outlier, maximum time (MT) parameter: 30
minutes

K d Number of reported % Number of extra %
incidents detected incidents detected

5 | 13,1 111 | 60,00% 1428 | 6,45%
10 | 11,6 111 | 60,00% 1223 | 5,52%
15 | 10,7 111 | 60,00% 1156 | 5,22%
20 | 9,8 111 | 60,00% 1073 | 4,85%
25| 9,3 111 | 60,00% 1033 | 4,67%
30 | 9,06 111 | 60,00% 1032 | 4,66%
35| 8,7 111 | 60,00% 1009 | 4,56%
40 | 8.4 111 | 60,00% 993 | 4,48%
45 | 8,5 111 | 60,00% 1045 | 4,72%
50 | 8,5 111 | 60,00% 1089 | 4,92%
55 | 8,6 111 | 60,00% 1128 | 5,09%
60 | 8,7 111 | 60,00% 1182 | 5,34%
65 | 8,65 111 | 60,00% 1201 | 5,42%

IV
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