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Excitons in Perovskites
Microscopic Modelling of Exciton Spectra in Perovskites and Exciton-Phonon Cou-
pling
Ambjörn Joki
Department of Phyiscs
Chalmers University of Technology

Abstract
Perovskites are interesting materials due to their special optoelectronic properties —
properties already being used in photovoltaics and potentially in future light-emitters.
Since perovskites exhibit strongly bound excitons, the excitons are, often still at
room temperature, crucial to consider. In this work a model aimed at describing
the excitonic landscape in 2D and 3D perovskites has been developed. The model
includes the exchange interaction giving rise to an exciton fine structure consisting of
optically active and inactive exciton states, the latter with lower energy. The model
is further extended by inclusion of a magnetic field, necessary in experimental setups
to probe the inactive states. The developed model captures the qualitative excitonic
aspects of 3D perovskites predicting three optically active states and one inactive,
but is incomplete in the 2D case predicting two active and two inactive states. The
incompleteness is probably related to the treatment of the confined direction in 2D.
Further, the exciton phonon scattering between active and inactive states is modelled.
For applications the phonon scattering is important since high scattering rates will
transfer many excitons from optically active states to the inactive one with lower
energy, reducing the light emission. However, indications of a phonon bottleneck

— reduced scattering rate — have been observed. Assuming spin conservation, the
phonon scattering between active and non-active states is found to be non-existing

— thus further confirming the phonon bottleneck. The model contributes to better
microscopic understanding of the exciton-phonon coupling in perovskites.

Keywords: bright excitons, dark excitons, phonon-exciton scattering, phonon-
bottlenecks, perovskites, magnetic field
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1
Introduction

Perovskites are interesting materials due to their special optoelectronic properties
[3] — properties that are useful for solar cell applications and potentially in future
light-emitters. These properties are influenced by excitons [4] which in both 2D and
3D perovskites are relatively strongly bound, with binding energies up to hundreds of
meV [3, 4]. Microscopic understanding of the excitons makes prediction of material
properties more precise and due to the extensive tunability of perovskites, offers a
plethora of options for synthesizing materials with desired properties.
For applications within light emission, the exciton fine structure of perovskites is
important. The fine structure, arising from the spin degeneracy of the conduction
and valance bands together with the exchange interaction, comprises both optically
active (bright) and optically inactive (dark) states [2, 5]. The dark states could
reduce the emission efficiency considerably, especially if the lowest energy state is
dark, since in thermal equilibrium a high population of that state would be expected.
Apart from the energetic ordering of the states, the scattering channels between
them are also crucial. If the bright states cannot scatter down to lower dark states
efficiently, the emission loss decreases.
In a recent experimental paper [5], the fine structure of the optical emission of three
2D perovskites was studied. Applying a magnetic field, the lowest dark state was
brightened and found to have lower energy than the lowest bright states. Furthermore,
the occupation of the states was found to not follow a thermal distribution possibly
due to a so called phonon bottleneck. The bottleneck indicates inefficient scattering
between the bright states, where the excitons end up after optical excitation, and
the dark state.
The aim of this project is to develop a model based on second quantization to describe
the exciton spectrum both qualitatively and quantitatively. Of special interest is the
ordering of states and energy difference between the bright and dark states, since
the relationship between the bright-dark energy splitting and the energy of available
phonons, is believed to directly affect phonon scattering. The final aim is to model
the phonon scattering and find possible explanations for its predicted inefficiency.
The report is divided into three parts. In the first the theory required for the project
is discussed together with some important aspects of the studied material system.
In the second, the model of the exciton spectrum is developed with and without
magnetic field. This part finishes with a short evaluation of single electron phonon
scattering with and without spin conservation. In the final part and chapter, the
quality of the developed model, especially the treatment of the 2D perovskites, is
discussed. The phonon scattering is also addressed.
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2
Theory

It is often convenient to use the formalism of second quantization within many body
physics. Fundamental for second quantization are the creation and annihilation of
particles, described by operators a(†). Important properties of these operators are
their commutators

[a(†)
i , a

(†)
j ]± = a

(†)
i a

(†)
j ± a

(†)
j a

(†)
i = 0

[ai, a†
j]± = δi,j

(2.1)

where the minus and plus signs apply for bosons and fermions, respectively. These
relations make the wavefunctions created using the annihilation and creation operators
automatically symmetric or anti-symmetric as applicable. Using the operators it is
possible to describe different states and interactions. Based on the formalism it is
possible to show how excitons arise conceptually. Furthermore, by regarding the
coupling of electrons to their surroundings, it becomes possible to also describe the
coupling of excitons.

2.1 Excitons
Excitons may be viewed as hydrogenic systems consisting of a positive and a negative
charge. For the excitons these are not a nucleus and an electron but rather a hole
and an electron. The oppositely charged particles attract each other reducing the
energy of the system. The exciton states and binding energies can be compared
with and are named in equivalence to the orbital states of a hydrogen atom. The
symmetry of the wavefunctions corresponds to the respective orbital wavefunctions.
The energy of an exciton may be considered to be the energy of the electron, the
hole as well as the Coulomb interaction between these. In second quantization in a
two-band model the Hamiltonian is

H =
∑
k,s

Ec
kc†

kscks −
∑
k′,s

Ev
k′vk′sv

†
k′s −

∑
k,k′

s,s′
q

c†
k′+q,svk,s′v†

k−q,s′ck′,sV
c,k′+q,s;v,k−q,s′

v,k,s′;c,k′,s . (2.2)

Here, Ec
k is the energy of an electron in the conduction band, Ev

k is the energy of
an electron in the valance band and the third term describes the contribution from
a momentum transfer q between two electrons in different bands — the Coulomb
interaction. The attractive Coulomb force reduces the energy of the exciton which
therefore is smaller than the band gap Eg = Ec − Ev.
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2. Theory

As an exciton is a bound electron-hole pair, it is sometimes better to view it as a
quasi-particle rather than two separate (quasi-)particles. The first step of rewriting
the Hamiltonian in an exciton basis may be taken by introducing pair operators (P ),
defining the creation and annihilation of an exciton

c†
ksvk′s′ = P †

ksk′s′

v†
k′s′cks = Pksk′s′ ,

(2.3)

where P
(†)
ksk′s′ implies annihilation (creation) of an electron with momentum k and

spin s in the conduction band and creation (annihilation) of one electron with
momentum k′ and spin s′ in the valance band.
The first and second term of Eq. (2.2) do not represent exciton annihilation or
creation. When expressing these in the pair-operator picture, approximations are
required [6, 7]

c†
kscks ≈

∑
k′,s′

P †
ksk′s′Pksk′s′ − 1

2
∑

k′,k1,k2
s′,s1,s2

P †
ksk′s′P

†
k1s1k2s2Pk1s1k2s2Pksk′s′

vksv
†
ks ≈

∑
k′,s′

P †
k′s′ksPk′s′ks − 1

2
∑

k′,k1,k2
s′,s1,s2

P †
k′s′ksP

†
k1s1k2s2Pk1s1k2s2Pk′s′ks

for equality an infinite number or pair-operator terms needs to be included. Since
it is often possible to assume low excitation densities, only including the first term,
however, often yields a fair approximation.
The final step is to change into an exciton basis, described by exciton annihilation
and creation operators X

νss′(†)
Q where ν is the state of the exciton, Q the center of

mass momentum (COM) defined as k − k′ = Q and s (s′) is the spin of the electron
(vacant electron state). Note that the spins are defined in the electron-electron
picture, the spin of the hole is related to the spin of the empty electron state via the
time reversal operator K̂ as K̂s = σss̄ where s̄ denotes the opposite spin of s and σs

is 1 for spin up and −1 for spin down [2]. Further the relative momentum is defined
as k̃ = αhke + αekh with αi = mi

me+mh
= mi

M
where e (h) stands for electron (hole).

Then the pair-operator and exciton pictures are related according to

c†
ksvk′s′ = P †

ksk′s′ =
∑

ν

ϕν
αhk+αek′X

νss′†
k−k′

v†
k′s′cks = Pksk′s′ =

∑
µ

ϕµ∗
αhk+αek′X

µss′

k−k′

c†
kscks =

∑
k′,s′

P †
ksk′s′Pksk′s′ =

∑
k′,s′,ν,µ

ϕν
αhk+αek′X

νss′†
k−k′ ϕ

µ∗
αhk+αek′X

µss′

k−k′

vksv
†
ks =

∑
k′′,s′′

P †
k′′s′′ksPk′′s′′ks =

∑
k′′,s′′,ν,µ

ϕν
αhk′′+αekXνs′′s†

k′′−kϕµ∗
αhk′′+αekXµs′′s

k′′−k

. (2.4)

4



2. Theory

Using the relations in Eqs. (2.4) the Hamiltonian in Eq. (2.2) may be expressed as

H =
∑
s,k

Ec
k

∑
k′,s′,ν,µ

ϕν
αhk+αek′X

νss′†
k−k′ ϕ

µ∗
αhk+αek′X

µss′

k−k′

−
∑
s,k′

Ev
k′

∑
k′′,s′′,ν,µ

ϕν
αhk′′+αek′X

νs′′s†
k′′−k′ϕ

µ∗
αhk′′+αek′X

µs′′s
k′′−k′

−
∑
k,k′

s,s′
q

∑
ν

ϕν
αh(k′+q)+αekXνss′†

k′+q−k

∑
µ

ϕµ∗
αhk′+αe(k−q)X

µss′

k′−(k−q)Vq,

(2.5)

details on how the Coulomb term V c,k′+q,s;v,k−q,s′

v,k,s′;c,k′,s was expanded can be found in
section 4.1. By noting that ke = k = k′′ and kh = k′ shifting s −→ s′ and s′′ −→ s
in the second term and k −→ k + q in the third, Eq. (2.5) may be rewritten as

H =
∑
Q,k̂

ν,µ,s,s′

ϕν
k̂
ϕµ∗

k̂
Xνss′†

Q Xµss′

Q (Ec
k̂+αeQ

− Ev
k̂−αhQ

) −
∑
Q,k̂

µ,ν,s,s′
q

ϕν
k̂+q

Xνss′†
−Q ϕµ∗

k̂
Xµss′

−Q Vq

=
∑
Q,k̂

ν,µ,s,s′

(
(Ec

k̂+αeQ
− Ev

k̂−αhQ
)ϕν

k̂
−
∑

q

ϕν
k̂+q

Vq

)
ϕµ∗

k̂
Xνss′†

Q Xµss′

Q

=
∑
Q,k̂

ν,µ,s,s′


ℏ2Q2

2M
+ ℏ2k̂2

2mµ

−
∑

q

ϕν
k̂+q

Vq︸ ︷︷ ︸
Eνϕν

k̂

ϕµ∗
k̂

Xνss′†
Q Xµss′

Q

=
∑
Q

µ,s,s′

(
ℏ2Q2

2M
+ Eν

)
Xνss′†

Q Xνss′

Q .

(2.6)

Here, the electron energy around the band gap has been approximated as parabolic
Eλ

k = σλ
ℏ2k2

2mλ
with σc = −σv = 1, Eν is the binding energy of the exciton in state

ν and the relation ∑
k̂ ϕν

k̂
ϕµ∗

k̂
= δµ,ν has been used. The result is the dispersion

describing the energy of an exciton with COM Q.

2.2 Coupling
One of the ways excitons may be created is by photon absorption, when an electron
is moved to the conduction band leaving a hole in the valance band. Excitons that
may be created by simply absorbing a photon are called bright excitons and excitons
which require more complex processes are called dark. There are different reasons
behind an exciton state being dark, one reason is momentum as in TMDs and carbon
nanotubes [8, 9, 10] another is spin, which arises when the considered valance and
conduction bands have different spin. For an electron-excitation an additional spin
flip process is therefore required.
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2. Theory

Mathematically the coupling between electrons and light is, treating light classically,
described by

Hel−li = e0
∑
i,j

A · dijλ†
iλj (2.7)

where A is the electromagnetic vector potential, e0 the electron charge and the
optical matrix elements di,j = ⟨i|p̂|j⟩ describes a transition from state j to i. The
exciton is dark if the quantity A · d vanishes. In experimental setups, the vector field
is sometimes lacking a component in some direction, say ẑ. In this case an exciton
associated with a non-zero optical matrix element only in the z-direction di,j ∝ ẑ,
would not couple to the field and effectively be dark. Such excitons can be referred
to as gray.
Another important type of coupling is the one with phonons (collective motions
of the nuclei in a crystal lattice [11]), known as phonon scattering. Phonons are
usually divided into two groups: acoustic modes whose energy is proportional to
their momentum and optical modes with in general higher energies. Due to the low
velocities but heavy masses of nuclei, phonons carry in general relatively low energy
but high momentum. The relatively high momentum of phonons opens up for new
relaxation channels by allowing changes of the exciton COM. The scattering with
phonons can both be within bands (intraband) and in between bands (interband).
The general electron-phonon interaction in the electron picture can be expressed as∑

s,s′,λ,q,k,j

gj,λ
q λ†

k+q,sλk,s′bj
q + gj,λ

q λ†
k−q,sλk,s′bj†

q , (2.8)

where the first term describes the creation of an electron with momentum k + q
after annihilation of one electron with momentum k and a phonon with momentum
q, in other words an electron taking up momentum q from a phonon. In the same
way the second term describes an electron creating a phonon loosing a momentum q.
The coupling elements g in Eq. (2.8) is given by [12]

Hex−ph = gj,λ
q = Dj,λ

q

√√√√ ℏ2

2ρℏωj
q

, (2.9)

where the deformation potential Dj,λ
q is given by Dj,λ

q = Dj,λ
OP for optical modes and

Dj,λ
q = qDj,λ

AC for acoustic modes, ℏωj
q is the energy of the phonon and ρ the density

of the material.
If only considering one conduction and one valance band λ = {c, v}, summing over
λ and using the relations in Eq. (2.4) to rewrite in exciton picture, the following
exciton-phonon coupling expression is obtained

Hex−ph =
∑

s,s′,s′′

q,Q,k̃
j,ν,µ

gj,c
q ϕν

k̃+αhqϕµ∗
k̃

Xνss′′†
Q+q Xµs′s′′

Q bq − gj,v
q ϕν

k̃−αeqϕµ∗
k̃

Xνs′′s′†
Q+q Xµs′′s

Q bq + H.C.

(2.10)
where H.C. stands for the Hermitian conjugate of the two first terms. If s = s′ = s′′

and spin degeneracy is neglected, the expression can be rewritten
Hex−ph =

∑
q,Q,k̃
j,ν,µ

Gνµj∗
q Xν†

Q+qXµ
Qbq + Gνµj

q Xµ†
Q Xν

Q+qb†
q (2.11)
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2. Theory

with
Gνµj∗

q =
∑

k

ϕν
k(ϕµ∗

k+αhqgj,c
q − ϕµ∗

k−αeqgj,v
q ) (2.12)

where αi = mi

µ
and the wavefunctions represent the initial and final states [3]. Thus

the overlap of the wavefunctions is important for the scattering strength, the strength
is given by

Γν
k = π

∑
j,q,±,µ

|Gνµj
q |2

(
nj

q + 1
2 ± 1

2

)
δ(Eµ

k+q − Eν
k ± ℏΩj

q) (2.13)

where the sum is over all possible final exciton states µ, all phonon modes j and
transferred momentum q [3, 13]. The plus corresponds to emission and minus to
absorption of a phonon and nj

q is the number of phonons in the system.
A third possible interaction is that with a magnetic field. The Hamiltonian describing
the energy of electrons in an in-plane magnetic field with strength B is given by

Hel−mag =
∑

s,s′,λ,k

B
gλ

2 µBλ†
k,sλk,s′ , (2.14)

where gλ is the magnetic coupling constant relevant for a magnetic field in-plane,
which may be different between different bands, and µB = eℏ

2m
is the Bohr magneton

[14]. Rewriting into an exciton basis the magnetic Hamiltonian is

Hel−mag =
∑
k̃,Q

s1,s2,s3,s4
µ,ν

BµB

2 (gcδs2,s4δs1,s̄3 − gvδs2,s̄4δs1,s3)ϕν
k̃ϕµ∗

k̃
Xµs1s4

Q
†Xµs3s2

Q . (2.15)

Apart from shifting energies the magnetic field may also mix states, brightening
spin-dark excitons [15].
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3
Perovskites

Perovskite is the common name of materials having perovskite structure [1]. They
share the chemical formula ABX3 and a unit cell which is made up from B ions in
the corners, an octahedron of X ions around each B ion, and an A ion at the center
of the cell, see Figure 3.1. The A, B and X ions may be many different elements,
resulting in many different materials with the perovskite structure [1]. In addition
there are many structures apart from the cubic referred to as perovskites. Some
perovskites exhibit strongly bound excitons and optical properties dependent on the
excitons [4].

Figure 3.1: The standard cubic perovskite structure, note that there are a lot of
different varieties of this structure still considered to be perovskites. Reproduced with
permission [1].

A special case of the perovskite structures are the two dimensional ones. In these all
or a fraction of the A ions are replaced by large organic ions (L) resulting in a layered
material [1]. These materials, described by the chemical formula LmAn−1BnX3n+1
where n is the number of inorganic layers connected to each other and m depends on
n, are often called 2D perovskites, although they are strictly speaking not perovskites
[1]. The alteration of inorganic and wide organic layers with different dielectric
constants leads to the formation of effective quantum wells [1]. As in other 2D
materials the reduced screening in one dimension leads to increased binding energies
of the excitons. However, as a difference to, for example, graphene, 2D perovskites
are not single layer materials but really a bulk material.
If the perovskites are approximated as cubic they exhibit one band gap at the Γ-point,
see Figure 3.2 for the full band structure of PEA2PbI4 with and without spin orbit
coupling (SOC). Note also that there is no band dispersion in the z-direction, from
the Γ-point to the Z-point, indicating the confinement in the z-direction. In lead
halide perovskites the conduction band is mainly formed by lead P -orbitals and the
valance band mainly by halide S-orbitals. Without SOC the conduction band would

9



3. Perovskites

be sixfold degenerate, this degeneracy is however lifted when accounting for SOC.
Including SOC the conduction band is split into a doubly degenerate lower band
and a fourfold degenerate upper band. Furthermore the spins and orbital states are
mixed so that the Bloch functions in the conduction band are not purely spin up or
down, but are, in symmetries Oh, D4h and D2h, up to a phase factor given by [16]

|ucks⟩ = |cs⟩ = (α |Pxs̄⟩ + iβσs |Pys̄⟩ + γ |Pzs⟩), (3.1)

where s̄ denotes the opposite spin of s. In a cubic symmetry the factors are
α = ±β = ±γ = − 1√

3 [2] where the plus is chosen for spin up and minus for
spin down.

Γ X

−6

−5

−4

−3

−2

−1

0

En
er
gy

 (e
V)

Y ΓΓ Z R ΓΓ T U ΓΓ V

(a) Without SOC.

Γ X

−6

−5

−4

−3

−2

−1

0

En
er
gy

 (e
V)

Y ΓΓ Z R ΓΓ T U ΓΓ V

(b) With SOC.

Figure 3.2: Bandstructure of PEA2PbI4 when approximated as cubic, note the
bandgap at the Γ-point and no dispersion in the z-direction, Γ to Z.

Further, both 3D and 2D perovskites exhibit strongly bound excitons still forming at
room temperature [4]. These excitons are important for the optical properties of the
material. The dynamics of the excitons are governed by the scattering with phonons

10



3. Perovskites

and in perovskites particularly with optical phonons since the coupling to the acoustic
modes is weak [3, 5]. Therefore, as the dynamics of the excitons is dependent on
electron-phonon coupling, so are the optical properties of the perovskites [17].
The material constants of studied perovskites are presented in Tables 3.1 and 3.2.
The constants are the width of the inorganic layer Lwell,the dielectric constants of the
inorganic layer and surrounding organic layers ϵwell and ϵorg, the effective mass of the
electrons (holes) me(h) given in electron masses, the band gap Eg and the effective g
factors gT = gc + gv and gL = gc − gv as defined in [5].

Constant/Perovskite PEA2PbI4

Lwell (nm) 0.636 [3]
ϵwell 6.1 [3]
ϵorg 3.32 [3]

me (m0) 0.19 [18]
mh (m0) 0.25 [18]
Eg (eV) 2.565 [3]

gT 4 ± 0.3 [5]
gL 1.9 ± 0.5 [5]

Table 3.1: Material constants of PEA2PbI4.

Constant/Perovskite CsPbCl3 CsPbBr3 CsPbI3

ϵin 4.5 4.8 5.0
me (m0) 0.194 0.134 0.086
mh (m0) 0.170 0.128 0.095
Eg (eV) 3.04 2.36 1.67

Table 3.2: Material constants of studied 3D perovskites [2].
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4
Exciton Landscape

Due to the spin degeneracy of the perovskite bands the solution of Eq. (2.6) gives a
fourfold degeneracy of each state. By considering a general two-particle interaction
an additional energy term, corresponding to electron-hole exchange, is found. The
exchange term is dependent on the spin configuration of the states and when including
this term in the Hamiltonian a hybridized exciton basis is obtained, splitting the
energies according to their total angular momentum. The model presented below
manages to capture the qualitative spectrum in 3D and gives a constant energy
splitting. In the strict 2D limit the gray state becomes dark and the long range
splitting becomes dependent on the exciton center-of-mass momentum. Further,
the lowest energy state is according to the model doubly degenerate which is in
contradiction to experiments [5], showing one non-degenerate energy level and three
levels close to each other the predicted energy splitting is however in agreement
with experiments. Unknown constants in the potential make numerical values only
estimative.

4.1 Inclusion of Exchange Interaction
Equation (4.1) describes a general two particle interaction, creating electrons 1 and
2 and destroying electrons 3 and 4:

Hcv = 1
2

∑
k1,k2,k3,k4
s1,s2,s3,s4

V c,k1,s1;v,k2,s2
v,k3,s3;c,k4,s4 c†

k1,s1v†
k2,s2vk3,s3ck4,s4

+V v,k1,s1;c,k2,s2
c,k3,s3;v,k4,s4 v†

k1,s1c†
k2,s2ck3,s3vk4,s4

+V c,k1,s1;v,k2,s2
c,k3,s3;v,k4,s4 c†

k1,s1v†
k2,s2ck3,s3vk4,s4

+V v,k1,s1;c,k2,s2
v,k3,s3;c,k4,s4 v†

k1,s1c†
k2,s2vk3,s3ck4,s4 .

(4.1)

The strength of the interactions is given by the Coulomb matrix element

V i,j
m,n = ⟨λiλj| V |λmλn⟩ =

∫∫
V

Ψi(r)∗Ψj(r′)∗V (r − r′)Ψm(r′)Ψn(r)drdr′, (4.2)

where V (r − r′) is the material-specific Coulomb potential. The most probable two-
particle interaction is an intraband interaction when one electron in the conduction
band and one in the valance band change their momenta as described by the first two
terms in Eq. (4.2) and the black arrows in Figure 4.1. Less probable and therefore
considered as a correction is the interband transition (exchange interaction) when

13



4. Exciton Landscape

Figure 4.1: The figure shows the band structure around the band gap for the
conduction and valance band in a parabolic approximation. Momentum on the x-axis
and energy on the y-axis. Electrons are denoted by red circles. Black arrows indicate
momentum change of electrons within bands and green the equivalent exchange process.

electrons change bands, described by the two last terms in Eq. (4.2) and green
arrows in Figure 4.1. When deriving Eq. (2.6) the exchange interaction is therefore
disregarded.
Changing the order of the valence and conduction band operators in the second and
fourth term and interchanging 1 and 2 as well as 3 and 4 in the same terms, gives

Hcv =
∑

k1,k2,k3,k4
s1,s2,s3,s4

c†
k1,s1v†

k2,s2vk3,s3ck4,s4V c,k1,s1;v,k2,s2
v,k3,s3;c,k4,s4 + c†

k1,s1v†
k2,s2ck3,s3vk4,s4V c,k1,s1;v,k2,s2

c,k3,s3;v,k4,s4

(4.3)

where the relation V 12
34 = V 21

43 has been used.
The matrix elements are evaluated using Bloch functions

Ψak,s(r) = 1√
N

eik·ruak,s(r) (4.4)

and by Fourier transforming the potential

V (r) =
∑

q

Vqeiq·r. (4.5)

14



4. Exciton Landscape

The matrix element is then given by

V b1b2
b3b4 =

∫∫
V

Ψb1(r)∗Ψb2(r′)∗V (r − r′)Ψb3(r′)Ψb4(r)drdr′

= 1
N2

∑
q

∫∫
V

ei(−k1+k4+q)·ru∗
b1(r)ub4(r)ei(−k2+k3−q)·r′

u∗
b2(r′)ub3(r′)Vqdrdr′

= 1
N2

∑
q,R,R′

∫∫
u.c

u∗
b1(r)ub4(r)u∗

b2(r′)ub3(r′)×

ei(−k1+k4+q)·(r+R)ei(−k2+k3−q)·(r′+R′)Vqdrdr′

= 1
N2

∑
q,R,R′

⟨ub1|ei(−k1+k4+q)·(r+R)|ub4⟩ ⟨ub2|ei(−k2+k3−q)·(r′+R′)|ub3⟩ Vq,

(4.6)

where the generalized notation bi = λki,si
with λ = c, v has been used. In the third

line the integral over the whole volume has been written as a sum of integrals, each
integral over one unit cell. Note that ∑R ei(−k1+k4+q)·Rdr = N

∑
G δ−k1+k4+q,G where

G is a reciprocal lattice vector, since otherwise the different contributions to the sum
are canceling each other; applying this relation the matrix element may be written as

V b1b2
b3b4 =

∑
q,G,G′

⟨ub1|eiG·r|ub4⟩ ⟨ub2|eiG′·r′ |ub3⟩ δq,G+k1−k4δq,−G′−k2+k3Vq. (4.7)

For the first term in Equation (4.3), no umklapp scattering, i.e., G = 0, is assumed
which gives the leading term∑

k1,k2,k3,k4
s1,s2,s3,s4

c†
k1,s1v†

k2,s2vk3,s3ck4,s4V c,k1,s1;v,k2,s2
v,k3,s3;c,k4,s4

=
∑

k1,k2,k3,k4,q
s1,s2,s3,s4

⟨uck4+q,s1
|uck4,s4

⟩ ⟨uvk3−q,s2
|uvk3,s3

⟩ Vqc†
k4+q,s1v†

k3−q,s2vk3,s3ck4,s4

(4.8)

Approximating q ≈ 0 for the overlaps gives ⟨uλk,s
|uk,s′⟩ = δs,s′ , which recovers the

four-operator term in Eq. (2.2).
The second term in Eq. (4.3) can be divided into two qualitatively different parts —
the long range part G = 0 and the short range part G ̸= 0. Note that short-range
and long-range refers to the position space and is opposite to the magnitude of the
corresponding momentum vectors. The long-range G = 0 part is

V LR =
∑

k1,k2,k3,k4
s1,s2,s3,s4

V c,k1,s1;v,k2,s2
c,k3,s3;v,k4,s4 (LR)c†

k1,s1v†
k2,s2ck3,s3vk4,s4

=
∑

k1,k2,k3,k4
s1,s2,s3,s4

q

⟨uck1,s1
|uvk4 ,s4⟩ ⟨uvk2,s2

|uck3 ,s3⟩ Vqδk1,q+k4δk2,−q+k3c†
k1,s1v†

k2,s2ck3,s3vk4,s4

=
∑

k3,k4,q
s1,s2,s3,s4

⟨uck4+q,s1
|uvk4 ,s4⟩ ⟨uvk3−q,s2

|uck3 ,s3⟩ Vqc†
k4+q,s1v†

k3−q,s2ck3,s3vk4,s4 ,

(4.9)

which will be further evaluated through perturbation theory.
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4. Exciton Landscape

For the short-range part it holds that G, G′ ≫ k1 − k4, −k2 + k3 since k is around
the Γ point. Then q = G + k1 − k4 = −G′ − k2 + k3, due to the different orders of
magnitude, which enforces G′ = −G. By rewriting q = G + q′ with small q′ the
condition q′ = k1 − k4 = −k2 + k3 is obtained and the expression for the short-range
terms looks like

V SR =
∑

k1,k2,k3,k4
s1,s2,s3,s4

V c,k1,s1;v,k2,s2
c,k3,s3;v,k4,s4 (SR)c†

k1,s1v†
k2,s2ck3,s3vk4,s4

=
∑

k3,k4
s1,s2,s3,s4

q′,G

⟨uck4+q′,s1
|eiG·r|uvk4 ,s4⟩ ⟨uvk3−q,s2

|e−iG·r′ |uck3 ,s3⟩ ×

VG+q′c†
k4+q,s1v†

k3−q,s2ck3,s3vk4,s4 .

(4.10)

The short-range term can be further approximated by assuming q′ = 0 in the Bloch
functions and VG+q′ = VG. Note that VG ∝ 1

NVu.c.
and that the N is moved out.

Further it is possible to Taylor expand eiG·r ≈ 1 + iG · r. By using the relation

⟨1| {H, r} |2⟩ = (E1 − E2) ⟨1| r |2⟩ = ⟨1| 1
2m0

× 2ip̂ℏ |1⟩ (4.11)

the expression for the short-range parts is simplified to (note that the operators are
omitted for shortness but remain unchanged)

V SR = 1
NE2

g

∑
k3,k4,G,q
s1,s2,s3,s4

⟨uck4,s1
|1 + iG · ℏp̂

m0
|uvk4 ,s4⟩ ⟨uvk3,s2

|1 − iG · ℏp̂

m0
|uck3 ,s3⟩ VG,

(4.12)

which can be further evaluated through perturbation theory and assuming a form
for the Bloch factors u.

4.2 Perturbation

For evaluating the overlaps in Eq. (4.9) and terms of the form dλλ′
ss′ = ⟨λs|p̂|λ′s′⟩ in

Eq. (4.12), perturbation theory may be used. In perturbation theory a disturbance is
added to the ground state Hamiltonian which results in changes of the wavefunctions
and energies. The results received when applying perturbation are presented here,
while the details can be found in Appendix A.
In the overlaps, Eq. (4.9), of the form ⟨uck+q,s

|uvk,s′⟩, the q is small and can be treated
as a perturbation. To first order the overlap is then given by

⟨uck+q,s
|uvk,s′⟩ = ⟨uvk−q,s′ |uck,s⟩∗ = ℏq

m0
· ⟨ucks| p̂ |uvks′⟩

Eck − Evk

= ℏ
m0Eg

q · dcv
ss′ (4.13)

where the dλλ′
ss′ terms once more turn up. To evaluate these the energy is further

approximated to second order as

Enk = 1
2Eg + ℏ2k2

2m0
+
ℏk|dλ,λ′

s,s̄ |
m0

2
1

∆λ,λ′
(4.14)
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4. Exciton Landscape

where ∆λ,λ′ = Eλk − Eλ′k. By making a harmonic approximation the energy can also
be expressed as

Enk = 1
2Eg + ℏ2k2

2me

(4.15)

with me the effective mass of the electron. Putting the two expressions equal to each
other gives

1
2Eg + ℏ2k2

2m0
+
ℏk|dλ,λ′

s,s̄ |
m0

2
1

∆λ,λ′
= 1

2Eg + ℏ2k2

2mλ

(4.16)

with the solution for d

|dλ,λ′

s,s̄ |2 = m0∆λ,λ′

2

(
m0

mλ

− 1
)

, (4.17)

note that there is no dependence on s, |dλ,λ′ |2 = |dλ′,λ|2, ∆λ,λ′ = −∆λ′,λ and that
consideration of all directions gives a dimensional factor c equal to the dimensionality
of the system

c|dλ,λ′|2 = c

2(|dλ,λ′ |2 + |dλ′,λ|2) = m2
0∆λ,λ′

2

( 1
mλ

− 1
mλ′

)
, (4.18)

which yields

dcv =

√√√√m2
0Eg

c

1
mµ

(4.19)

with mµ the reduced mass of the exciton. Note that the expression in Eq. (4.19) is
independent of momentum.

4.3 Effect of Spin Orbit Coupling
In the perovskites of interest in this work, spin orbit coupling gives rise to mixing of
spatial P orbitals and spin in conduction band, while leaving the S orbitals in the
valence band unmixed. Assuming cubic symmetry, the Bloch factors are given by
(note no momentum dependence)

|ucks⟩ = |cs⟩ = 1√
3

(− |Pxs̄⟩ − iσs |Pys̄⟩ − σs |Pzs⟩)

|uvks⟩ = |vs⟩ = |Ss⟩
(4.20)

where s̄ denotes the opposite spin of s and σs is 1 if s is up and −1 if s is down; see
also Eq. (3.1) [16].
When applying the Bloch functions in Eq. (4.12) the constant terms vanish since
there is no overlap between S and P orbitals ⟨S|P ⟩ = 0. Then only factors of
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4. Exciton Landscape

the form G · ⟨vs| p̂ |cs′⟩ remain which may be expanded as (using a general vector
A ∈ q, G)

A · ⟨vs| p̂ |cs′⟩ = A · 1√
3

[ − δs,s′σs′ ⟨Ss| p̂ |Pzs′⟩

− δs,s̄′(⟨Ss| p̂ |Pxs′⟩ + iσs′ ⟨Ss| p̂ |Pys′⟩)],
the same holds for the long-range term but then A = q.
It is possible to further simplify the expression by considering the direction of the
dipole matrix elements. The direction is given by the momentum operator which is
in turn given by the nabla operator. The Pi and S orbitals have angular symmetry
equal to that of the corresponding hydrogenic wavefunctions. Evaluating the angular
parts of the overlaps gives ⟨S| p̂ |Pi⟩ = î (see Appendix B for a detailed calculation)
which leads to

A · ⟨vs| p̂ |cs′⟩ = d√
3

[−δs,s′σs′Az − δs,s̄′(Ax + iσs′Ay)] (4.21)

and
V LR + V SR =

∑
k3,k4,q,G
s1,s2,s3,s4

(M s1,s4
s3,s2 (G)VG + M s1,s4

s3,s2 (q)Vq)c†
k4+q,s1v†

k3−q,s2ck3,s3vk4,s4

(4.22)
where

M s1,s4
s3,s2 (A) = ℏ2d2

3NE2
g m2

0
[δs2,s3σs3Az + δs2+s3,0(Ax + iσs3Ay)]×

[δs1,s4σs1Az + δs1+s4,0(Ax − iσs1Ay)]
(4.23)

and d2 is given by Eq. (4.19).

4.4 Exciton States
To add the exchange term Eq. (4.3) to Eq. (2.6), the terms need to be written in the
same exciton basis. The electron operators are rewritten

c†
k4+q,s1v†

k3−q,s2ck3,s3vk4,s4 = −c†
k4+q,s1v†

k3−q,s2vk4,s4ck3,s3

= c†
k4+q,s1(vk4,s4v†

k3−q,s2 − δk4,k3−qδs2,s4)ck3,s3

where the two-operator term is disregarded and the relations in Eq. (2.4) are used to
transform into the exciton basis

c†
k4+q,s1vk4,s4v†

k3−q,s2ck3,s3 =
∑
ν,µ

ϕν
k4+αhqϕµ∗

k3−αeqXνs1s4†
q Xµs3s2

q . (4.24)

Combining this with Eq. (2.6) yields the full expression for the Hamiltonian

H =
∑

q,ν,s,s′

(
ℏ2q2

2M
+ Eν

)
Xνss′†

q Xνss′

q

+
∑

k3,k4,q,G
s1,s2,s3,s4

ν,µ

(M s1,s4
s3,s2 (G)VG + M s1,s4

s3,s2 (q)Vq)ϕν
kϕµ∗

k′ Xνs1s4†
q Xµs3s2

q .
(4.25)
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When including the exchange interaction, the exciton basis X is no longer diagonal-
izing the Hamiltonian and a new hybridized basis including spin needs to be used.
The hybridized basis is

Xss′†
q =

∑
n

θss′

nq Y †
nq

Xss′

q =
∑

n

θss′∗
nq Ynq.

Applying the new basis, from now on only including states µ = ν = 1s, since only
the lowest energies are regarded, the Hamiltonian becomes

H =
∑

q,s,s′

(
ℏ2q2

2M
+ E1s

)∑
n

θss′

nq Y †
nq

∑
n′

θss′∗
n′q Yn′q

+
∑

k,k′,q,G
s1,s2,s3,s4

(M s1,s4
s3,s2 (G)VG + M s1,s4

s3,s2 (q)Vq)ϕ1s
k ϕ1s∗

k′

∑
n

θs1,s4
nq Y †

nq

∑
n′

θs3,s2∗
n′q Yn′q

=
∑

q
s2,s3
n,n′

[E(q)θs3,s2
nq

+
∑

s1,s4,G

(M s1,s4
s3,s2 (G)VG + M s1,s4

s3,s2 (q)Vq)|ϕ1s
(r=0)|2θs1,s4

nq ]θs3,s2∗
n′q Y †

nqYn′q

=
∑

q,n,n′,s3,s2

ϵnqθs3,s2
nq θs3,s2∗

n′q Y †
nqYn′q.

Where ∑
k ϕ1s

k = ϕ1s
(r=0) = ϕ1s

0 has been used. The matrix times the potential
M s1,s4

s3,s2 (A)VA written out in the θ basis is

∑
A

M s1,s4
s3,s2 (A)VA = ℏ2|ϕ1s

0 |2

3cNEgmµ

∑
A

VA×
s3s2\s1s4 ↑↑ ↑↓ ↓↑ ↓↓

↑↑ A2
z Az(Ax − iAy) Az(Ax + iAy) −A2

z

↑↓ Az(Ax + iAy) (A2
x + A2

y) (Ax + iAy)2 −Az(Ax + iAy)
↓↑ Az(Ax − iAy) (Ax − iAy)2 (A2

x + A2
y) −Az(Ax − iAy)

↓↓ −A2
z −Az(Ax − iAy) Az(Ax + iAy) A2

z

 .

Assuming spherical symmetry the Gx, Gy and GxGy terms cancel and G2
x and G2

y

contribute equally when summed. The same holds for q, since due to the symmetry
of the operators it is possible to integrate over the angular dependency, in other
words Y †

nq is independent of the direction of q. The expression then simplifies to

∑
A

M s1,s4
s3,s2 (A)VA = ℏ2|ϕ1s

0 |2

3cNEgmµ

∑
A

VA


A2

z 0 0 −A2
z

0 2A2
x 0 0

0 0 2A2
x 0

−A2
z 0 0 A2

z

 . (4.26)

19



4. Exciton Landscape

The whole eigenvalue equation HΨn,q = ϵn,qΨn,q in matrix form with symmetry
considered is

EI + ℏ2|ϕ1s
0 |2

3cNEgmµ

∑
G,A

VA


A2

z 0 0 −A2
z

0 2A2
x 0 0

0 0 2A2
x 0

−A2
z 0 0 A2

z





θ↑↑
nq

θ↑↓
nq

θ↓↑
nq

θ↓↓
nq

 = ϵnq


θ↑↑

nq

θ↑↓
nq

θ↓↑
nq

θ↓↓
nq

 . (4.27)

with the solutions

ϵ1,±1 = E + ℏ2|ϕ1s
0 |2

3cNEgmµ

∑
G

2(VGG2
x + Vqq2

x) for Ψ1,1 =


0
1
0
0

 and Ψ1,−1 =


0
0
1
0

 ,

ϵ1,0 = E + ℏ2|ϕ1s
0 |2

3cNEgmµ

∑
G

2(VGG2
z + Vqq2

z) for Ψ1,0 = 1√
2


1
0
0

−1


and

ϵ0,0 = E for Ψ0,0 = 1√
2


1
0
0
1

 .

Note that E is negative and the shifts are all positive, making the dark state the
energetically lowest one and that the first subscript in the energies and states is the
total angular momentum and the second the angular momentum projected on the
z-axis.

4.4.1 Characterization of States

The states are characterized by evaluating their optical matrix elements, see Eq. (2.7).
When changing basis the relevant optical matrix elements transform as

Dcv
n =

∑
ss′

θss′

nQDcv
ss′ =

∑
n

θss′

nQϕ1sdcv
ss′ (4.28)

where ϕ1s is the same for all transition elements and not explicitly written out in
the following. The dipole matrix elements for the hybridized states are evaluated by
using Eq. (4.21) with A being the electromagnetic vector potential, giving
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Dcv
0,0 ∝ 1√

2
dcv

↑↑ + 1√
2

dcv
↓↓ = d√

6
(−Az + Az) ẑ = 0

Dcv
1,0 ∝ 1√

2
dcv

↑↑ − 1√
2

dcv
↓↓ = d√

6
(−Az − Az) ẑ ̸= 0

Dcv
1,1 ∝ −dcv

↓↑ = d√
3

(Axx̂ + iAyŷ) ̸= 0

Dcv
1,−1 ∝ dcv

↑↓ = d√
3

(−Axx̂ + iAyŷ) ̸= 0.

From these results the states are characterized as Ψdark
0,0 , Ψgray

1,0 and Ψbright
1,±1 . Note further

that the polarization of the light can be used to experimentally differ between the
bright states. For left (right) polarized light the relation Ax = (−)iAy, Az = 0 holds.
It follows that Ψbright

1,1 couples to right-polarized light and Ψbright
1,−1 to left-polarized

light.

4.5 Landscape in 2D
When considering the 2D case an envelope function f(z) is added to the Bloch
function Ψk(r) = f(z)uk≈0(r)eik∥·r∥ [19] where r∥ is the in plane position and k∥ the
in-plane momentum. The confinement function should mimic the confinement of the
electrons. In the strict 2D limit the envelope function is chosen to be a δ-function

— basically removing all z components qz, Gz, ⟨S|δ(z)p̂|Pz⟩ = 0. In the rest of the
thesis this will be the case referred to as 2D. The energy eigenvalue equation is then
modified toEI + ℏ2|ϕ1s

0 |2

3cNEgmµ

∑
G,A

VA


0 0 0 0
0 2A2

x 0 0
0 0 2A2

x 0
0 0 0 0





θ↑↑
nq

θ↑↓
nq

θ↓↑
nq

θ↓↓
nq

 = ϵnq


θ↑↑

nq

θ↑↓
nq

θ↓↑
nq

θ↓↓
nq

 . (4.29)

With the solutions

ϵ1,±1 = E + ℏ2|ϕ1s
0 |2

3cNEgmµ

∑
G

2(VGG2
x + Vqq2

x) for Ψ1,1 =


0
1
0
0

 and Ψ1,−1 =


0
0
1
0


and

ϵ0,0 = E for Ψ1,0 = 1√
2


1
0
0

−1

 and Ψ0,0 = 1√
2


1
0
0
1

 .

The dipole elements also change so that Ψ1,0 changes from gray to dark, giving Ψdark
0,0 ,

Ψdark
1,0 and Ψbright

1,±1 .

21



4. Exciton Landscape

4.6 Value of Bright-Dark Energy Splitting
The expression for the splitting is the same (apart from c) in both dimensions
EBD = ℏ2|ϕ1s

0 |2
3cNEgmµ

∑
G 2(VGG2

x + Vqq2
x), but its evaluation differs. The difference is

the method of obtaining the wave function, what potential that is used and the
dimensionality of momenta.

4.6.1 3D
In the 3D case, the energy splitting between the bright and dark states is given by

EBD = ℏ2|ϕ1s
0 |2

9NEgmµ

×
∑
G

2(VGG2
x + Vqq2

x). (4.30)

The potential in 3D is given by Vq = e2

Ωϵϵ0q2 where Ω is the unit cell volume. Using
the 3D potential the sum in the short range term can be written as 1

N

∑
G

2G2
x

G2 =
2

3N

∑
G

G2
x+G2

y+G2
z

G2 = 2
3 , since, assuming cubic symmetry, it holds that ∑G

G2
x

G2 =∑
G

G2
y

G2 = ∑
G

G2
z

G2 and G2 = G2
x + G2

y + G2
z. The sum in the long-range term can in

the same way be written 1
N

∑
G

2q2
x

q2 = 2
3

q2
x+q2

y+q2
z

q2 = 2
3 , still assuming cubic symmetry.

So in total, the bright-dark splitting is

EBD = 2 2ℏ2|ϕ1s
0 |2e2

27Egϵϵ0mµ

. (4.31)

Further, |ϕ1s
0 |2 = V

πa3
b

in 3D where ab is the Bohr radius given by ab = 4πϵϵ0ℏ2

mµe2 [2] and
V is the volume of the sample1. Using the material constants in Table 3.2 the energy
splitting is evaluated for three cubic perovskites, the values are presented in Table 4.1
and are within one order of magnitude of values found in literature [2].

Perovskite Bright-dark splitting EBD (meV)
CsPbCl3 2.89
CsPbBr3 1.50
CsPbI3 0.86

Table 4.1: Bright-dark energy splitting for three cubic 3D perovskites according to
Eq. (4.31).

4.6.2 2D
In the 2D case, the energy splitting between the bright and dark states is given by

EBD = ℏ2|ϕ1s
0 |2

6NEgmµ

∑
G

2(VGG2
x + Vqq2

x). (4.32)

1Note that there is a factor V
Ω = N that is not accounted for. However, the numerical result

should not be dependent on the size of the sample. A similar problem arises in 2D.
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4. Exciton Landscape

For the long range (small q) part the potential Vq = e2

2ϵϵwellAq(1+r0q) with r0 = Lwell
ϵwell
2ϵorg

is used in 2D [3]. The same potential is used when solving the Wannier equation
for getting the wave function |ϕ1s

0 |2 since that is done for small q. The long-range
splitting is thus q dependent and is explicitly

ELR
BD = ℏ2|ϕ1s

0 |2

6Egmµ

qe2

2ϵϵwellA(1 + r0q) (4.33)

where q2
x + q2

y = q2 has been used. For the short range (large q) the potential behaves
differently and is given by Vq = e2

Ωϵϵ0q2 [20]. In this work the dielectric constant, ϵ, is
taken as that of the dielectric medium. With this potential the sum 1

N

∑
G

G2
x+G2

y

G2 = 1
since G2 = G2

x + G2
y and the splitting is constant and given by

EBD = ℏ2|ϕ1s
0 |2e2

6Egϵϵ0mµ

. (4.34)

Using the material constants from Table 3.1, the constant short-range splitting is
found to be 25.39 meV in PEA2PbI4 comparable to experiments [5]. The total energy
dispersion and the long-range and short-range part energies for different COM are
separately shown in Figure 4.2. The short-range part is governing the overall behavior
and the long-range part is vanishing for small COM. Note that the momentum range
for the long-range part is much smaller than in the other plots to capture the behavior
around zero momentum.
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Figure 4.2: Total energy and short and longe range energies for PEA2PbI4.
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5
Magnetic Field

In the presence of a magnetic field the symmetry of the system will change, mixing
the hybridized exciton states Ψα,β of the non magnetic field case, and changing
the energies. Qualitatively important is that the degeneracies will be broken. The
energies in 2D are, however, still not in accordance with experiments [5]. In this
chapter the magnetically modified Hamiltonian is derived and the magnetically
modified states are qualitatively and quantitatively described.
Mathematically the effect of the magnetic field is seen by the emergence of magnetic
field dependent terms in the Hamiltonian. The diagonal elements are neglected. Note
that, as mentioned in section 2.2, only an in plane magnetic field is considered. In
the hybridized base, the magnetic Hamiltonian see Eq. (2.15) is

Hel−mag =
∑
k̃,q

s1,s2,s3,s4

BµB

2 (gcδs2,s4δs1,s̄3 − gvδs2,s̄4δs1,s3)θs1,s4
nq θs3,s2∗

n′q Y †
nqYn′q, (5.1)

note that since only 1s states are considered (µ = ν = 1s) that ∑k̃ ϕν
k̃
ϕµ∗

k̃
= 1. On

matrix form in the hybridized basis the magnetic Hamiltonian is

Hel−mag = BµB

2


0 −gv gc 0

−gv 0 0 gc

gc 0 0 −gv

0 −gv gc 0

 . (5.2)

To easier appreciate how the magnetic elements affect the hybridized eigenstates, it
is advantageous to express the Hamiltonian in the basis of eigenstates in the absence
of a magnetic field Ψα,β. Then the matrix becomes

Hel−mag = BµB

2
√

2



Ψbright
1,1 Ψbright

1,−1 Ψdark/gray
1,0 Ψdark

0,0
Ψbright

1,1 0 0 −gT gL

Ψbright
1,−1 0 0 gT gL

Ψdark/gray
1,0 −gT gT 0 0
Ψdark

0,0 gL gL 0 0

 , (5.3)

where gL = gc − gv and gT = gc + gv. The Hamiltonian in Eq. (5.3) mixes the bright
states with the gray and dark respectively. There is no mixing between gray and
dark states.
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5. Magnetic Field

Writing the full Hamiltonian, Eqs. (4.27) and (4.29), in the same basis gives

H =


ϵ1,1 0 −BµB

2
√

2 gT
BµB

2
√

2 gL

0 ϵ1,−1
BµB

2
√

2 gT
BµB

2
√

2 gL

−BµB

2
√

2 gT
BµB

2
√

2 gT ϵ1,0 0
BµB

2
√

2 gL
BµB

2
√

2 gL 0 ϵ0,0

 . (5.4)

Solving the eigenvalue problem gives the energies and states as a function of magnetic
field. The energy levels are

E±
L = 1

2

(
ϵ0,0 + ϵ1,±1 ±

√
(ϵ0,0 − ϵ1,±1)2 + (BµBgL)2

)
(5.5)

and
E±

T = 1
2

(
ϵ1,0 + ϵ1,±1 ±

√
(ϵ1,0 − ϵ1,±1)2 + (BµBgT )2

)
, (5.6)

with the eigenstates

Ψ±
L = 1

N±
(0,0),L


1
1
0

√
2

BµBgL

(
ϵ0,0 − ϵ1,±1 ±

√
(ϵ0,0 − ϵ1,±1)2 + (BµBgL)2

)
 =


ϕ±

L,1,1
ϕ±

L,1,1
0

ϕ±
L,0,0


(5.7)

and

Ψ±
T = 1

N±
(1,0),T


1

−1
−

√
2

BµBgT

(
ϵ1,0 − ϵ1,±1 ±

√
(ϵ1,0 − ϵ1,±1)2 + (BµBgT )2

)
0

 =


ϕ±

T,1,1
−ϕ±

T,1,1
ϕ±

T,1,0
0

 .

(5.8)
Here, the normalization factor

N±
Λ,Σ =

√
2

√√√√√1 +
ϵΛ − ϵ1,±1 ±

√
(ϵΛ − ϵ1,±1)2 + (BµBgΣ)2

BµBgΣ

2

(5.9)

is used, note that the expressions do not apply for B = 0.
For L states the ratio of the coefficients of the two bright states is 1 and for the T
states the ratio is −1. This is opposite to reference [5]. One possible reason may be
the definition of spins. In this work the spin of the empty state in the valance band
is used instead of that of the hole.
By analyzing the values of the coefficients, ϕ, in 3D, seen in Figure 5.1 (generated by
using the g-factors of PEA2PbI4 see Table 3.1), it is found that Ψ−

L has the largest
dark component and the plus states the largest bright components. In 3D the T
components are constant since ϵ1,0 = ϵ1,±1 and are pairwise the same, in 2D the T
components are dependent on the magnetic field. The lowest energy is E−

L since
gL > gT in PEA2PbI4. All energy degeneracies are broken due to the magnetic shifts,
for the energies’ dependence on the magnetic field see Figure 5.2, depicting both
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5. Magnetic Field

the 2D and 3D cases. The energies qualitative dependency on the magnetic field
is similar to experimental results [5] but quantitatively seems to be about a factor
6 off in its dependency on the magnetic field — for 360 T the energies are similar
to the experimental at 60 T. Note that the 3D case is once more generated using
the g-factors of PEA2PbI4. Motivated by the comparison being with results from
measurements on PEA2PbI4.

0 100 200 300 400 500 600
Magnetic field (T)

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

Va
lu
e 
[u
ni
tle

ss
]

ϕ −
L, 0, 0

ϕ −
L, 1, 1

ϕ +
L, 0, 0

ϕ +
L, 1, 1

ϕ +
T, 1, 0

ϕ +
T, 1, 1

ϕ −
T, 1, 0

ϕ −
T, 1, 1

Figure 5.1: Values of coefficients in 3D. Note that Ψ−
L has the highest absolute

valued dark state coefficient. The g-factors of PEA2PbI4 have been used since ulti-
mately measurements on that perovskite is the ones compared with. The T + and T −

coefficients are overlapping.
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(a) The 3D case shows almost the same
qualitative dependence as found experi-
mentally for the 2D case, but is quantita-
tively wrong [5].
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Figure 5.2: Energy levels in 2D and 3D. The magnetic field results in four non-
degenerate energies. The g-factors of PEA2PbI4 have been used in both cases.

Expressing the states in the hybrid basis can be useful when analyzing the spin
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configuration of the states

Ψ±
L = 1

N±
(0,0),L


1

BµBgL

(
ϵ0,0 − ϵ1,±1 ±

√
(ϵ0,0 − ϵ1,±1)2 + (BµBgL)2

)
1
1

1
BµBgL

(
ϵ0,0 − ϵ1,±1 ±

√
(ϵ0,0 − ϵ1,±1)2 + (BµBgL)2

)

 =



ϕ±
L,0,0√

2
ϕ±

L,1,1
ϕ±

L,1,1
ϕ±

L,0,0√
2


(5.10)

and

Ψ±
T = 1

N±
(1,0),T


− 1

BµBgT

(
ϵ1,0 − ϵ1,±1 ±

√
(ϵ1,0 − ϵ1,±1)2 + (BµBgT )2

)
1

−1
1

BµBgT

(
ϵ1,0 − ϵ1,±1 ±

√
(ϵ1,0 − ϵ1,±1)2 + (BµBgT )2

)

 =



ϕ±
T,1,0√

2
ϕ±

T,1,1
−ϕ±

T,1,1

−ϕ±
T,1,0√

2


(5.11)
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6
Phonon Scattering

Phonon scattering is the most important relaxation process for excitons [3]. In the
exciton basis an electron scattering with a phonon is described by Eq. (2.10). Phonon
scattering can further be divided into processes which conserve the spin and those
which, assisted by a spin flip process, allow for a spin change. A phenomenological
spin flipping process will be treated here where a spin flip is allowed but not motivated.
For a proper treatment the spin flip process needs to be identified and the expression
for the scattering changed accordingly.

6.1 Scattering With Spin Conservation
If spin is considered when transforming Eq. (2.8) to the exciton basis, the following
expression expressed in the hybridized exciton basis is obtained

Hex−ph =
∑

s,s′,s′′

q,k̃,Q
j,n,n′

δs,s′(gj,c
q ϕ1s

k̃+αhqϕ1s∗
k̃ θss′′

n,Q+qθs′s′′∗
n′Q

− gj,v
q ϕ1s

k̃−αeqϕµ∗
k̃

θs′′s′

n,Q+qθs′′s∗
n′,Q)Y †

n,Q+qYn′Qbj
q+

+ δs,s′(gj,c
q ϕ1s

k̃ ϕ1s∗
k̃+αhqθss′′

n,Qθs′s′′∗
n′Q+q − gj,v

q ϕ1s
k̃ ϕ1s∗

k̃−αeqθs′′s′

n,Q θs′′s∗
n′,Q+q)Y †

n,QYn′Q+qbj
q

†

=
∑
s,s′

θss′

n θss′∗
n′ Gj∗

q Y †
n,Q+qYn′Qbj

q + θss′

n θss′∗
n′ Gj

qY †
n,QYn′Q+qbj

q

†

= Dnn′
Gnn′j

q Y †
n,QYn′Q+qbj

q

† + H.C..

(6.1)

The δ-functions are introduced to enforce spin conservation and the element Dnn′ =∑
s,s′ θss′

n θss′∗
n′ to simplify notation. Further note that for the cases considered, that

θ is known to be independent of momentum and that only µ = ν = 1s states are
considered. Then, as in section 2.2 the scattering rate is found to be

Γn
Q = π|Dnn′ |2

∑
j,q,±,n′

|Gnn′j
q |2

(
nj

q + 1
2 ± 1

2

)
δ(En′

k+q − En
k ± ℏΩj

q). (6.2)

When studying specific transitions Dnn′ is crucial and is given by Dnn′ = δn,n′ , only
allowing for scattering between the same states. This is expected since the states
are orthogonal to each other (they are independent states) and no spin change is
allowed which could break the orthogonality.
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6. Phonon Scattering

6.2 Scattering Without Spin Conservation
In this section spin flip is going to be allowed. This is naively done by simply
allowing for a spin change. To investigate this mechanism properly a specific spin
flip process needs to be considered, which may change the character of the scattering,
and the results here are therefore only indicative. When allowing for spin change the
δ-functions are removed from Eq. (6.1). By introducing the scattering element

Lnn′

jq =
∑

s,s′,s′′
(gj,c

q F (αhq)θss′′

n − gj,v
q F (−αeq)θs′s

n )θs′s′′∗
n′

(6.3)

with

F (x) =
∑

k̃

ϕ1s
k̃ ϕ1s∗

k̃+x (6.4)

it is possible to rewrite Eq. (6.1) as (note no δ-functions and that θ = θ∗)

Hex−ph =
∑
q,Q

j,n,n′

Lnn′∗
jQq Y †

n,Q+qYn′Qbj
q + Lnn′

jq Y †
n,QYn′Q+qbj

q

†
,

(6.5)

with scattering rate

Γn
Q = π

∑
j,q,±,n′

|Lnn′

jq |2
(

nj
q + 1

2 ± 1
2

)
δ(En′

k+q − En
k ± ℏΩj

q). (6.6)

To determine the scattering rate Lnn′
jq needs to be evaluated. By summing over

the spins it is found that the relation Eq. (6.3) may quite simply be expressed as
Lnn′

jq = Cnn′
G1s1sj

q . The constants Cnn′ for the different transitions, with no magnetic
field considered, are presented in Table 6.1. It can be seen that scattering between
the dark and bright states is now possible.

Transition |Cnn′|

Ψn ⇐⇒ Ψn 1
Ψbright

1,±1 ⇐⇒ Ψdark
0,0

Ψbright
1,±1 ⇐⇒ Ψgray

1,0

1√
2

Ψbright
1,1 −→Ψbright

1,1

Ψbright
1,−1 −→Ψbright

1,−1
1

Ψbright
1,1 ⇐⇒ Ψbright

1,−1

Ψdark/gray
1,0 ⇐⇒ Ψdark

0,0
0

Table 6.1: Values of the transition constant C between 1s states with no magnetic
field but with spin flip allowed.
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Discussion

The qualitative spectrum in 3D is correct and the quantitative results are in the
right order of magnitude. In 2D the energy splitting of 25 meV is in agreement
with experiments [5] but not the qualitative spectrum, instead of one gray and one
dark state the model predicts two dark. The problems are most likely due to a
too approximative treatment of the 2D confinement. The phonon scattering results
indicate no one-electron scattering with conserved spin, which suggests inefficient
scattering since spin changing processes are usually (much) less likely. Such a process
would not contradict the experimental results [5]. It would, however, be interesting
to further understand these more complex processes. In the following are the model
of the exciton spectrum and possible ways of treating the 2D case more accurately
discussed. Also the scattering results are addressed and two suggestions for spin
changing scattering processes are presented.

Exciton landscape with and without magnetic field
In the 3D case the predicted spectrum is qualitatively correct with two bright, one
gray and one dark state as expected [2, 5]. The quantitative result is more difficult
to assess since results available in the literature are inconclusive and estimates of the
splitting vary [2, 21]. Noting that especially the reliability of the Taylor expansion
eiG·r ≈ 1+ iG ·r is somewhat questionable, the numerical results of the model are not
expected to be accurate. Apart from the factor six in the magnetic field dependence,
the energy levels in the magnetic field follow rather well the experimentally measured
ones for 2D see Figure 5.2. Another difference is that E−

L is found to have a
slightly higher energy in experiments [5]. This could possibly be corrected by not
approximating the perovskite as cubic but using its true symmetry. Note that the
g-factors of PEA2PbI4 were used in 3D which is of course not correct, but should
still be sufficient for the present treatment of the magnetic field.
The treatment of the 2D case, using a δ-confinement function, is most certainly
inaccurate. Both the lack of gray states, which are impossible to get when neglecting
z components and the degeneracy of the lowest energy level are clear indications of
that. It is also evident that completely omitting the components in the out-of-plane
direction is an approximation, and apparently that approximation is too coarse to
apply in 2D perovskites. At the same time the energy split of 25 meV is reasonable
compared with experiments [5] and the good predictions of the 3D model, indicate
that a smaller perturbative modification to correctly treat the 2D case could be
successful.
An obvious improvement could be to choose a more realistic envelope function than
a δ-function. Another envelope function would lead to ⟨S|p̂f(z)|Z⟩ not necessarily
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being zero, thus allowing for gray states. Another major problem is that, for the
mixing of states and energy splitting of the two lowest states, A · ⟨S|p̂|Z⟩ needs to be
non-zero and not negligible, for receiving a splitting of the gray state comparable to the
bright one. Since ⟨S|p̂|Z⟩ ∝ ẑ it means that a momentum transfer in the z-direction
is required. In addition, the envelope function must also be physically reasonable
fulfilling the boundary conditions on wavefunctions. Finally, not as fundamental,
but important for the applicability, the expression including the envelope function
should be possible to evaluate.
Intuitive envelope functions to choose are the wavefunctions of a particle in a quantum
well. For a single quantum well there is no periodicity in the z-direction and therefore
no Gz, so no short-range part. The problem with the long-range part is that for an
infinite quantum well the smallest possible momentum is large, a multiple of π

Lwidth
,

which is outside of the first Brillouin zone, which makes the assumption q = G + q′

with q′ small questionable. Another problem may be the discreteness of the allowed
momenta.
If instead assuming a finite quantum well the momentum spacing would decrease,
maybe enough for giving a small enough smallest momentum and an effectively
continuous spectrum. However, for evaluating the momenta, the effective mass in
the confined direction is required. This effective mass is within the model infinity,
due to the lack of electronic band dispersion in the z-direction. With a valid method
of estimating the effective mass the finite quantum well could be a good approach.
One problem though, is that the long-range splitting should remain dependent on q
and vanish around q ≈ 0.
If instead aiming at the short-range part, periodicity needs to be included in the
z-direction to give rise to a Gz component. The material is known to consist of
regularly spaced layers, so there is obviously a periodicity. A simple way to enforce
this is to choose a periodic envelope function

ζ(z + nRz) =


0, z ∈ [−L

2 + nRz, −d
2 + nRz]

fkz(z), z ∈ [−d
2 + nRz, d

2 + nRz]
0, z ∈ [d

2 + nRz, L
2 + nRz]

.

The problem with this envelope function is that no conditions are put on the
momentum in the z-direction (for example k1z and k4z) due to the plane waves of the
Bloch functions only being in the plane (eik∥·r∥), compare also with Eq. (4.10) where
the plane waves give rise to conditions on kz. The lack of conditions on kz makes
the evaluation of ⟨uck1z+q′

∥+k4∥,s1
|fk1z(z)fk4z(z)eiG·r|uvk4 ,s4⟩ tricky. Also, without any

value for kz the envelope functions for a quantum well

fkz(z) =

sin kzz

cos kzz

cannot be evaluated. The problems basically boil down to the same as for a single
well — k cannot be evaluated or cannot be assumed to be small. It is also not certain
that an envelope function of that form is valid.
A fundamentally different approach is to include the 2D character of the system
through the potential. This should work well as long as the potential remains 3D
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and is possible to Fourier transform in a way similar to Eq. (4.5). Finding such a
potential and transforming it has, however, proven difficult. The first approach was
to assume uniformly distributed charges in the z-direction. This, however, gives a
potential that is independent of z-component [22]. Likewise, no solution for two
point charges not assuming cylindrical symmetry removing the z-dependence have
been found. A third anisotropic Coulomb interaction A

/√
|ρ−ρ′|2

γ2 + γ2|z − z′|2 has
been studied. But has not been possible to Fourier transform in any way giving
useful results. There should, however, not be any fundamental problems with the
two latter potentials and it may be possible to find ways of using them.
In the preceding, the explored approaches to treat the 2D confinement and the
reasons for why they have eventually been abandoned were described. Some of them
could, however, be further explored and, given more work, be successful. Other
possible approaches could be to go back to a more fundamental level and try to
better model the electronic wavefunctions in perovskites and for example extract the
effective mass in the z-direction. In this context, reference [23] could be of interest.
Another approach could be to try to modify the model of Pikus and Bir to become
2D [24].

Two electron phonon scattering As discussed in chapter 6, assuming spin
conservation there cannot be any phonon scattering between different states. This is
possible to understand considering that the exciton states are orthogonal - lacking
any wave function overlap. All four states considered in this work are having the same
spatial wave function (1s) since those have the lowest energy, so the orthogonality
uniquely lies with the spin composition, a composition in this work independent of
momentum. That is different from when the orthogonality lies in the spatial wave
function, then the orthogonality is potentially broken when a momentum transfer
q is accounted for ∑q ϕn

kϕn′∗
k+q. Making scattering between for example 2p and 1s

states possible. For the same to be possible here, some sort of spin altering process
is required.
The required spin change could for example come from chiral phonons. Such
phonons may be able to change the spin when interacting, possible by the interaction
λ†

k+q,sλk,s′bq,s−s′ . From section 6.2 such a process is indicated to enable scattering
from bright to dark states. However, these interactions and character of the phonons
need to be further understood before any conclusions can be drawn. Crucial is the
character of the interaction, is the angular momentum of the chiral phonon really able
to change the spin and in that case how precisely do the angular momentum of the
phonon have to match that of a spin flip s − s′. Perhaps it is rather the conservation
of angular momentum that should be considered. A part of further understanding
this is of course to investigate what chiral phonons, if any, that are present in the
studied perovskites and what total angular momentum they are carrying.
Another possibility, exploring the spin mix of the perovskites, is by considering
two electron scattering. In the interaction defined in equation (2.8) one electron
is changing its momentum upon phonon scattering staying in the same band, see
Figure 7.1a. Staying in the same band the spin is well defined and cannot change.
On the other hand, a four electron operator process λ†

k1,s1λk4,s4λ
′†
k2,s2λ

′
k3,s3 (λ ̸= λ′)

as seen in Figure 7.1b could take place both within the same (black arrows) and
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between bands (green arrows), compare with the electron-hole exchange interaction.
In this case there could actually be a spin change since a spin in the conduction band
has an overlap with both up and down spin in the valance band see Equation (3.1).
Since the exchange interaction needs to be considered for getting the accurate states
in perovskites, it is not far-fetched that so should also be the case for the scattering.
Future studies of the origin of scattering in perovskites seem very interesting.

(a) An electron interacting with a
phonon.

(b) Two electrons interacting with a
phonon.

Figure 7.1: The figures shows the band structure around the gamma point for
conduction and valance band under parabolic approximation. Momentum on the
x-axis and energy on the y-axis. Electrons are denoted by red circles and phonons
with a red arrow. Black arrows indicates momentum change of electrons within bands
and green the equivalent exchange process. The latter allowing for a spin change.
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A
Perturbation

For evaluating the overlaps in Eq. (4.9) and terms of the form dλλ′
ss′ = ⟨λs|p̂|λ′s′⟩ in

Eq. (4.12), perturbation theory may be used. In perturbation theory a disturbance
is added to the ground state Hamiltonian (denoted by 0) which results in changes
of the wavefunctions Ψn and energies Enk. The following notation is used (note
that the notation is different from in the rest of the thesis and that any discrepancy
should be considered an error in the appendix)

H = H0 + λH ′

Ψn,k+qs = Ψ0
nks + λΨ′

nks + λ2Ψ′′
nks, |n, k + q, s⟩ = |nks⟩0 + λ |nks⟩′ + λ2 |nks⟩′′

Enk = E0
nk + λE ′

nk + λ2E ′′
nk

.

(A.1)

The Schrödinger equation is

HΨn,k+q,s = EnkΨnks

which can be expanded according to

(H0 + λH ′)(|nks⟩0 + λ |nks⟩′ + λ2 |nks⟩′′)
= (E0

nk + λE ′
nk + λ2E ′′

nk)(|nks⟩0 + λ |nks⟩′ + λ2 |nks⟩′′).
(A.2)

The expression in Eq. (A.2) can be grouped after order in λ

λ0 : H0 |nks⟩0 = E0
nk |nks⟩0

λ1 : H0 |nks⟩′ + H ′ |nks⟩0 = E0
nk |nks⟩′ + E ′

nk |nks⟩0

λ2 : H0 |nks⟩′′ + H ′ |nks⟩′ = E0
nk |nks⟩′′ + E ′

nk |nks⟩′ + E ′′
nk |nks⟩0

and by further multiplying λ1 by ⟨nks|0 Eq. (A.3) is obtained

⟨nks|0 H0 |nks⟩′ + ⟨nks|0 H ′ |nks⟩0 = ⟨nks|0 E0
nk |nks⟩′ + ⟨nks|0 E ′

nk |nks⟩0

−→ ⟨nks|0 H ′ |nks⟩0 = E ′
nk.

(A.3)

Further it is noted that
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A. Perturbation

H ′ |nks⟩0 =
∑

if n′ ̸=n,s′

else s′ ̸=s

|n′ks′⟩0 ⟨n′ks′|0 H ′ |nks⟩0 + |nks⟩0 ⟨nks|0 H ′ |nks⟩0

(A.4)

which is used for the λ1-expression giving

H0 |nks⟩′ +
∑

if n′ ̸=n,s′

else s′ ̸=s

|n′ks′⟩0 ⟨n′ks′|0 H ′ |nks⟩0 + |nks⟩0 ⟨nks|0 H ′ |nks⟩0

=E0
nk |nks⟩′ + E ′

nk |nks⟩0

−→H0 |nks⟩′ +
∑

if n′ ̸=n,s′

else s′ ̸=s

|n′ks′⟩0 ⟨n′ks′|0 H ′ |nks⟩0 = E0
nk |nks⟩′

. (A.5)

By first multiplying by ⟨n′′ks′′|0

⟨n′′ks′′|0 H0 |nks⟩′ +
∑

if n′ ̸=n,s′

else s′ ̸=s

⟨n′′ks′′|0 |n′ks′⟩0︸ ︷︷ ︸
δn′′,n′ δs′,s′′

⟨n′ks′|0 H ′ |nks⟩0 = ⟨n′′ks′′|0 E0
nk |nks⟩′

−→
∑

if n′′ ̸=n,s′′

else s′′ ̸=s

⟨n′′ks′′|0 H ′ |nks⟩0 = (E0
nk − E0

n′′k) ⟨n′′ks′′|0nks⟩′

(A.6)

and then by |n′′ks′′⟩0, the following expression is obtained

|nks⟩′ =
∑

if n′′ ̸=n,s′′

else s′′ ̸=s

⟨n′′ks′′|0 H ′ |nks⟩0

E0
nk − E0

n′′k

|n′′ks′′⟩0

= ℏq

m

∑
if n′′ ̸=n,s′′

else s′′ ̸=s

⟨n′′ks′′|0 p̂ |nks⟩0

E0
nk − E0

n′′k

|n′′ks′′⟩0
.

(A.7)

To the first order the perturbed bloch functions are then given by

|n, k + q, s⟩ = |nks⟩0 + ℏq

m

∑
if n′′ ̸=n,s′′

else s′′ ̸=s

⟨n′′ks′′|0 p̂ |nks⟩0

E0
nk − E0

n′′k

|n′′ks′′⟩0
, (A.8)

which can be used for getting the first factor in Eq. (4.9), namely
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⟨uck4+q,s1
|uvk4 ,s4⟩ = ⟨uck4,s1

|uvk4 ,s4⟩

+ ℏq

m

∑
if n′′ ̸=c,s′′

else s′′ ̸=s1

(
⟨n′′k4s

′′|0 p̂ |ck4s1⟩0

E0
ck4 − E0

n′′k4

)∗

∗ ⟨n′′k4s
′′|0uvk4 ,s4⟩

=ℏq

m

∑
s′′

(
⟨vk4s

′′|0 p̂ |ck4s1⟩0

E0
ck4 − E0

vk4

)∗

∗ δs′′,s4

+ ℏq

m

∑
s4 ̸=s1

(
⟨ck4s4|0 p̂ |ck4s1⟩0

E0
ck4 − E0

ck4

)∗

∗ ⟨ck4s
′′|0uvk4 ,s4⟩

=ℏq

m

(
⟨vk4s4|0 p̂ |ck4s1⟩0

E0
ck4 − E0

vk4

)∗

∗ = ℏq

m

⟨ck4s1|0 p̂ |vk4s4⟩0

E0
ck4 − E0

vk4

= ℏ
mEg

q · dcv
s1s4 .

(A.9)

Assuming the momentum operator does not change spin the second term in the
second line is zero, and the division by 0 is not a problem. The other factor in
Eq. (4.9) is in the same way found to be

⟨uvk3−q,s2
|uck3 ,s3⟩ = ⟨uvk3,s2

|uck3 ,s3⟩

− ℏq

m

∑
if n′′ ̸=v,s′′

else s′′ ̸=s2

(
⟨n′′k3s

′′|0 p̂ |vk3s2⟩0

E0
vk3 − E0

n′′k3

)∗

∗ ⟨n′′k3s
′′|0uck3 ,s3⟩

= − ℏq

m

(
⟨ck3s3|0 p̂ |vk3s2⟩0

E0
vk3 − E0

ck3

)∗

∗ = −ℏq

m

⟨vk3s2|0 p̂ |ck3s3⟩0

E0
vk3 − E0

ck3

= ℏ
mEg

q · dcv∗
s3s2 .

(A.10)

Eq. (4.9) now becomes

∑
k3,k4,q

s1,s2,s3,s4

ℏ
Egm

ℏ
Egm

q · dcv∗
s3s2q · dcv

s1s4Vq. (A.11)

By continuing with perturbation it is possible to evaluate Eq. (A.11), starting by
multiplying λ1 by ⟨n′ks′|0 which gives

⟨n′ks′|0 H0 |nks⟩′ + ⟨n′ks′|0 H ′ |nks⟩0 = ⟨n′ks′|0 E0
nk |nks⟩′ + ⟨n′ks′|0 E ′

nk |nks⟩0

(E0
n′k − E0

nk) ⟨n′ks′|0 |nks⟩′ + ⟨n′ks′|0 H ′ |nks⟩0 = E ′
nk ⟨n′ks′|0 |nks⟩0 .

(A.12)

Then the case n′ = n, s′ = s is considered, yielding

⟨nks|0 H ′ |nks⟩0 = E ′
nk = ℏ2k2

2m
. (A.13)

Further is Eq. (A.4) multiplied by ⟨n′′ks′′|0 resulting in
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⟨n′′ks′′|0 H ′ |nks⟩0

=
∑

if n′ ̸=n,s′

else s′ ̸=s

⟨n′′ks′′|0 |n′ks′⟩0 ⟨n′ks′|0 H ′ |nks⟩0 + ⟨n′′ks′′|0 |nks⟩0 E ′
nk

=
∑

if n′′ ̸=n,s′′

else s′′ ̸=s

⟨n′′ks′′|0 H ′ |nks⟩0 + ⟨n′′ks′|0 |nks⟩0 E ′
nk

(A.14)

which can be used in Eq. (A.12) resulting in

(E0
n′k − E0

nk) ⟨n′ks′|0 |nks⟩′ +
∑

if n′ ̸=n,s′

else s′ ̸=s

⟨n′ks′|0 H ′ |nks⟩0 + ⟨n′ks′|0 |nks⟩0 E ′
nk

= E ′
nk ⟨n′ks′|0 |nks⟩0 ,

⟨n′ks′|0 |nks⟩′ =
∑

if n′ ̸=n,s′

else s′ ̸=s

⟨n′ks′|0 H ′ |nks⟩0

(E0
nk − E0

n′k) =
∑

if n′ ̸=n,s′

else s′ ̸=s

⟨n′ks′|0 ℏkp̂
m

|nks⟩0

(E0
nk − E0

n′k) .

(A.15)

Multiplying by |n′ks′⟩0 gives

|nks⟩′ =
∑

if n′ ̸=n,s′

else s′ ̸=s

ℏk

m

⟨n′ks′|0 p̂ |nks⟩0

(E0
nk − E0

n′k) |n′ks′⟩0
. (A.16)

Then multiplying λ2 by ⟨nks|0 gives

E0
nk ⟨nks|0 |nks⟩′′ + ⟨nks|0 H ′ |nks⟩′

=E0
nk ⟨nks|0 |nks⟩′′ + E ′

nk ⟨nks|0 |nks⟩′ + E ′′
nk ⟨nks|0 |nks⟩0 ,

⟨nks|0 H ′ |nks⟩′ = E ′′
nk

(A.17)

Multiplication of Eq. (A.16) with ⟨nks|0 H ′ gives

E ′′
nk = ⟨nks|0 H ′ℏk

m

∑
if n′ ̸=n,s′

else s′ ̸=s

⟨n′ks′|0 p̂ |nks⟩0

(E0
nk − E0

n′k) |n′ks′⟩0

= ⟨nks|0 ℏk

m

ℏkp̂

m

1
∆n,n̄

∑
if n′ ̸=n,s′

else s′ ̸=s

dn′,n
s′,s |n′ks′⟩0 =

(
ℏk|dn,n̄

s,s̄ |
m

)2 1
∆n,n̄

.

(A.18)

The harmonic approximation can then be used around the band minimum to get an
expression for the energy, only considering the x-direction Eq. (A.19) is obtained
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Enk = 1
2Eg + ℏ2k2

2m
+
(
ℏk|dn,n̄

s,s̄ |
m

)2 1
∆n,n̄

= 1
2Eg + ℏ2k2

2mn

. (A.19)

|dn,n̄
s,s̄ |2 = m∆n,n̄

2

(
m

mn

− 1
)

(A.20)

Considering the additional directions as well and summing gives an additional factor
c, note |dn,n̄

s,s̄ |2 = |dn̄,n
s̄,s |2 = |dn,n̄

s̄,s |2 = |dn̄,n
s,s̄ |2 = |d|2 and ∆n,n̄ = −∆n̄,n which is used to

get a relation for d

c|d|2 = c

2
(
|dn,n̄

s,s̄ |2 + |dn̄,n
s̄,s |2

)
= m∆n,n̄

2

(
m

mn

− 1
)

+ m∆n̄,n

2

(
m

mn̄

− 1
)

= m∆n,n̄

2

(
m

mn

− 1
)

− m∆n,n̄

2

(
m

mn̄

− 1
)

= m∆n,n̄

2

(
m

mn

− m

mn̄

) (A.21)

which in turn gives

dcv
s,s′ =

√√√√m2Eg

c

1
mµ

. (A.22)

Note that there is no momentum or spin dependence.
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B
Vector Components of Dipole

Matrix Elements

The matrix elements ⟨S| p̂ |Pi⟩ point in the same direction as ⟨S| ∇ |Pi⟩. The nabla
operator in spherical coordinates is

∇ = (sin θ cos ϕx̂ + sin θ sin ϕŷ + cos θẑ) d

dr
+ 1

r
(cos θ cos ϕx̂ + cos θ sin ϕŷ − sin θẑ) d

dθ

+ 1
r sin θ

(− sin ϕx̂ + cos ϕŷ) d

dϕ
.

(B.1)

The S and P orbitals are having the same angular symmetry as the correspond-
ing hydrogenic wavefucntions, mathematically in spherical coordinates the angular
dependency may be expressed as

Ψ1s ∝ C1,

Ψpz ∝ cos θ,

Ψpx ∝ sin θ cos ϕ,

Ψpy ∝ sin θ sin ϕ.

(B.2)

Only considering the angular part of ⟨S| ∇ |Pi⟩ and removing all constants factors
the overlap is

⟨S| ∇ |Px⟩ =
∫

sin θx̂(sin θ cos ϕ
d

dr
+ 1

r
cos θ cos ϕ

d

dθ
+ 1

r sin θ
(− sin ϕ

d

dϕ
)) sin θ cos ϕ

+ sin θŷ(sin θ sin ϕŷ
d

dr
+ 1

r
cos θ sin ϕŷ

d

dθ
+ 1

r sin θ
cos ϕ

d

dϕ
) sin θ cos ϕ

+ sin θẑ(cos θ
d

dr
− 1

r
sin θ

d

dθ
) sin θ cos ϕdϕdθ

∝ sin θx̂(sin θ
d

dr
+ 1

r
cos θ

d

dθ
+ 1

r sin θ
) sin θdθ.

(B.3)

Terms in the ŷ-direction will all contain the factor
∫ 2π

0 sin ϕ cos ϕdϕ and therefore
vanish same for the ẑ-direction and

∫ 2π
0 cos ϕdϕ. The ϕ integral in x̂ is

∫ 2π
0 cos2 ϕdϕ =

π. In the same way it is possible to show ⟨S| ∇ |Py⟩ =∝ ŷ, ⟨S| ∇ |Pz⟩ =∝ ẑ.
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