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Power Control in Integrated Access and Backhaul Networks
HAITHAM BABBILI, OLALEKAN PETER ADARE
Department of Electrical Engineering

Chalmers University of Technology

Abstract

The integrated access and backhaul (IAB) network is a novel radio access network
(RAN) solution, proposed by the 3rd Generation Partnership Project (3GPP). IAB
network is one of the interesting aspects of the fifth-generation (5G) RAN. The IAB
networks thrives on the advantage of using all ranges of spectrum defined for the 5G
new radio (NR) to interconnect the mobile and fixed access users to the network,
and still bulk transmit their data towards the 5G core network. IAB networks may
reduce the dependency on the optical fiber network and out-of-band frequencies for
backhauling. However, there are inherent challenges that come with this approach.
A possible constraint may be interference, which reduces the received signal quality.
This, in turn, reduces the user data rate. Therefore, interference should be mitigated
or canceled optimally. Using power control combined with adaptive beamforming,
resource allocation and routing techniques may help to deploy efficient IAB networks,
with higher spectral efficiency and better service coverage.

This thesis focuses on a power control solution in uplink communication within IAB
networks. A power control solution may effectively reduce the effects of interference
among all the transceivers and keep the network operating at a signal-to-interference-
plus-noise-ratio (SINR) that is needed to guarantee mobile services. The solution
is built on a genetic algorithm (GA), which offers reasonable solutions in multi-
objective problem formulations. The performance of the solution is then evaluated
using the service coverage probability. Service coverage probability is the probability
of the event that the users are provided with a minimum data rate. First, a wireless
network model is set-up using using millimeter wave characteristics. Then, a finite
coverage area is built with randomly distributed users and statically positioned
base stations with transmit power constraints, as proposed by 3GPP. Afterwards, a
wireless access channel is modeled that takes into account the predominant channel
constraints, where the duplexing mode is time division duplex (TDD). Finally, the
SINR and transmit power of all mobile terminals (MT) are optimized at every epoch
using the GA. Interestingly, the GA offers a proper convergent solution for power
control in TAB networks. Furthermore, based on the various simulations and results,
there is a possibility that TAB networks with a well implemented power control
scheme can achieve a better service coverage probability in uplink communication,
than non-TAB networks.

Keywords: 5G NR, Integrated access and backhaul, TAB, signal-to-interference-
plus-noise-ratio, 3GPP, power control, uplink, service coverage probability, genetic
algorithm, wireless backhaul.
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1

Introduction

1.1 Background and Motivation

Logically, the telecommunication network is divided into the access network, trans-
port network, and the core network, [1]. The access network consists of wireless and
wired resources that are used for delivering last-mile services to the users. In wireless
access networks, services are mainly delivered via a base station (BS). The BS in a
5G network is referred to as the Next Generation NodeB (gNodeB or gNB), [2]. The
transport network consists of all transmission media and technologies for backhaul-
ing and interconnecting all entities within the entire telecom network. Backhauling
is usually achieved with optical fiber and point-to-point microwave links, [3]. The
optical transport solutions are usually built on wavelength division multiplexing
(WDM) and Carrier Ethernet. The core network is the decision layer of the net-
work and without it, the network cannot offer any of the intended services. The
core node of the 5G network is generally referred to as the 5GC. The 5GC handles
interconnection of the sub-networks or clusters, address and mobility management
of the user equipment (UE), session management, user or data plane management,
policy control, authentication, network slicing and other unique functions. 5GC also
hosts the major applications offered by the 5G network, [4], [5].

Historically, there is a growing trend in demand for wireless access solutions. Users
and businesses need more flexibility and cheaper access to their mobile services.
Fixed wireless access (FWA) is a viable approach to meet their wireless access de-
mands. FWA is more cost effective as compared with fixed broadband last-mile ac-
cess like optical fiber, [6]. Using optical fiber links for backhauling and node-to-node
interconnection is reliable to a large extent, since it is immune to electromagnetic
interference and can support Terabits per second data rates.

Conversely, fiber is expensive to deploy, and it may not be attainable to have it
everywhere. Due to the local geometry and features in some locations, optical fiber
installations may not be feasible. The cost of maintenance and replacement is also
relatively high. Then, there are some governing policies in certain locations that do
not allow installing new infrastructures for the use of optical fiber. Therefore, the
other option in this case is FWA. FWA offers shared point-to-multipoint last-mile
service delivery, unlike fixed broadband connections. It should be noted however
that FWA uses the wireless channel which will have to contend with all the factors
affecting the wireless signal. The varying characteristics of the wireless channel will
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lead to varying service quality and data rates for the end users. The varying service
quality also depends on the cell load, [6]. Additionally, the frequency band in use
determines the coverage of the wireless service, as the transmitters are power lim-
ited. Low frequency bands have longer wavelengths and so have a better coverage
than high band frequencies. Typically, wireless backhauling for FWA base stations
require a different frequency band which comes at a cost of acquiring separate fre-
quency spectrum for both wireless access and backhauling.

Moreover, the 5G wireless network is designed to offer high-rate data streams for
everyone, everywhere, and at any time. 5G comes with a need for a higher channel
bandwidth allocation for the radio access network (RAN). In order to support a
higher number of devices per square kilometer, the network needs to be highly den-
sified. Basically, point-to-point wireless backhaul links have always been designed
based on line-of-sight (LOS) and non-standardized technologies utilizing high fre-
quencies. With 5G in an urban area, the small base stations (SBSs) will be at the
street level thereby creating a chance for non-line-of-sight (NLOS) in the backhaul
links. Also, the access link, which previously was at low frequencies, is moving to
millimeter wave (mmWave). The mmWave range was previously dedicated to back-
haul links. Then, having non-standardized technologies in mmWave backhaul is no
more reasonable; as it will conflict with the access links. These NLOS backhauling
capabilities and the use of standardized backhauling are the main motivations for
IAB networks. Of course, cost, flexibility, and low time-to-market are further moti-
vations for both wireless backhaul and TAB networks.

3GPP has offered a multi-hop TAB network solution, with a distributed architecture.
Here, each TAB node, or SBS, can be connected to the macro base station (MBS),
referred to IAB donor, using the same frequency of the wireless access link. Using
the same frequency for access and backhaul is called in-band backhauling. On the
other hand, out-of-band backhauling is when the backhaul and access links operate
in different frequency bands.

In brief, using IAB nodes will further improve the service coverage within a tar-
get area. Inherently, using in-band backhauling introduces more interference for
the backhaul links, which may limit the service coverage probability and the actual
data rate that the end-users can achieve. In this scenario, a well-known wireless
communication solution is to define a proper network plan about the BS locations
and power levels. However, network planning is an offline approach which does not
factor in real-time channel realizations. If required, dynamic power control and rate
adaptation may further improve the service coverage probability, [7], [8].

Power control aims to always have a specific minimum signal-to-interference-plus-
noise ratio (SINR) at all times, irrespective of the channel conditions. Although,
having the required minimum SINR may not be feasible at all times. On the other
hand, rate adaptation, or rate control, aims to achieve an overall service availability
as much as possible, by intelligently adjusting the modulation scheme and coding
rate of the communication system, according to the prevailing channel conditions.
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Power control is usually used in uplink communication, while rate adaptation is
usually used in downlink communication, with fixed transmit power from the BSs.

1.2 Aim

The aim of the thesis work is to find an appropriate power control scheme for im-
plementation in a 5G IAB network. The thesis also put into consideration various
environmental factors and constraints that can limit the service coverage and perfor-
mance of the 5G TAB network. The objective is to study IAB network performance
in uplink communication and achieve the following:
o Identify realistic channel models for mmWave communication in IAB networks.
 Identify the appropriate power allocation schemes in IAB networks.
o Develop a simulator to evaluate the effect of power allocation in IAB networks.
o Carry out comparisons between a single macro-cell network and dual macro-
cell network, with power allocation.

1.3 Thesis Contribution

The thesis tries to answer the following research questions in wireless communication
with regards to 5G IAB networks.
o« Why power control may be useful in IAB networks?
o Why is having an efficient power allocation algorithm important in IAB net-
works, like using genetic algorithm (GA)?
o What will be the impact of intra-cell and inter-cell interference on service
coverage probability of IAB networks?
o What is the benefit of separating access links and backhaul links in IAB net-
works, based on time division duplex (TDD)?

1.4 Limitations

The thesis investigates power control for the 5G IAB networks in uplink communi-
cation. Simulations are carried out with models and parameters suggested by 3GPP
for 5G RAN. The work is not based on real 5G network data. Also, the thesis will
not study the possibility of having simultaneous transmission and reception in IAB
networks. All simulations will be carried out on MATLAB. The simulations will not
consider the 5G network in an end-to-end manner. The thesis is limited to finding
a proper power allocation scheme for the uplink channel in the 5G IAB network.

1.5 Methodology

The thesis is based on a simplified spatial model of a 5G IAB network. The model
factors in a couple of wireless environmental factors in a well-planned out RAN. The
model consists of multiple UEs and statically positioned base stations (Macro and
Small BSs), and assumes that only the MBS is connected by non-IAB backhaul,

3
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e.g., fiber, towards the core network. Then, there are a number of SBSs or IAB
nodes whose traffic are backhauled to the MBS using in-band communication. The
model tries to maximize the SINR per node using a central GA solution. The GA
will in turn try to maximize the service coverage probability, under the designed
IAB conditions. The main measurement metric is the service coverage probability.

1.6 Previous Work

First, there are a couple of other related works based on 5G TAB network structure
and coverage in downlink communication [9], [10]. In particular, their work provides
the background about [AB network architecture and service coverage in downlink
communication. Furthermore, a simulation of the 5G IAB network is made using
the finite homogeneous Poisson point process (FHPPP) model which uses 28 GHz
band, 1 GHz channel bandwidth and sets a minimum data rate of 100 Mbps per
UE. Their work specifically compares service coverage with backhaul bandwidth of
the IAB network.

Then, [11] investigates the actual number of TAB nodes that are needed for an
optimum 5G TAB deployment. Their work simulates a resource scheduling scenario
for 5G TAB using 28 GHz band with 1 GHz bandwidth, characterizing the transmis-
sion control protocol-internet protocol (TCP/IP) stack. Their work also identifies
possible challenges in throughput and latency of the related 5G service.

Also, [12] discusses and evaluates the coverage extension improvement in 28 GHz
band with IAB deployment in 3GPP Urban micro (UMi) scenarios. Their work com-
pares IAB schemes with and without dynamic TDD interference using centralized
scheduling. The simulation-based results show that a fully flexible IAB network can
achieve around 60% gain in the uplink and 100% gain in the downlink, as compared
with non-IAB deployment. Moreover, the scheme without dynamic TDD interfer-
ence shows a good gain in downlink communication. The results point to the fact
that achieving high spectral efficiency at the backhaul is important for the overall
system performance.

Additionally, [13] investigates the power allocation problem for a proposed in-band
self-backhaul scheme. The set-up works with multiple antennas with full-duplex
communication at the BS, which enables the access and backhaul to work simul-
taneously within the same frequency band. An iterative algorithm is proposed to
successively allocate the powers in the considered scenario so that the users’ sum-
rate is maximized, while taking into account the capacity limits of the backhaul
link. Then, their work identifies cross-link interference and self-interference, or co-
channel interference, as the major challenges that must be mitigated. The results
show that the interference between the backhaul and the access networks of in-band
self-backhauled networks is a major limiting factor to the overall system throughput,
which can be alleviated using proper power allocation schemes. Moreover, resource
scheduling is considered as a key to having an overall optimal solution.

Furthermore, [14] details the IAB network in an end-to-end manner, in line with

4
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3GPP release 16 (Rel-16) proposal. Specifically, their work shows that the IAB
network still has a half-duplex constraint, even though it can support space division
multiplexing (SDM), frequency division duplex (FDD), and TDD.

Interestingly, [15] formulates a multi-hop scheduling problem to propose an effi-
cient IAB network deployment. The work further stresses the need for a resource
scheduler and proposes not having more than two hops away from the donor gNB.
Reducing the number of hops is to lower the end-to-end network latency, while still
achieving the required data capacity for access and backhauling.

On TAB network topology optimization, [16] looks into using GA formulations for
both TAB node and non-IAB backhaul link distribution. The work makes a case for
efficient routing in locations with severe availability constraints and high blockage
densities. Therefore, load balancing the traffic across the network becomes impor-
tant in order to improve the service coverage. The work also summarizes the recent
Rel-16 approved solutions as well as the latest Rel-17 3GPP considerations on traf-
fic routing in TAB networks. For a resilient RAN, mesh-based TAB networks are
proposed.

Taking a look at future wireless networks, [17] investigates the use of a predic-
tor antenna to boost the service performance in moving IAB networks. Mobility of
either the transmitter or receiver, or both, results in variations in wireless channel
conditions. The paper considers having a single antenna mounted on vehicles as a
moving [AB node to boost service in both urban and rural areas, with backhaul
supported by either terrestrial or satellite communication. Field trials shows that
moving IAB nodes offers up to 50% improvement in backhaul throughput as com-
pared to open-loop schemes.

Moreover, [18] studies the advantage of scheduling and data rate maximization in
IAB networks. The work proposes a minimum throughput maximization algorithm
for IAB networks. The model considers pathloss, directional beamforming, and
antenna gain array of the BSs. The simulations are set-up to optimize resource
scheduling of TAB nodes by maximizing the minimum throughput of the access
links based on the revised simplex method. The results show that with IAB net-
works, there is a possibility to achieve a minimum throughput that out performs
MBS only networks.

1.7 Thesis Outline

The thesis report is arranged to introduce the work and fully detail the work done.
Chapter 1 introduces the thesis work. Chapter 2 gives the theoretical background
and deployment overview of IAB networks. Chapter 3 explains system models used
and the methodology. Chapter 4 covers the simulations and results. Chapter 5 offers
the conclusions from the thesis work, while Chapter 6 lists the related future works
on IAB networks, that could be of interest. Finally, all references and other sources
of information used are listed.
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Theoretical Background

2.1 5G New Radio

5G new radio (NR) is the newest radio access air interface of the 5G network. 5G NR
offers a unified and more robust RAN than the previous technologies, such as second-
generation (2G), third-generation (3G), and the fourth-generation (4G), [19]. It is
specifically designed to support new generation services and various use cases like
virtual reality (VR) and 4K/8K videos, [20]. Specifically, 5G NR offers a flexible
bandwidth use with similar modulation schemes as 4G. The flexibility of 5G NR
supports different access services in terms of coverage capacity, data rate, and latency
requirements, [21]. Also, 5G NR comes with improved channel coding, waveform
generation, massive multiple-input-multiple-output (MIMO), beamforming, network
slicing, improved frame structures, hybrid automatic repeat request (HARQ), and
duplexing, [5], [19]. The combination of all these makes it far superior to the previous
technologies. Fig. 2.1 illustrates the 5G NR use cases.
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P

Extreme Throughput
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Figure 2.1: Illustration of 5G NR use cases. 5G NR services are classified as
eMMB, URLLC and mMTC.
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As a standard, 5G services are classified into three categories. These are enhanced
mobile broadband (eMBB), massive machine-type communication (mMTC), and
ultra-reliable and low-latency communication (uRLLC), [22].

5G promises improved user experience with a latency down to 1 ms, over the wire-
less channel, data rates of between 100 Mbps and 1 Gbps per UE, and Terabits per
second data rate per square kilometer. There are on-going studies for 5G to support
mobility of up to 300 km/h, [23]. Also, 5G NR uses orthogonal frequency division
multiplexing (OFDM) technology, which is a widely used spectrally efficient wireless
access technology. OFDM is already in use in IEEE 802.11 wireless fidelity (Wi-
Fi), Worldwide Interoperability for Microwave Access (WiMAX), and 4G long-term
evolution (LTE).

Going forward, the first resource needed to support the 5G network is the allocated
frequency band. The frequency band determines how much channel bandwidth the
RAN can support which is based on regulations. NR is licensed to operate both at
low and high-frequency bands. The NR bands are further described as the sub-6
GHz, depicted as FR1 (0.45 GHz to 7.125 GHz), and the above 6 GHz bands, de-
picted as FR2 (24.25 GHz to 52.6 GHz), [5], [19], [32]. 5G offers flexible channel
bandwidths of 50 MHz, 100 MHz, 200 MHz, 400 MHz, and where possible 800 MHz
and more. The sub-6 GHz bands are already in use by various wireless technolo-
gies like 2G, 3G, 4G, WiMAX, Satellite communication, point-to-point microwave
radios, and much more. Therefore, it has been a challenge to offer 5G NR higher
bandwidth values in lower frequency bands. Interestingly, in the mmWave band,
there is the possibility of being allocated any channel bandwidth partitions sup-
ported by 5G NR, ranging from 50 MHz to 800 MHz. Furthermore, the 28 GHz
band is attracting interests across the telecommunication domain, [12], [13], [23].

Technically, the main requirements for achieving higher data capacity per square
kilometer in the radio access networks are the allocated channel bandwidth, spec-
tral efficiency and cell density, [7]. In communication design, the channel bandwidth
directly relates to the symbol rate. Therefore, an increase in the channel bandwidth
will lead to an increase in the symbol rate and eventually the data capacity per
square kilometer, with other parameters held constant. Then, there is the spectral
efficiency which is translated to the number of bits per symbol per Hertz. Modula-
tion and coding schemes are introduced to improve the spectral efficiency, [7].

Interestingly, 5G NR uses the same modulation as the 4G LTE network, with 256
QAM being the highest commercially for now, [21]. Moreover, 5G still offers the
possibility of having a modulation scheme of up to 1024 QAM and 4096 QAM re-
spectively, [24]. Then comes the cell density within a specific area. Every wireless
BS has a maximum communication capacity in terms of data rate and the number
of users that can be supported at an instant. If the number of BSs can be increased
within a defined service coverage area, without having undue signal degradation,
then the overall data capacity per square-kilometer will be greatly increased.
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Mostly, these BSs are interconnected using out-of-band microwave backhaul or
optical fiber. Out-of-band communication comes at an extra cost to the service
providers, which needs to be reduced. Apart from fading, signal blockage, and
shadowing, one major challenge in wireless communication is the interference from
other transmitters located nearby. Blockage and shadowing are related to the lo-
cal obstructions to the LOS path of the signal, while fading is due to variations in
wireless channel conditions during communication. Since wireless communication
is based on unguided media, interference in the wireless space cannot be totally
controlled.

Furthermore, interference is additional noise contribution to the communication
system. Interference may be prevented from reaching the receiver by controlling it
at the transmitter side, or try cancelling it at the receiver side (or a combination of
these). Interference can be co-channel interference, which is due to devices that are
near and using the same frequency for communication. There is also adjacent chan-
nel interference which is due to devices using very close frequency bands. Higher
cell densification within an area in 5G networks will further increase the interfer-
ence. Invariably, the increase in the interference level within a targeted coverage
area will decrease the signal quality, which further reduces the achievable data rate.
Interference then becomes a challenge that must be controlled. Therefore, the SINR
at the BS and achievable service coverage probability are important network key
performance indicators (KPI) to study.

2.2 5G IAB Network Structure

Fundamentally, taking a BS as a reference, the transmission to the UE is called
downlink (DL) communication. Conversely, the UE transmission back to the BS is
called uplink (UL) communication. Simultaneous DL and UL is called full-duplex,
while without simultaneous communication, it becomes a half-duplex system. Typ-
ical duplexing modes in wireless communication are FDD and TDD.

In FDD, specific frequency bands are divided into two frequency parts dedicated
for DL and UL, which are then separated by a guard band in frequency to prevent
transmitter-receiver interference. On the other hand, TDD offers UL and DL with
the same frequency band, but in different time slots separated with guard times.
There are also a few time slots, that are dedicated for synchronization (sync) of the
entire communication between the UE and the BS. TDD comes with a half-duplex
constraint, [7]. Fig. 2.2 illustrates the difference between FDD and TDD. Then,
Fig. 2.3 is a simplified description of UL and DL communication with respect to
the BS.
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Figure 2.2: Illustration of FDD and TDD. Duplexing is based on time-frequency
allocation for UL and DL.
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Figure 2.3: Illustration of UL and DL Communication. The BS is taken as a
reference point for UL/DL illustration.

In TAB networks, BSs share the bandwidth resources between the UL/DL com-
munication for the UE and the transport towards the 5G core network. The TAB
network offers the use of distributed BSs where one can be the MBS, functioning
as the donor BS, and a couple of other BSs, called SBS or IAB node, that depend
on it for communication resources. The SBS will help extend service coverage area
and availability within a targeted area. The SBS is not just a repeater station; it is
a BS that depends on the MBS for frequency spectrum to backhaul the UE access
traffic towards the core network, [10], [11], [25]. Without backhauling, the RAN is
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incomplete. Backhauling is therefore critical in building a functional RAN. In this
report, SBS and TAB nodes are used interchangeably.

Figure 2.4 is an illustration of the 5G TAB network. There is one MBS, i.e., IAB
donor, with four SBSs, i.e., IAB nodes, connected to it via wireless backhaul links.
The MBS is directly connected to the 5GC via non-IAB backhaul, e.g., optical fiber,
and both the MBS and the SBSs are offering wireless access connections to the UEs.
Eventually, all the data capacity within the service coverage area of the MBS is de-
pendent on non-IAB backhaul, e.g., optical fiber, to connect to the 5GC. Moreover,
all the SBSs and UEs within this service coverage area will be sharing the channel
bandwidth that is allocated to the MBS. The MBS may connect to multiple SBSs
and the SBSs may support multiple UEs. In general, IAB networks support an
arbitrary number of hops from the MBS to the last-mile UE. The MBS, by virtue
of the antenna design, supports massive MIMO. The narrowness of the beams from
the MBS and SBSs in the downlink direction depicts beamforming towards specific
SBSs and UEs. Based on the considered resource allocation strategy, a fraction of
the channel bandwidth will be used for the access link, and the other bandwidth
part will be used by the backhaul links.

&, UE

4,
Boung, e
% r &;cess
Y UE
oy
!
S

Optical fiber

Figure 2.4: Ilustration of 5G TAB network. There is one central MBS and four
other SBSs depend on it for backhauling.
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Table 2.1: 5G NR numerologies [26], [27].

Numerology (x) | Sub-carrier spacing (kHz) | Slot Duration (ms) | Bandwidth (MHz)
0 15 1 50
1 30 0.5 100
2 60 0.25 200
3 120 0.125 400
4 240 0.0625 400, 800

Furthermore, an IAB network with a long chain of dependent SBSs may increase
the end-to-end latency and cause backhaul congestion. High latency is an unwanted
effect in IAB networks. Although, it is theoretically possible to have multiple hops,
it is suggested to limit the number of hops in the IAB network to 2, [16]. Also,
since the access and backhaul will be sharing the same frequency spectrum, then
cross-link interference will be present. Cross-link interference is when BSs interfere
with one another because they transmit and receive in the same spectrum and at
the same time. Therefore, TDD is a viable option but it comes with a half-duplex
constraint, in order to reduce interference. With TDD, the UEs are constrained to
only periodic transmission and reception, which results in a lower capacity when
compared with FDD. There are ongoing studies on how to achieve simultaneous
transmission within IAB networks, [25].

Practically, 5G NR is based on OFDM using closely packed modulated sub-carrier
signals, [26]. Each sub-carrier has its own bandwidth, or sub-carrier spacing (SCS).
SCS is also referred to as NR numerology. NR offers various SCS values ranging from
15 kHz, 30 kHz, 60 kHz, 120 kHz, up to 240 kHz, [26], [27]. SCS of 120 kHz and
240 kHz are suggested for FR2 mmWave bands, because they can easily support
400 MHz and 800 MHz channel bandwidth respectively, [26]. A finite number of
contiguous sub-carriers are then made into resource blocks (RB). One RB is defined
as 12 consecutive sub-carriers in the frequency domain. Also, RB is the smallest
time-frequency resource that can be allocated to a UE in OFDM systems. Therefore,
the wireless BS will support a finite number of RBs based on the allocated channel
bandwidth, [26]. Table 2.1 shows the 5G NR numerologies in this context. Then,
Fig. 2.5 shows how RBs are shared between access and backhaul links.

Both the MBS and SBSs are capable of independently administering the channel
bandwidth. Since only the MBS has a non-IAB backhaul, e.g., an optical fiber
connection, towards the core network, then the SBSs must depend on the MBS for
their backhaul bandwidth. Certain RBs are used for the interconnection between
the MBS and the SBSs, which becomes the backhaul link for the SBSs. Then, other
RBs can be used by the UEs to access the network. By the RBs sharing approach,
the MBS can serve both UEs and SBSs at the same time. The access traffic from
the UEs connected to an SBS will have to be switched from the RBs used in the
access link to the RBs used in the backhaul link. Fig. 2.5 depicts all of these in
context.
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Figure 2.5: Resource sharing between MBS, SBS and UE. From [29]. Reproduced
with permission.

2.3 Structure of IAB Nodes

The 5G NR structure, as standardized by 3GPP, supports a distributed architecture,
[30]. The traditional deployment from 2G, 3G and even 4G LTE basically offers one
MBS per location. However, the architecture of the BS in 5G has been separated
into a central unit (CU) and a distributed unit (DU). IAB donor, i.e., MBS, is CU
and DU combined, while the TAB nodes, i.e., SBSs, are mobile terminal (MT) and
DU combined. The MT has similar functionalities as a UE. The MBS can support
a finite number of SBSs within a specified location. Also, each of the IAB node
has a finite number of UEs that can be supported at an instant. The CU/DU and
DU/MT model is illustrated in Fig. 2.6.

2.4 The Role of Power Control in IAB Networks

Power control in wireless communication is a solution deployed to control the trans-
mit power of the UEs in order to achieve an overall efficient communication system.
Also, power control is an intelligent approach to reduce the power consumption of
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Figure 2.6: The Architecture of SBS/TAB nodes.

a transceiver device, which can either be a UE or a BS. In uplink communication,
power control reduces the UE power consumption and the interference (inter, in-
tra and co-channel interference), thereby increasing the service coverage probability,
while reducing the outage probability. Typically, the more the interference power,
the lower the SINR at the receiver, and the lower the achievable data rates, [13], [14].
Interestingly, to achieve high data rates in wireless communication comes at the cost
of transmit power and SINR, irrespective of the channel noise and interference. A
power allocation scheme tries to achieve the baseline SINR requirement, by dynamic
transmit power assignment to the UEs irrespective of the prevailing channel condi-
tions. Furthermore, power control is an important approach in maximizing cellular
network capacity, by increasing the number of UEs that can be serviced within an
area. Power control also helps to protect the BS receiver’s circuit from power over-
load, which can damage the entire transceiver system.

In mobile communication, UEs are randomly distributed due to their mobility. Due
to their mobility, the UE transmit power requirement varies per location and time.
Power control is necessary to keep the power levels down based on global telecom-
munication regulations. Practically, all transmitters are power limited. Generally,
UEs are classified into transmit power classes, [28].

Typically, users that are closer to the BSs transmit lower power than users that
are far off. The UEs transmit at lower power because the magnitude of the pathloss
is distance dependent, i.e., pathloss grows with distance away from the target BS.
Controlling the power level of the UEs will help create a balanced received power
level at the BS. Fading effect in the channel is also mitigated with power control.
IAB networks bring the BSs closer to the users, thereby reducing their transmit
power requirement and improving the users’ experience.

13
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System Model

3.1 Model Set-up

The system model considers an all-outdoor urban environment. The model supports
a finite number of MBSs, SBSs and UEs. Fig. 3.1 shows the model set-up.

ITU-R model
for rain

Figure 3.1: Schematic diagram of the system model of an IAB network.

The TAB network model in Fig. 3.1 is deployed to support a maximum of two hops
from the MBS. The model supports E number of UEs that are randomly distributed
within the specified coverage area of radius . The UEs are randomly distributed
using the FHPPP approach, [11]. Also, there are M number of SBSs in fixed lo-
cations within the coverage area. Only the MBS; has a non-IAB backhaul, e.g.,
fiber connection, that backhauls all traffic towards the core network. Two specific
network arrangements are considered, (i) one MBS associated with a finite number
of stationary SBSs, and (ii) two MBSs associated with a finite number of stationary
SBSs each, in adjacent macro cells, in order to investigate inter-cell interference.
The wireless channel is modeled to include the effects of shadowing, interference,
pathloss, fading and rainfall. For the uplink, the SBSs and UEs are power-limited.
The transmit power values are taken from 3GPP standard reference document, [30].

14



3. System Model

There is an arbitrary RB scheduler that governs the communication among the
MBSs, SBSs and UEs.

Table 3.1: Definition of simulation parameters.

Parameter | Definition Parameter | Definition

T Cell radius BW Bandwidth

FE Total number of UE E, Number of UEs that met minimum requirement of the service
M Number of SBS BWrgs Bandwidth for one resource block

dap 2D distance To Thermal noise

dsp 3D distance U Set of UE in coverage area

Pgirp Effective Isotropic Radiated Power Gr Receiver gain

@ Path-loss exponent ¢ Speed of light

o Shadowing loss CH Channel capacity

P, Transmission power RB Number of resource block

P, Received power FAccessUE Number of user related to access link
RCV Receiver sensitivity r Polarization coefficient

L Path-loss k Polarization coefficient

RB Resource block 1) Fading effect

Ry Data rate E Number of UE

YR Rain losses A Set of SBS in coverage area

dgp Break point distance Ny Total noise

fe Carrier frequency Ny Noise figure

hps Base station Height SCS Sub-carrier spacing

hug UE height hyg Effective height for UE

hpg Effective height of the base station 8 The percentage of the bandwidth resources
N total number of iteration K Number of first iteration group in GA
S Number of second iteration group in GA | V/ Third number of iteration in GA

X In-phase channel realization Xo Quadrature channel realization

A Set of associated UEs w Set, of associated SBSs

dy Reference distance p Service coverage probability

R Rain rate t Time

1 Interference SINR Signal to interference plus noise

The following are the general assumptions made for our work.

e An OFDM multi-access solution with a TDD duplexing option.

A central TDD scheduler governs the communication of the base stations and

UEs.

MBS has 3 sectorial antennas, at 120 degrees each for a complete 360 degree
coverage per base station, [31].

The frequency band is 28 GHz, and the allocated channel bandwidth is 400
MHz (27.8 GHz to 28.2 GHz), [5].

UEs can use different RBs per time slot, since they are assumed to be mobile
and the wireless channel characteristics vary from time to time.

The transmit power of the UE and SBS is taken as the effective isotropic
radiated power (EIRP). EIRP is the transmit power plus the antenna gain, in
decibel scale.

Periodic access to channel state information (CSI) is available at the UE, SBS
and MBS.

The power control problem is treated as a multi-objective optimization prob-
lem.
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3.2 Channel Modelling

3.2.1 Received Power
The received power at either the MBS or SBS is modelled as:

PT:Pt+Gt+GT—L—U—’YR—¢. (31)

Here, P, is the transmit power, G; is the gain of the transmitter, GG, is the gain
of the receiver, L is pathloss, o is shadowing loss, g is rain loss, ¢ is the channel
fading effect. All values are in dB. In our work, the transmit power values used are
EIRP 3GPP defined values, where Pgrp is expressed as

Parp = P, + G, (3.2)

3.2.2 Pathloss and Shadowing

Pathloss accounts for a significant amount of signal attenuation in wireless commu-
nication. Pathloss depends on the distance between the transmitter and receiver, as
well as the operating frequency band. The attenuation of the signal due to pathloss
is distance dependent, [7]. A 3GPP UMa model is selected for the pathloss and
shadowing, [33]. The model factors in the height of the MBS, SBSs and the UEs.
It is viewed that the base stations are at a height higher than the UEs, with their
antennas slightly down tilted towards the ground. The UMa pathloss model is
represented in Eq. (3.3)

L = 32.4 4+ 10alog,y(dsp) + 20log,, f. — 10((dgp)? + (hss — hur)?). (3.3)

Here, L is the total pathloss in dB, and « is the pathloss exponent. dsp is the 3D
distance calculated using trigonometric equation, which is the LOS distance from
the top of any UE to the top of the MBS. 2D distance is the horizontal distance
from the MBS to a UE. Also, f. is the carrier frequency, in GHz.

The pathloss exponent is related to the signal blockage, either in LOS or NLOS use
cases. The relationship between pathloss and pathloss exponent can be expressed
as in [10],

(3.4)

I rL for LOS.
~ | ro~, for NLOS.

Then, hpg is the height of the base station, and hyg is the maximum height of the
UE.
Also, dyp is the break point distance determined by the relationship in the Eq. 3.5

4 % hyg * hyp * fe
- .

(3.5)

!
dBP -

Here, hgg is the effective antenna heights of the base stations, hyp is the effective
antenna heights of the UE, and ¢ is the speed of light in vacuum, estimated as 3 *
10 m/s. Fig. 3.2 illustrates the dop and dsp distances.
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Figure 3.2: Illustration of dsp and dsp distances. From [33]. Reproduced with
permission.

Shadowing is signal attenuation due to obstructions in the LOS path between the
transmitter and the receiver. The magnitude of shadowing is proportional to the
length of the obstacle. The common shadowing model is log-normal, i.e., ratio of
transmit power to received power in linear scale, [7],

o=—. (3.6)

3.2.3 Rain Effect

In mmMwave communication, the rain loss is not negligible, [34]. The International
Telecommunications Union Radio communication (ITU-R) section already has a
model for corresponding signal attenuation for a given rain rate and operating fre-
quency band, [35]. The model is built on a relatively low rain rate of between 15
mm/h and 20 mm/h, [34]. The signal attenuation due to rainfall is denoted as .
The ITU-R power-law relationship model is expressed in Eq. (3.7)

Yr =k * R". (3.7)

Here, g is the signal specific attenuation expressed in dB/km, while R is the given
rain rate in mm/h. Then, k and T" are polarization coefficients that are determined
based on the operating frequency band. In I'TU-R model, the supported frequency
ranges from 1 GHz to 1000 GHz, [35]. Finally, in our work, the effect of foliage is
assumed to be negligible in urban macro environments.
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3.2.4 Fading Effect

Fading is due to variations in the wireless channel conditions. In our work, fading
is modeled as a Rayleigh flat fading channel. Rayleigh distribution is zero-mean,
with a unit-variance complex Gaussian distribution, X ~ A (u, 02) , [7]. Rayleigh
fading is modeled as

¢(t) = Xi(t) + j Xo(t). (3:8)

Here, ¢(t) is the channel realization at time (¢) based on Gaussian distribution,
X1 is the in-phase component of the channel realization, and Xq is the quadrature
component of the channel realization.

3.2.5 Total Channel Loss

The entire channel effect is taken as a summation of all the above listed signal loss
components, in decibel. The total channel loss is expressed as

Poss = L+ 0 +vr + ¢. (3.9)

Here, L, o, vg and ¢ values are all in dB. The inverse of the channel loss value in
the linear scale will give the channel gain.

3.3 Interference

In our work, signal interference is taken as the summation of every other received
power at a reference point, MBS or SBS, apart from the dominant signal we are
interested in. Interference is expressed as

Ivgi =Y Pewpj + Gy, — Lj — 05 — VR, — &5 (3.10)

3.4 SINR and Baseline SINR Value

SINR refers to the capability of the channel to transmit information. SINR is usually
used to estimate the quality of the received signal. SINR is the dominant received
signal power divided by the sum of all other received signal power plus the noise in
the channel. The SINR, P, and interference, I are related as

Iz

SINR = .
I+ Ny

(3.11)

Here, Ny is the modeled channel noise, which is a summation of the noise figure
of the receiver, Ny, and the thermal noise, Ty. Then, I is the summation of all
interference powers.

Given a baseline SINR value and the UE operating bandwidth, the achievable data
rate of the channel is thus calculated as

Ry, = BW xlogy(1 + SINR). (3.12)

18



3. System Model

Here, Ry, is the achievable data rate in bits per second, and BW is the channel Band-
width, in Hz. In other words, if given a target data rate and operating bandwidth,
the minimum SINR, SIN R, required per UE is determined by

SIN Ry = 251 — 1. (3.13)
Then the value is converted to decibel (dB) by the expression below:

SINRyp = 10 # log,o(SIN Runin) (3.14)

3.5 Receiver Sensitivity

Receiver sensitivity is the minimum received power that can be detected at the
receiver for useful communication. In our work, the receiver is the BS and the
receiver sensitivity must satisfy the minimum SINR value required per UE. Receiver
sensitivity is therefore expressed as

RCV = SINRpin + No. (3.15)

Here, SINR,,,;,, is the minimum SINR to guarantee the modeled minimum data rate
per UE. All values are in dB.

3.6 Resource Block

5G NR offers a flexible channel bandwidth based on the SCS value selected. The
bandwidth occupied by an RB depends on the SCS value in use. Our model assumes
that one UE uses a minimum of one RB at a given time. The bandwidth capacity
for one RB is determined by

Here, BW rp is the bandwidth occupied by one RB, and 12 represents the 12 con-
secutive sub-carriers in one RB. It also taken that there is always at least one RB
available for each SBS at all times. The total number of RBs is determined by

_ BW
- BWgg'

RB, (3.17)

3.7 UE and SBS Association

The UE association is based on the CSI the UE receives from the MBS and SBS
periodically. The SBS association is based on the CSI the SBS receives from the
MBS periodically. The UE after receiving the CSI from all the BSs, will determine
its channel quality to all the BSs, from its present location. After comparison,
the UE will be associated with the BS, MBS or SBS, that offers the best channel
quality at that time. Here, the best channel quality means the channel that offers
the highest received signal power at the BS. Likewise, the SBS will associate with

19



3. System Model

the MBS that offers the best channel quality at a given time. The SBSs are all
stationary. The association strategy for the UE is expressed as

(3.18)

{1, if P, > PAYACU,

0, otherwise,

where A is a number of UEs associated with a BS and U is a set of all the UEs
within the service coverage area. Association can be to MBS or to SBS;. On the
other hand, the association strategy for the SBS is expressed as

(3.19)

0, otherwise,

— {1, ifP;> P, YW € Z,

where W is the number of SBSs associated with the MBS and Z is a set of all the
SBSs within the service coverage area.

3.8 Service Coverage Probability

For our work, service coverage probability (p) is defined as the ratio of the UEs within
the target coverage area that can meet the minimum requirements of SINR value
and data rate at a given instant, to the total number of UEs transmitting within the
coverage area of the MBS. Also, p is expressed as a percentage. The major control
metric for our simulations is p. Service coverage probability is expressed as

Em

Here, E,, is the number of UEs that meet the minimum requirements for the service
and F is the total number of UEs randomly placed within the targeted service
coverage area, using FHPPP.

3.9 Achievable Data Rate of the UE

The achievable data rate of a UE within the service coverage is the amount of data
that UE can transmit to its associated BS. The same concept holds for any SBS
associated with a MBS. It is modeled as

Ry, = BW xlogy(1 + SINR;). (3.21)
Here, SIN R; is the SINR value at the receiver side of the BS for a given UE;.

3.10 Access and Backhaul Bandwidth Utilization

Based on the allocated bandwidth, the maximum number of RBs that the wireless
channel supports is 270. These RBs are shared between the access links and backhaul
links depending on the instantaneous demand from the UEs and SBS. Then, the
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access bandwidth is directly related to the number of UEs that are associated with
the MBS or SBS at a given time, and the number of RBs per UE. Whereas, the
backhaul bandwidth is directly related to the total number of RBs used in access
link by the UEs plus the total number of RBs pre-allocated to the SBS. Since 1 RB
translates to a finite bandwidth value, then the access bandwidth is expressed as

BWAccess - BWRB *x RBs EAccessUE' (322)

With the channel bandwidth being shared between the access and backhaul links,
the expression below holds

{BWAccessa = 6 BW.

(3.23)
BWBackhaulu = (1 - ﬁ) BW.

Here, Faccessur 1 the total number of UEs associated with the MBS and SBSs,
BW access 18 the instant access bandwidth in use, and BW pachaw 1S the instant
backhaul bandwidth in use. BW pccess and BW gaachaul can then be weighed against
the allocated channel bandwidth, BW. The percentage of the bandwidth resources
used in the access links is represented as (3, where 5 € [0,1].

3.11 TDD Scheduler for MBS /SBS/UE

Based on the assumption that all nodes are centrally synchronized and transmission
from all nodes are scheduled, the following TDD scheduling epochs are considered
as the transmission time for the MBS, SBS and UE within the network in uplink
communication.

(i) When the SBS is transmitting, Fig. 3.3, the MBS and UE are receiving. Inter-
ference is only among the SBSs.

MBS

SBS/IAB

Figure 3.3: First TDD Epoch. Here, only SBSs are transmitting within the cell.
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(ii)) When the UE is transmitting, Fig. 3.4, the MBS and SBSs are receiving. Inter-
ference is only among the UEs inside the coverage area of the MBS.

UE

MBS

SBS/IAB

Figure 3.4: Second TDD Epoch. Here, only the UEs are transmitting within the
cell.

(iii) Special case: when the SBS and UEs associated with the MBS only are trans-
mitting, Fig. 3.5. Here, all other UEs and the MBS are receiving. The special
case creates an opportunity to observe the effect of having the access and backhaul
communication happening at the same time.

YT uE
MBS . :
= Y
i
I

SBS/I1AB

Figure 3.5: Special TDD case. Here, only the SBSs and the UEs associated with
the MBS are transmitting.
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3.12 Genetic Algorithm for Power Control

A baseline algorithm is needed for proper evaluation of the solutions to the formu-
lated power control problem. Also, with a baseline algorithm the entire process is
broken into clear steps, detailing possible aspects that may be refined and allowing
logical inferences to be drawn from the results. For this reason, GA is selected as a
baseline algorithm for a proper solution to the problem formulation, [39]- [42]. GA is
independent of the channel realizations which means that the final solutions offered
by the algorithm are comparatively fair. The GA transmit power control algorithm
is formally expressed as

Algorithm 1 GA-Transmit Power Control Algorithm
For each instance in N, with a set of MT that require power control, do the following;:

1: Create K, e.g., K = 10, sets of transmit powers, randomly selected from the
range between the minimum and maximum transmit power allowed for the MT.
Each element in the set corresponds to a MT.

2: For each set, calculate the received power, SINR and outage probability.

3: Find the set with the lowest outage probability and set it as the queen.

4: Create SKK, e.g., S = 5, sets of randomly selected transmit powers around
the queen. Then, calculate the received power, SINR and outage probability for
each set.

5: Find the set that has the lowest outage probability and update the queen.

6: Create a V = K — S — 1 sets of transmit powers, with each element in the set
related to the allowed transmit power for the MT.

7: Calculate the received power, SINR and the outage probability of the V set.

8: Compare the set which has the lowest outage probability with the queen. Then
choose the one with the lowest outage probability as the queen.

9: Then go to back to Step 2 and continue for N iterations.

10: Finally, return the queen as the optimal power solution which has lowest outage
probability after N iterations.

The proposed GA algorithm is thus explained:

A value, N, is set as the number of iterations for the algorithm. The value is
decided by the designer as the maximum number of iterations supported by the al-
gorithm. As an example, N = 20. The first step starts by the selection of K number
of iterations randomly, as a part of N iterations. As an example, K = 10. Then, a
set is created containing randomly selected transmit powers, with each value coming
from the pre-defined range of transmit power values supported by the MT. There is
a minimum and maximum transmitted power allowed by 3GPP, based on the power
class of the UEs. Next, the received power of that MT at the BS is calculated, as
well as its corresponding SINR, and outage probability. Outage probability is the
probability of the event that the UEs cannot meet the baseline service requirements.
The process is then repeated for K number of iterations. At the end of K iterations,
a set of transmit powers that offers the minimum outage probability is selected for
K. The newly selected set is set as queen, and is kept for the next step. The second
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step begins with generating S << K sets of transmit power values around the queen,
by making few mutations on it, i.e., changing one or two elements inside the queen.
Next, the received power, SINR, and outage probability for each set is calculated.
After that, the set with the minimum outage probability is selected and the queen
is updated with new values. Therefore, a new queen is created. Going forward, the
third step repeats the first step, which now offers a new queen value. Then, there is
a comparison between the new queen from third step and the queen from the second
step, to see which of them has the lowest outage probability. Finally, the set with
the lowest outage probability now becomes the queen. The algorithm repeats all
the three steps along N and takes the set that offers the lowest outage probability
as the output.
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4

Simulation and Results

This chapter presents the results from all the simulations performed using the various
models and the GA. The uplink power control problem is approached as a multi-
objective optimization problem. Different scenarios, test cases and parameters are
tested to observe the behaviour of the models and learn about IAB networks. Table
4.1 shows the system parameters used in all the MATLAB simulations for the IAB
network, except otherwise explicitly defined.

Table 4.1: Simulation Parameters.

Parameter Value | Parameter Value
fe 28 GHz | r 200 m
BW 400 MHz | o 4 dB
SCS 120 kHz | « 4
Min. Number of RB 24 | 1 1m
Max. Number of RB 270 | dy 1m
To -174 + (10*logyo(BW)) | M 4 in each cell
Nf 5 dB Rb Minimum 64 kbpS
Ny Ty + Ny | UE EIRP {23 - 43} dBm
haBs 25 m | SBS EIRP {35 - 53} dBm
hSBS {21 - 24} m Gr 25 dB
hug 1.5m | R {15 - 20} mm/h

The models are deployed for an urban macro environment. The rain effect for 28
GHz band, based on ITU-R model, for different rain rates according to Eq. (3.7)
is shown in Fig. 4.1. The MBS service coverage is modeled as a hexagon with a
radius of 200 m and with four stationary SBSs associated with the MBS. Eq. (3.9)
gives the total channel loss for any given UE or SBS. The pathloss exponent value is
4, i.e., a = 4, which portrays a dominant NLOS communication in UMa scenarios.
The receiver gain of each BS, G,, is 25 dB, [38]. From Eq. (3.17), RBg ~ 277.
Since TDD is in use, some RBs were considered to be used for synchronization and
guard time to mitigate co-channel interference, [28]. In order to have round figure,
270 is set as the maximum number of RBs in the set-up. Based on the number of
SBSs per MBS and the assumption that at least one RB is always available to the
SBS, the maximum number of RBs for the access link is 131 while for the backhaul
is 139. Therefore, § is approximately 48% at best. Table 4.2 puts the sharing of
RBs into context. Our work simulates with a maximum of 4 RBs per UE in all
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cases. The baseline parameters are based on data rate, SINR, cell radius, RBs per
UE, and the concurrent number of UEs within the cell. The KPI of interest is the
service coverage probability, p. The minimum data rate of 64 kbps is selected based
on the 3GPP as the minimum data rate for any UE to pass the integrity test in
5G NR, [36]. Table 4.2 shows a relationship between the allocated RBs per UE,
access-backhaul RB utilization and the number of guaranteed UEs at a time within
the cell. Analysis from Table 4.2 forms a basis for the upper limit of the number of

UEs simulated in this work.
Table 4.2: Empirical sharing of resource blocks.

RB per UE | Number of Access RBs | Number of Backhaul RBs | Total RBs | Supported Number of UEs
1 131 139 270 131
2 130 140 270 65
3 129 141 270 43
4 128 142 270 32
5 130 140 270 26
6 126 144 270 21
7 126 144 270 18
8 128 142 270 16

However, with increasing number of RBs per UE, the number of concurrent UEs in
the cell reduces. The backhaul link resource block utilization is always more than the
access link in this context. From Eq.(3.12) and Eq.(3.13), increasing the bandwidth
per UE, decreases the SINR requirement with a possibility of having higher data
rates.

4.1 Effect of Rain

Based on ITU-R model from Eq.(3.7), Fig.4.1 is created for varying rain rate values.
It shows that with increasing rain rate comes higher signal degradation.

High Rain Rate
Heavy Rain Rate

=

Light Rain Rate

Signal Attenuation (dB/km)

Medium Rain Rate

0 1 1 | |
0 20 40 60 80 100 120

Rain Rate (mm/h)

Figure 4.1: ITU-RP.838-3 rain loss for 28 GHz for varying rain rates up to 120
mm/h (r = 200 m, f. = 28 GHz).
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Notably, with a heavy rain rate, of 120 mm/h, the rain loss can reach 10 dB, which
agrees with [37]. The rain loss is considerably high for mmWave communication
that inherently has short wavelengths and is highly affected by blockage. The effect
of rain on the service coverage probability is therefore not negligible. The model in
this thesis considers rain rates between 15 mm/h and 20 mm/h.

4.2 Effect of Increase in RB per UE and Power
Control (One Cell)

Here, we simulate a single cell, with a fixed cell radius, varying baseline data rates,
and RBs per UE. The simulation starts with all UEs transmitting at a minimum
power of 23 dBm, irrespective of their location in the cell and the wireless channel
conditions. There is no power control at this stage. Afterwards, GA is introduced
as a centralized controller that takes inputs about the channel conditions and the
baseline service requirements to implement power allocation for all the UEs and
SBSs. The simulation is broken into four test cases. The main investigation is
to observe whether there is a correlation between the service coverage probability
and the operating bandwidth per UE. The tests for 512 kbps to 5 Mbps are based
on suggestions from GSMA, [20]. Figure 4.2 is an illustration of a single-cell IAB
network.

4 MBS
» IAB node
UEs

650 -

600 - >

(o))

a

o
T

y-coordinate (m)
B (6]
al o
o o
.

N
o
[S)
T
v

350 -

300 350 400 450 500 550 600 650 700
x-coordinate (m)

Figure 4.2: 2D illustration of 1 MBS single-cell with MATLAB.

Building on the premise of a TDD system, we investigate the service coverage prob-
ability with a separation of access and backhaul links in the time domain. With the
considered two-hop network, the model follows that when the SBS (IAB node) is
transmitting, the MBS and UEs are only receiving, Fig. 3.3. On the other hand,
when the UEs are transmitting, the SBSs and MBS are receiving, Fig. 3.4.
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The set-up is a single cell composed of one MBS and four SBSs. All BSs are station-
ary. The RB per UE is set as one and then increased in a step-wise manner to four
RBs per UE. The cell radius is fixed at 200 m. The UEs are randomly distributed
in the coverage area using FHPPP. The baseline data rate per UE is set as 64 kbps,
and then increased to 512 kbps, 1 Mbps, 3 Mbps and 5 Mbps for the different test
cases. Figures 4.3-4.6 shows the result from using 1 to 4 RBs per UE respectively.
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Figure 4.3: One cell: Service coverage probability versus the number of UEs with

1 RB per UE (r =200 m, M =4, E = 65).
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Figure 4.4: One cell: Service coverage probability versus the number of UEs with

2 RBs per UE (r =200 m, M =4, E = 65).
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4. Simulation and Results

From all figures, it is observed that there is a downward trend in service coverage
probability as the number of UEs associated with the BSs is increasing. Figure
4.3 shows that with increasing baseline data rate per UE, the decline in the service
coverage probability follows the same trend. Interestingly, after power control, by
using the GA, the service coverage probability improves in each test case. More-
over, taking a minimum of 70% service coverage probability in each test case, it
is observed that all UEs pass the minimum integrity test after power control with
64 kbps baseline data rate. Furthermore, with increasing data rate requirement
per UE, which directly results in increase in the minimum SINR requirement per
UE, the service coverage probability starts to reduce. In abstraction, by setting the
guaranteed data rate to be 1 Mbps at 70% service coverage probability, after power
control, the achieved concurrent UEs is 18% while before power control the achieved
concurrent UEs is 9%.

1 ' — T — —
Q *ﬁ\
>08r S o .
% ~
2 r--O®----go----- AN -% ----------
DE_ 0.6 3 Mbps, 12 UEs S~ |
> \ fter power control ~ ~ 1ﬁMbps, 32 UEs

after power control
g \\ \N *
© 0 4 —64kbps/After PC
3 — 64kbps/Before PC
P —512kbps/After PC I
= 1Mbps/After PC |~
& 0.2 = 512kbps/Before PC| ™
2 —3Mbps/After PC So
1Mbps/Before PC =~ ~——
0 -8 3Mbps/Before PC ‘ LT e - e e m—
0 5 10 15 20 25 30 35 40 43

Number of UEs (E)

Figure 4.5: One cell: Service coverage probability versus the number of UEs with
3 RBs per UE (r = 200 m, M = 4, F = 43).

Furthermore, Figs. 4.4-4.6 are results from 3 other cases where the RB per UE
is set as 2, 3 and 4 respectively. Moreover, based on Table 4.2, it is evident that
as the number of RB per UE increases, the number of guaranteed concurrent UEs
decreases. The results show that with 1 Mbps baseline data rate at 70% service
coverage probability, after power control, the achievable concurrent UEs that meets
the service requirements is 30% with 2 RBs per UE while before power control, the
achieved concurrent UEs is 15% with 2 RB per UE. Meanwhile, with 1 Mbps baseline
data rate at 70% service coverage probability, after power control, the achievable
concurrent UEs that meets the service requirements is 74% with 3 RBs per UE versus
33% without power control. Furthermore, for the same constraints, the achievable
concurrent UEs that meets the service requirements after power control is 100%
with 4 RBs per UE compared to 43% for the cases without power control.
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Figure 4.6: One cell: Service coverage probability versus the number of UEs with

4 RBs per UE (r = 200 m, M =

4, E = 32).

4.3 Effect of Increase in RB per UE and Power
Control (Two Cells)

Here, our study is based on adjacent cell cases. We build on the assumption that
there is a central synchronization and resource scheduling daemon, that enforces all
BSs to transmit and receive at the same time, with the same TDD profile, in all
cells. Fach cell set-up is the same as in Section 4.2. Figure 4.7 is an illustration of

our two adjacent cells set-up.

y-coordinate ([n)

© MBS
@ |AB node
¥UEs

500

x-coordinate (m)

Figure 4.7: 2D illustration of 2 MBS adjacent cells with MATLAB.
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Similar to Section 4.2, the UEs are randomly distributed within the service coverage
area. The baseline data rate per UE is set as 64 kbps and increased to 512 kbps, 1
Mbps, and 3 Mbps for different test cases. Figure 4.8 shows the result with one RB
per UE, and Fig. 4.9 shows the result with two RBs per UE. Also, Fig. 4.10 shows
the result with three RBs per UE, and Fig. 4.11 shows the result with four RBs per
UE.
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Figure 4.8: Two cell: Service coverage probability versus the number of UEs with
1 RB per UE (r =200 m, M =4, E = 65).
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Figure 4.9: Two cell: Service coverage probability versus the number of UEs with
2 RBs per UE (r =200 m, M =4, E = 65).
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From all figures, it is observed that there is a decline in the service coverage proba-
bility as the number of UEs per cell is increasing. Also, the same trend is observed
as the data rate requirement per UE is increasing, the number of UEs that meets
the minimum service requirement reduces. Comparing Fig. 4.8 with Fig. 4.9, it is
seen that with 2 RBs per UE, the number of satisfied UEs at data rate of 512 kbps
with 70% service coverage probability, after power control, increases by 100%. The
improvement in service coverage probability may be attributed to a decrease in the
SINR requirement as the operating bandwidth, or RB per UE, increases.

Figure 4.10 and Fig. 4.11 show the results from the cases with 3 RBs per UE
and 4 RBs per UE in the two-cell set-up.

Notably, it is observed that the effect of inter-cell interference is minimal. The
results show similarities with one cell test cases, Figs. 4.3-4.6. The observation may
be attributed to the fact that a typical 28 GHz signal power is comparatively low
and that the entire set-up is power-limited. Low inter-cell interference may encour-
age adjacent cells to have some overlap in service coverage area, thereby supporting
seamless handover of UEs from one cell to another, without much increase in inter-
cell interference.

Generally, from Sections 4.2 and 4.3, it is seen that with an increase in the RBs
per UE, which also means an increase in the operating bandwidth of the UEs, the
service coverage probability improves. The improvement is connected to the fact
that with increasing bandwidth comes a reduced SINR requirement. The reduced
SINR requirement results in reduced transmit power for all concurrent UEs and
further reduces the interference within the cell. Also, the results point to the fact
that power control offers increased service coverage probability in all cases.
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Figure 4.10: Two cell: Service coverage probability versus the number of UEs with
3 RBs per UE (r =200 m, M = 4, E = 43).
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Figure 4.11: Two cell: Service coverage probability versus the number of UEs with
4 RBs per UE (r = 200 m, M = 4, E = 32).

Subsequently, the GA-based power control solution is built to guarantee an increase
in service coverage probability. Power control with GA offers an increase in network
capacity as the number of satisfied UEs increases. Although, the model is based on
a constrained cell environment, it is assumed that there may be variations in service
coverage probability as the cell size increases. Then, the edge UEs have to transmit
with a higher power because the pathloss component of the channel loss increases
with distance.

4.4 Effect of Interference on Simultaneous Access
and Backhaul Links (One Cell)

During this test, the set-up is a single-cell IAB network, where the access and back-
haul links are operating simultaneously. Here, the SBSs and the UEs associated
with the MBS are the only entities transmitting at the same time. Similar to previ-
ous test cases in Section 4.2, there are 4 stationary SBSs and 1 MBS. The UEs are
randomly distributed at each time, to simulate mobility. Figs 4.12-4.15, show the
results from the test cases.

Similar to the other test cases in Section 4.2, there is an increase in service cov-
erage probability as the number of RBs per UE is increases. The total number of
empirically guaranteed UEs is still the same as portrayed in Table 4.2. Evidently,
power control has a huge contribution to the overall performance of the cell set-up,
as seen by comparing the service coverage probability before and after power control
across all tested baseline data rates. Once again, 70% service coverage probability
is used as the benchmark for comparison.
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Figure 4.12: One cell: Service coverage Probability versus the number of UEs,
with 1 RB per UE. The maximum number of UEs is 65, with 131 RBs for the access
and 139 RBs for the backhaul.
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Figure 4.13: One cell: Service coverage Probability versus number of UEs, with 2
RBs per UE. The maximum number of UEs is 65, with 131 RBs for the access and
139 RBs for the backhaul.

By comparing Figs. 4.12-4.15, with the figures from Section 4.2, Figs. 4.3-4.6, it is
seen that there is a decrease in the number of satisfied UEs within the cell. Figure
4.3 shows with 1 Mbps data rate, at 70% service coverage probability, after power
control, the achieved concurrent UEs is 18%. Whereas Fig. 4.12 shows that with the
same bench-marking parameters, only 13% of UEs satisfies the service requirements.
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Figure 4.15: One cell: Service coverage Probability versus the number of UEs,
with 4 RBs per UE. The maximum number of UEs is 32, with 131 RBs for the
access and 139 RBs for the backhaul.

Evidently, an increase in the number of concurrent UEs transmitting within a cell
leads to a gradual decrease in the service coverage probability. For instance, com-
paring Fig. 4.4 with Fig. 4.13, it is seen that in Fig. 4.4 with 512 kbps baseline data
rate, at 70% service coverage after power control, the achievable concurrent UEs is
60%, while in Fig. 4.13, with 512 kbps baseline data rate, at 70% service coverage
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after power control, the achievable concurrent UEs is 57%. Also, Fig. 4.5 shows
that with 3 Mbps baseline rate, at 70% service coverage after power control, the
achievable concurrent UEs is 28%, while in Fig. 4.14, with the same baseline, shows
20% of UEs can satisfy the service requirement at 70% service coverage probability.
The observation may be attributed to the fact that the interference power that each
UE; has to contend with is increasing, as well as the interference between the access
and backhaul links in TDD.

Moreover, the advantage of separating the access and backhaul links in TDD is
seen in all test cases as the service coverage probability, before and after power
control, is higher in Section 4.2 than when they operate simultaneously in this test
case. Although, with 64 kbps as the minimum data rate, there seem to be no differ-
ence. The unnoticeable difference may be attributed to a low data rate and SINR
requirement which is needed for UE control or signaling within the IAB network.
Generally, in TDD profile, there are RBs used for synchronization between the trans-
mitter and the receiver, [7]. The synchronization creates guard time between the UL
and DL thereby guaranteeing a stable communication system and reducing interfer-
ence. Without proper synchronization, simultaneous transmission in TDD reduces
the signal quality. The results from these test cases points to this fact, that overlap
in RBs due to simultaneous UL and DL reduces the service coverage probability.

4.5 Effect of Interference on Simultaneous Access
and Backhaul Links (Two Cells)

The set-up during this test consists of two adjacent MBS cells where the access and
backhaul links are operating simultaneously. The SBSs and the UEs associated with
the MBS are the only entities transmitting at the same time.

Interference occurs between the UEs associated with the MBS and all the SBSs.
The number of UEs associated with the MBS is a fraction of the total number of
UEs randomly placed in the cell. There is a possibility of the UEs transmitting
more power to overcome the interference from the SBSs, whose minimum transmit
power is 35 dBm. Also, this set-up investigates the effect of inter-cell interference on
service coverage probability with simultaneous operation of the access and backhaul
links. The results of the test cases are shown in Figs. 4.16-4.19.

In all cases, the cell radius in each cell is fixed. The varying parameters are the
data rates, number of concurrent UEs and the RBs per UE. The set-up cell coverage
is modeled as a hexagon avoiding overlap from the other cell. The random distri-
bution of the UEs provides the possibility of having UEs located at the edge of the
cells, thereby contributing to inter-cell interference.
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Figure 4.16: Two cell: Service coverage probability versus the number of UEs,
with 1 RB per UE. The maximum number of UEs is 65, with 131 RBs for the access
and 139 RBs for the backhaul.

Here, it is observed that the number of satisfied UEs is at the lowest compared
with other scenarios and test cases. The observation may be due to increase in the
interference power that the UEs are contending with. The set-up has both intra-cell
and inter-cell interference at the same time. The combined interference may explain
why the results here offer the lowest service coverage probability when compared
with other simulations.
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with 2 RBs per UE. The maximum number of UEs is 65.
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Figure 4.19: Two cell: Service coverage probability versus the number of UEs,
with 4 RBs per UE. The maximum number of UEs is 32.

By comparing Fig. 4.16 with Fig. 4.8, it is seen that with 1 Mbps baseline data
rate, and at 70% service coverage after power control, the achievable UEs that can
satisfy the service requirements is 10% in Fig. 4.16, while the achievable UEs is 18%
in Fig. 4.8, under the same constraints. With 2 RBs per UE, Fig. 4.17 shows that
57% of UEs satisfies the service requirements after power control. Furthermore, in
Fig. 4.9, there are 60% of the concurrent UEs meets the same service requirements
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after power control. Then, Fig. 4.11 shows that 40% of the concurrent UEs with
3 Mbps baseline data rate, meets the service requirements at 70% service coverage
probability after power control, versus in Fig. 4.19, which shows that 36% of the
concurrent UEs meets the service requirements at 70% service coverage probability
after power control.

Here, the increase in the interference power affects the access and backhaul links
working at the same time. Without proper separation between the RBs used in the
access and backhaul links, the service quality may reduce. The decrease in service
quality reflects in the number of UEs actively within the cell and the decrease in
service coverage probability. Also, having high performing backhaul links is impor-
tant for the RAN. If the performance of the backhaul links is low, it reflects in the
performance of the access links as well.

4.6 Data Rate Analysis for the UEs

Based on the Eq. (3.21), the achievable data rates per UE is being observed. Build-
ing on the results from Sections 4.2 and 4.4, Figs. 4.20-4.23 are generated. The
figures compares the actual UE data rates after power control versus the service
coverage probability. The analysis is done for cases with 1 RB per UE and 4 RBs
per UE. The investigation is looking at the average guaranteed data rate per UE,
with and without power control, given a number of concurrent UEs within the set-

up.
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control.

Figure 4.20 shows that with 1 RB per UE with 5 UEs, the service coverage prob-
ability varies between 100% to 60%, before power control, as the number of UEs
are increasing. Furthermore, as power control is introduced, the service coverage
probability started at 100% in all cases and then started declining as the number of
concurrent UEs are increasing.

However, the service coverage probability increases after power control compared
with the cases without power control. For example, with 5 UEs without power con-
trol at 70% service coverage probability, the achievable data rate is 350 kbps while
after power control, 5 UEs get minimum service coverage at 93%, the achievable
data rate is 1 Mbps. As seen in Fig. 4.21, with 4 RBs per UE, all service coverage
probability values started from 100% both before and after power control. The same
trend of decline in service coverage probability is seen as compared to Fig. 4.20.
Also, there is the improvement in service coverage probability after power control
compared with before power control, and the achievable data rate is higher since the
operating bandwidth per UE increases. The increments in data rates after power
control is 100% in all the number of UEs tested in both models (1 RB per UE and
4 RBs per UE).

Notably, in Fig. 4.20, with 20 UEs at 70% coverage probability, the achievable
data rate is 512 kbps. Whereas, in Fig. 4.21, a The result shows that by increasing
the number of RBs per UE, under the same constraints, the achievable data rates per
UE increases. Increase in the number of RBs per UE offers better service coverage
probability, lowers the SINR requirement and increases the achievable data rates.
Conversely, as earlier stated, increase in RBs per UE comes at a cost of reduced
number of UEs that the cell can support at an instant, since the allocated channel
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bandwidth is fixed.
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Also, comparing Fig. 4.21 with Fig. 4.23, the results show the same trend just as
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in Fig. 4.20 and Fig. 4.21. As the number of RB per UE increases, the achievable
data rate and service coverage probability increases. Interestingly, from Fig. 4.20
with 20 UEs at 70% coverage probability after power control, the achievable data
rate 512 kbps, while from Fig. 4.22 with 20 UEs at 70% coverage probability after
power control offers achievable data rate of 430 kbps. Also, with 60 UEs at 70%
coverage probability after power control, 250 kbps is the achievable data rate in
both Fig. 4.20 and Fig. 4.22. Since there is only 1 RB per UE, there is a higher
SINR requirement, with higher transmit power requirement, which builds up the
interference signal.

Moreover, from Fig. 4.21, with 10 UEs at 70% service coverage after power control,
the achievable data rate is 3.8 Mbps, while with 20 UEs at the same benchmark,
the achievable data rate is 2.2 Mbps. Conversely, Fig. 4.23 shows that with 20 UEs
at 70% service coverage after power control, the achievable data rate is 2 Mbps and
with 10 UEs at 70% service coverage after power control, the achievable data rate
is 3.3 Mbps. Although, the RBs per UE is 4 and the SINR requirement is much
lower, the interference between the access and backhaul links limits the achievable
data rates. The interference is expected to scale up as the number of concurrent
UEs within the cell increases.

4.7 Comparison between IAB and non-IAB Net-
work
In Fig. 4.24, we show the service coverage probability for a non-IAB network, i.e.,

the cases with no SBS. Here, the results are presented for the cases with 4 RBs per
UE with varying baseline data rates.
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Here, the result is compared with Fig. 4.6. The comparison shows that there is
a possibility of having better service coverage probability with IAB networks than
with non-IAB networks. From Fig. 4.24, at 70% service coverage probability with 3
Mbps baseline data rate, only 3 UEs are satisfied, versus 13 UEs, as seen in Fig. 4.6,
after power control. Also, a steady decline in service coverage probability started
just after the first UE is introduced into the cell in Fig. 4.24, while a decline started
after 6 UEs are introduced randomly into the cell, for the same baseline data rate
of 3 Mbps after power control in Fig. 4.6.

Interestingly, considering 3 Mbps as the baseline data rate, it is observed that with
25 UEs, before and after power control gives a zero service coverage probability
for the non-IAB network. Meanwhile, with the modeled TAB network, the service
coverage probability with 25 UEs, after power control, is about 40%. Thus, a well-
planned and deployed TAB networks, with power control, may offer a better service
coverage, compared to non-IAB networks.

4.8 Determination of the Effective Cell Radius

One of the parameters being optimized in TAB networks is the service coverage area.
The service coverage area is directly related to the cell radius of the MBS. Our model
is initially built on a cell radius of 200 m. In this test case, the cell radius is increased
step-wise to 700 m. The simulation tries to observe the radius of the cell at which
the service coverage probability starts to decline or shows a flat profile. Figure 4.25
shows the results.
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Figure 4.25: One cell: Service coverage probability versus increasing cell radius,
with 4 RBs per UE, from 200 m to 700 m (£ = 32).

The results show that before power control, there was a slight increase in the ser-
vice coverage probability. The slight increase may be attributed to a reduction in
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interference between UEs as the distance between the UEs increases, since there is
a fixed number of UEs within the cell and they transmit at the same power of 23
dBm. With 64 kbps baseline data rate, both before and after power control, with
increasing cell radius, the service coverage probability is the same. Furthermore, it
is observed that by increasing the radius from 300 m to 400 m, the service coverage
probability starts to decline and flatten out in other test cases. The observation
may relate to the fact that the UEs at the edge of the cell are already transmitting
at their maximum allowed transmit power and cannot do more than 43 dBm at
this point. Knowing that the model uses mmWave which has short wavelength and
short effective distance, it is seen that the service coverage probability within the
cell starts to decrease after power control at around 300 m cell radius, for the same
number of UEs randomly distributed.

Furthermore, the results from other tests related to inter-cell interference with two
adjacent cells can be found in the appendix of our report, Appendix A. The results
are other investigations about intra-cell and inter-cell interference in IAB networks.

4.9 Transmit Power Distribution of UEs

Here, the transmit power distribution of the UEs are analyzed. The cumulative
distribution function (CDF) plot of the transmit powers shows the continuous dis-
tribution of the transmit powers for the UEs associated with the SBSs and the UEs
associated with the MBS from a test case in Section 4.2. The CDF plot also shows
the percentage of transmit power values of the UEs depending on the baseline service
requirements. The CDF values range from the minimum to the maximum transmit
powers proposed by 3GPP, [28].
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Figure 4.26: CDF for UEs associated with the SBS with fixed cell radius. The
analysis is for the distribution of the transmit power values after power control.
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From Fig. 4.26, derived from same data used in Section 4.2, it is observed that the
distribution of the transmit powers reaches the CDF peaks between 35 dBm and 39
dBm. Here, there are 4 RBs allocated to each UE, with maximum of 32 concurrent
UEs within the cell. Given a baseline of 1 Mbps, the transmit power peak starts
from 39 dBm, which is the highest in all the test cases. Meanwhile, for lower data
rates, 64 kbps and 512 kbps, the CDF peaks are at 35 dBm with lower distribution
of transmit powers. Then, for 3 Mbps and 5 Mbps, have distribution more from 32
dBm to 36 dBm. As earlier established, the higher the data rate requirement, the
higher the SINR requirement as well. For the UEs to have higher data rates, they
need more transmit power and still need to operate with minimal interference.

From Eq.(3.12), it is obvious that data rate, R, and SIN R have a linear relation-
ship, given a fixed bandwidth. Therefore, higher baseline data rate results in higher
SINR requirement and more transmit power as well. With higher transmit power
from the UEs, the interference within the cell increases and the service coverage
probability reduces, meaning some UEs cannot meet the service requirements. The
number of satisfied UEs reduces and the instant transmit power of the remaining
satisfied UEs may reduce as well due to the GA final solutions, because interference
will also reduce as some UEs dropped off. The change in power level and reduced
number of UEs may be the reason why with 1 Mbps baseline data rate, there is a
higher power distribution than with 3 Mbps or 5 Mbps test cases. Invariably, the
number of satisfied UEs are more with 1 Mbps baseline data rate than with 3 Mbps
and 5 Mbps test cases.

1

smmE Euafut] i) s )
p
09+ / .
081 R, =1Mbps -
P, =38 dBm
0.7
06 N
- UE associated with the MBS
X05- With R, =1 Mbps, i
w UET it I = m5Mbps data rate
04- dist ]:\nt?ml power /i 3Mbps datarate
(esrioution == G4kbps data rate
0.3} , @ 512kbps data rate
== 1Mbps data rate
0.2 N
0.1
(I N A NI s A AN N EE NS ! ! !

| |
23 24 26 28 30 32 34 36 38 40 42 43
Transmitted Power (dBm)

Figure 4.27: CDF for UEs associated with the MBS with fixed cell radius. The
analysis is for the distribution of the transmit power values after power control.

From Fig. 4.27, it is observed that for the UEs associated with the MBS, the trans-
mit power distribution is similar to what is seen in Fig. 4.26. Although, taking a
look at 1 Mbps baseline data rate, the CDF reaches a peak at 38 dBm, which is 1
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dBm less than the CDF of UEs associated with the SBS. There is a possibility of
having more UEs associated with the SBS than with the MBS, which may increase
the interference at the SBS. Then, the UEs transmit more power to meet the SINR
requirement and to overcome the interference from other UEs.

Generally, comparing Fig. 4.26 and Fig. 4.27, it is observed that there is relatively
the same transmit power distribution of all the UEs irrespective of their associated
BS, either MBS or SBS, after power control. The results may point to the fact that
power control tries to create a transmit power balance across all UEs within a cell,
thereby improving the network capacity.

4.10 Convergence of the Genetic Algorithm

In all simulations, GA is used as a central daemon to offer fair power allocation values
to the respective UEs and SBSs in uplink communication. The GA converged in all
cases but at different iteration counts. Figure 4.28 shows the convergence of the GA
from three simulations.
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Figure 4.28: Plots of the convergence of Genetic Algorithm. Different GA conver-
gence plots are captured for different simulations.

Specifically, as detailed in the Algorithm, we set N = 200, K = 20 and S = 10.
As seen in Fig. 4.28, the algorithm converges in a ladder form. The observed lad-
der form is because using GA is not necessarily to find the best solution in every
iteration, and it may be trapped in a local minimum. However, due to Step 4 and
Step 6 of the Algorithm, GA can always avoid a local minimal and reach the global
optimum if a sufficiently large number of iteration is considered, [39]- [42]. In GA,
the larger the value of N, the more accurate the final solutions but at a cost of
the iteration time. The higher the value of N, the slower the time taken for the
algorithm to offer proper final solutions. Mostly, there is a trade-off between speed
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and accuracy in iterative algorithms.

Also, it should be noted that the GA is independent of the channel model and
so it can be applied in different channel models, [39]- [42]. From the results pro-
vided in our work, the GA offered a power control solution which could improve the
service coverage probability of IAB networks. In all test cases, GA offers reasonable
solutions for our multi-objective problem formulation.
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Conclusion

This work investigated the performance of an IAB network using 3GPP proposed
parameters. Particularly, we studied the effect of uplink power control on the service
coverage probability of two-hop IAB network. For this reason, we developed a GA-
based scheme for power control, and studied the effect of different parameters on the
network performance. Our work considered a 28 GHz band for 5G deployment with
TDD. We considered a finite number of resource blocks that a BS can offer in 5G.
The model set-up had a cell radius of 200 m from the MBS. The UEs were randomly
distributed per iteration to mimic the mobility. The pathloss was modeled using the
3GPP UMa model, putting into consideration the height of a MBS, SBSs, and UEs
respectively. Also, fading, shadowing, and effects of rain were added to the overall
channel loss. The EIRP values of the UE transmit power, as suggested by 3GPP,
were used in the simulations. The baseline received SINR value was set to guarantee
a target uplink data rate and assumed uncoded transmission. The power control
solution was based on GA, implemented as a central daemon in the RAN. Signal
interference seems to be a challenge that may limit the service coverage probability
of TAB networks.

Based on the simulations carried out and our further analysis, it is observed that
for effective control and minimization of interference, in TDD context, there should
be a separation in time between the access and backhaul links. Without this, there
is a possibility to increase the interference within the cell to an extent that the UEs
will not have enough transmit power again to overcome the signal interference for a
given baseline service requirement.

Moreover, with an increase in the allocated RBs per UE, or the UE operating band-
width, there is a high possibility for better service coverage probability and higher
data rates, at a cost of reduced number of concurrent UEs. Based on our models,
the effect of inter-cell interference is minimal with a MBS cell of > 200 m radius,
operating at 28 GHz band, and channel bandwidth of 400 MHz. It is observed that,
for the considered parameter setting, the effective cell radius is in between 300 m to
400 m.

Interestingly, the GA gives a proper power control to the transmit signal in terms
of fairness and speed as an iterative power allocation scheme, which usually needs
more time to converge. In most cases, the GA converges in less than 50 iterations.
As demonstrated in all cases, a well-designed and implemented uplink power con-
trol scheme may improve service coverage probability in some cases within the IAB
networks. Also, there is a possibility of having a better service quality with TAB
networks as compared to non-IAB networks.
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Future Works

Interestingly, the thesis work studied uplink power control in 5G TAB network under
some defined conditions. It offers some logical conclusions into what must be put
into perspective when deploying a 5G TAB network with the wireless channel band-
width being shared between the access and backhaul links. Furthermore, the work
also gives insight into some other areas that should be considered for future works,
which will eventually lead to an all-encompassing IAB network solution. These in-
cludes:

« Identify a workable solution for load-balancing the UEs or traffic within an TAB
network. Preferably, some IAB nodes, or BSs, should have a high cell load while
others have less, based on the instantaneous quality of the backhaul links and the
number of associated UEs. Having an appropriate distribution of the traffic load
across all the BSs will help to avoid backhaul congestion.

o Investigate on combining power control and rate adaptation in the IAB uplink
communication. The work may give insight into the variations of data rates that
the UEs can have in uplink communication.

o Investigate the effect of edge computing and data storage capability of the IAB
nodes on the QoS and QoE of the UEs.

o Identify and compare different efficient algorithms for resource allocation, includ-
ing distributed power control schemes.

o Modelling massive MIMO for MBSs and SBSs, with beamforming capability, in
uplink communication.

« Investigate the use of digital coding techniques in the massive MIMO use cases
to control, or reduce, the effect of signal interference.
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Appendix 1

A.1 Inter-cell Distance and Inter-cell Interference

By increasing the inter-cell distance, we may observe some effects of inter-cell in-
terference. This set-up shows only about 1% improvement in the service coverage
probability, after power control. Empirically, it is taken therefore that the interfer-
ence from adjacent cells is quite minimal. This is inferred from figure A.1.

Note: The operating frequency band is 28 GHz with a cell radius of 200 m and 32
UEs only.
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Figure A.1: Service coverage probability versus inter-cell distance. Here, only two
adjacent cells are used for the test, the distance between two cells start for 0 to 200
m, /=4, RB = 2 per UE, E = 32.

A.2 Intra-cell Distance and Intra-cell Interference

Also, by increasing the cell radius, we may observe a trend in the service coverage
probability. It is observed that the service coverage probability, after power control,
starts to decline at distances between 300 m and 400 m, depending on the baseline
data rate and RB.
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Figure A.2: Service coverage probability versus intra-cell distance, r = (200 m to
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