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Optimization of parameters for ab initio molecular dynamics simulation of displace-
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SRIRAM VENKATESAN
Department of Physics
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Abstract
Radiation can affect a material in many ways. Knowledge of this is vital in choosing
the right material for application wherein the material is subjected to radiation. In
nuclear fission reactors, materials inside the reactor vessel are exposed to radiations
of all kinds. It is important to study their interaction with the materials because
they affect the microstructure of the materials which in turn has a devastating ef-
fect on the macroscopic properties of the materials. With increase in computational
power we have turned to Density Function Theory (DFT), semi-empirical Molecular
Dynamics (MD) and other types of simulations to study the effect which can be ver-
ified with experimental techniques up to a certain extent. The aim of this thesis is
to perform the first-ever simulations of displacement cascades using ab initio molec-
ular dynamics (AIMD). To run these extremely costly simulations, it is paramount
to first optimize various input parameters. Iron was chosen as it is widely used for
structural components in reactors (as steel alloys). The optimizing simulations were
done using MD simulations with semi-empirical Embedded atom method (EAM)
potential in BCC iron with different input parameters including energy of the pri-
mary knock on atom (PKA), position of the PKA relative to damped boundary
conditions, number of atoms, direction of the PKA and damping effects. It is essen-
tial to optimize because simulating large number of atoms significantly increases the
time required for the simulation which also makes it more expensive to carry out the
MD simulations. The other parameters are interrelated. For example, simulating
with a high energy PKA in a small set of atoms distorts the results making them
unacceptable. Damping coefficients also have to be optimized for the investigation
as a strong damping will essentially quench the lattice. From the MD simulations,
we could identify the ideal parameters. The influence of the number of atoms was
found to be the most significant parameter which in turn decides the maximal PKA
energy that can be simulated ab initio. The largest cell size that is possible to use
with our current computer allocations is around 4000 atoms, limiting the maximal
PKA energy to about 500 eV.

Keywords: molecular dynamics, CMD, ab initio, DFT, VASP, LAMMPS, Dymoka,
displacement cascades, radiation damage, multi-scale modelling
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Abbreviations and nomenclature

List of abbreviations

AIMD Ab-initio molecular dynamics
APW Augmented plane wave
BCC Body-centered cubic
BWR Boiling water reactor
CMD Classical Molecular Dynamics
DFT Density Functional theory
EAM Embedded atom method
FCC Face-centered cubic
GB Grain boundaries
HEG Homogeneous gas theory
IRSCC Irradiation stress corrosion cracking
keV Kilo electron volts
KMC Kinetic Monte Carlo
LDA Local density approximation
LWR Light water reactors
MeV Million electron volts
PAW Projector augmented wave
PBC Periodic boundary condition
PKA Primary knock-on atom
RIS Radiation induced segregation
RPV Reactor pressure vessel
SIA Self-interstitial
SS Stainless steel
TDE Threshold displacement energy
UTS Ultimate tensile strength
VASP Vienna Ab-initio Simulation Package
YS Yield strength
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Element symbols

Bi Bismuth
C Carbon
Cr Chromium
Cu Copper
Fe Iron
Mn Manganese
Mo Molybdenum
N Nitrogen
Ni Nickel
O Oxygen
P Phosphorous
Si Silicon
Sr Strontium
U Uranium
Xe Xenon

Physical quantities

Ed Displacement energy
Rd Displacement rate
Ec Electronic cut-off energy
T Energy of the PKA
φ Neutron flux
σ Nuclear cross section
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1
Introduction

The energy demand for the world is ever increasing. We have found various sources
to quench our energy thirst with coal being the most popular in olden days. As our
technologies developed we found more attractive energy sources including hydro,
nuclear, wind and solar. In today’s world, not only the energy demand is a concern
but also the side effects that come along with it. Emission of greenhouse gases and
the global warming it causes is the primary problem. The solution is for us to move
towards cleaner energy sources that can match coal in terms of cost and capacity to
match the demand. Nuclear energy for one can replace coal. It is an emission free
energy source and can supply the huge demand that we have now. With nuclear
energy in production we also have the radioactive wastes it generates. We must
take up responsibility for the proper disposal of the nuclear waste. Countries like
Sweden and Finland are far ahead of the world in handling the radioactive waste.
Many other countries also have plans for proper disposal of the waste. For the time
being, nuclear energy is the viable source for large scale emission free energy. Fusion
energy is another attractive source of energy. Extensive research has been going
on for the past decade with projects like ITER, JET, Wendelstein 7-X in Europe,
EAST in China. Fusion energy source has many advantages like reduced high level
radioactive waste and an essentially inexhaustible fuel source. However, we are still
many decades from a commercially operating fusion reactor.

1.1 Background

Utilizing the nuclear energy requires the use of special materials that can withstand
the conditions inside a nuclear reactor. It requires the use of materials that can
sustain the damage caused by radiation among other requirements. Developing
materials for these applications requires knowledge about the kind of the damage
that occurs and understanding about the many mechanisms involved. As we know
there are different kinds of radiation and they can cause different kinds of damages
which we will discuss later. In this work, we concentrate on the damage created
in iron by neutron irradiation by performing molecular dynamics (MD) and density
functional theory (DFT) simulations.

1



1. Introduction

1.2 Nuclear Fission

The principle behind the working of a nuclear reactor is the fission of atoms. When
certain heavy atoms like uranium or plutonium are struck by neutrons, they can
split into two lighter atoms. The difference in mass between the fission products
and the reactants is liberated as energy. One fission event in case of 235U shown in
equation 1.1 gives about 200 MeV of energy.

235
92U + 1

0n→ 140
54Xe + 94

38Sr + 21
0n + 200MeV (1.1)

The fission of 235
92U gives two fission fragments as shown. But this is not the only

way a fission can happen and it can happen in more than 30 different ways. The
fission energy is liberated in the form of radiation and mostly is constituted in the
kinetic energy of the fission fragments. This kinetic energy is converted to heat.
On average 2.43 neutrons are emitted from a thermal fission in 235U (see equation
1.1). These neutrons contain about 5 MeV of the fission energy. The neutrons
from the fission reaction cause further fission events and this is a self-sustaining
and self-propagating chain reaction. A nuclear reactor is a place where we sustain
a chain reaction in a controlled and safe way. The neutrons emitted from fission
reactions are fast neutrons and have energy of about 2 MeV. Most of our reactors
use thermal neutrons for the fission process. So, we slow down the neutrons by
numerous collisions. Moderators are used for slowing down fast neutrons to thermal
neutrons.

Figure 1.1: Neutron cycle in a reactor

During this neutron life cycle shown in the figure 1.1, some of the fast escape and
are not slowed down and similarly some of the thermal neutrons do no cause fission

2



1. Introduction

and are scattered or lost. These neutrons are absorbed by the components of the
reactor pressure vessel, thereby irradiating them.

1.2.1 Nuclear reactor

A nuclear power plant uses the heat from the fission reactions to produce electricity.
The image 1.2 shows the schematics of a simple boiling water nuclear power plant
(BWR).

Figure 1.2: Schematic representation of a BWR [1]

The power plant comprises a reactor pressure vessel surrounded by the reactor con-
tainment. The fuel is present in the core of the reactor along with the control rods.
The core is where the fission reaction occurs. The fuel is encased in fuel rods and
multiple fuel rods are bundled together in fuel assemblies. A core may contain hun-
dreds of fuel assemblies. The structural materials for the core that hold the fuel
assemblies and the reactor pressure vessel are the primary components for safety.
All kinds of radiation and fuel are contained inside it. To ensure safe operation of
the reactor, the structural materials should be able to function at high temperature
and exposure to radiation. The integrity of the structure should not be compro-
mised at any state. Also, they must be able to function for a long time with less
maintenance as shutting down for maintenance can prove costly.

1.2.2 Reactor materials

The materials used inside a reactor are tailor made to withstand the hostile condi-
tions not present elsewhere. The working temperature can exceed 300°C in current
generation reactors and significantly higher in future generation reactors. Combin-
ing this with high stress, corrosive environment and radiation exposure is something

3



1. Introduction

that regular materials are challenged to withstand. From the figure 1.3, we can see
that we have a variety of steel alloys present in the reactor.

Figure 1.3: Materials used in a BWR [2]

We have Molybdenum alloyed steels for high corrosion resistance in control rods,
common austenitic stainless steel like the 304 series for the pipes, low carbon iron
alloys for the internal support structures, low alloy steel for the pressure vessel with
high temperature resistant steel alloys as cladding. These steel alloys have extensive
applications in the world. Martensitic steels are also used for their reduced swelling
under irradiation.

1.3 Nuclear fusion

Fusion energy is an energy source for the future. The energy obtained from nuclear
fission is by splitting a heavy atom. In fusion two light nuclei are fused and the
difference in mass is emitted as energy. Fusion energy is potentially a much cleaner
source for generating electricity. Like the conventional nuclear power plants fusion
energy is also an emission free source. Fission energy generates tonnes of high
level radioactive wastes which has to be handled with caution and be disposed in
dedicated facilities. This is one of the major problems, the conventional nuclear
power energy is facing. On the other hand, fusion does not generate significant
levels of high level radioactive waste. The catch is that it is extremely difficult to
sustain a fusion reaction. For fusion reactions to occur the Lawson criterion [3] has
to be achieved. It provides the minimum plasma density ne and confinement time
τE that has to be met. This is extended in to the triple product. A fusion reaction
can be self-sustaining if the product of density, temperature and confinement time
is greater than a certain value. The ignition criterion is given by below expression.

n̂T̂ τE > 5.1021m−3keV s (1.2)
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1. Introduction

1.3.1 Fusion reaction

Fusion energy uses the isotopes of Hydrogen, Deuterium (D) and Tritium (T) as
fuel to produce Helium (He) and energy. There are different reactions that can take
place. Below are listed some of the possible fusion reactions.

Table 1.1: Fusion reactions

Reaction Equation Energy (MeV)
D − T D + T →4 He+ n 17.6
D −D D +D →3 He+ n (50%) 3.27
D −D D +D → T + p (50%) 4.03
p−11 B p+11 B → 34He 8.7

There are other fusion reactions like p-p, D−3He, H-D and T-T etc. But the reac-
tion cross section is quite low for other reactions and consequently the temperature
required is higher. For fusion to take place the fuel is heated to the order of a hun-
dred kilo electron volts (keV). The cross section for different fusion reactions as a
function of temperature is given in the figure 1.4. Note that the temperature is given
in energy unit keV instead of Kelvin. The unit keV corresponds to a temperature of
about 100 million Kelvin through the relation E = kBT where kB is the Boltzmann
constant with a value of 1.38.10−23 J/K and 1eV = 1.6.10−19 J [4].

Figure 1.4: Cross section for fusion reactions [5]

From the figure 1.4, we can see that the D-T reaction is favourable because of its
high cross section for low energies. But still we require about 100 keV to sustain the
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1. Introduction

D-T reaction. From the table 1.1 we can see that the energy output is also quite
high for the D-T reaction. However, there is an emission of high energy neutron
(14.1 MeV) which is very high compared to fission reactions. The walls of the fusion
reactor must be able to shield the external components from this flux of high energy
neutrons. This is where radiation damage becomes critical for fusion reactors. The
ideal reaction for a fusion reactor would be the p−11B as it has no emission of
neutrons and only α emission. Also it is possible to convert that energy directly
into electricity by slowing down the ions in an electric field or by using a magnetic
field to spiral the ions and capturing the synchrotron radiation [4, 6, 7].

1.3.2 Fusion materials

With a flux of high energy neutrons (>10 MeV) and higher working temperature
than a nuclear fission reactor, fusion reactors require special materials. Fusion reac-
tor walls require materials capable of sustaining very high temperatures as the heat
load on the plasma facing wall can exceed 4 MW/m2 with the divertor being able to
take up to 10 - 20 MW/m2 [8,9]. Many different kinds of materials are needed for a
fusion reactor, including steels, refractory materials, ceramics, superconductors, etc.
A new class of materials like equiatomic single phase alloys with high temperature
stability and resistance to radiation damage are being studied for fusion [10]. For
fusion tungsten and its alloys remain as the popular material for fusion applications
because of its high temperature stability, high crystallization temperature, thermal
conductivity and neutron radiation resistance [11–14].

1.4 Motivation

The necessity to study the radiation effects arose from the fact that it has a dev-
astating effect on the materials. We shall discuss the neutron irradiation effects on
steel alloys primarily as it is used in reactor pressure vessels. Neutrons can knock
out atoms from their lattice sites and can cause displacements thus creating defects.
On long term exposure, these defects grow to affect the macroscopic properties of
the materials including brittleness, irradiation hardening, swelling, irradiation stress
corrosion cracking (IRSCC) due to radiation induced segregation (RIS) etc. Numer-
ous studies have been conducted to understand the effect of neutron radiation on
physical properties. The macroscopic effects of irradiation are discussed in section
2.5.

1.5 Aim

The aim of this work is to optimize the various input parameter for simulating dis-
placement cascades in iron. First we need to understand the input parameters that
are required to simulate a displacement cascade. The parameters are then chosen

6



1. Introduction

and several simulations are run with different cases and analyzing the end state
of the lattice by studying the number of vacancies and interstitials formed. The
position of the defects, their migration in the lattice and the cluster formations
have to be analyzed. The simulations are run using classical molecular dynamics
(CMD) with embedded-atom method (EAM) interatomic potentials. The code used
in this work is Dymoka. In this work, we study the effects of neutron irradiation
in a single atom lattice. Upon analyzing the results presented in chapter 5, the
input parameters like the cell size and energy of the primary knock on atom (PKA)
are finalized. Using these parameters, similar simulations are then run using ab
initio molecular dynamics (AIMD) in the Born-Oppenheimer approximation, using
the Vienna Ab-initio Simulation Package (VASP). Running AIMD simulations re-
quire huge computational resources and it is important to first have the optimal
parameters.

7
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2
Radiation damage in materials

This chapter is written to provide an overview on how irradiation damage occurs
and the macroscopic effects on the material properties.

2.1 Introduction

The atoms in a metal or alloy are arranged in a periodic order. Those with this kind
of ordered structure are called crystalline solids while others are called amorphous or
non-crystalline. The crystal structure is a repetition of a unit cell. Some examples
of the crystal lattices are shown in the figure 2.1.

Figure 2.1: Crystal lattices

As seen in the figure 2.1, in body-centered cubic (BCC) crystal we have one atom
in the center of the cube surrounded by one atom in each corner of the cube. In
face-centered cubic (FCC), there is one atom in the center of each face of the cube
and one in each corner. These are the common structures found in metals. This
determines some of the properties of the metals. It can define how a defect behaves
and propagates in the lattice etc.

The site occupied by the atoms at equilibrium are called lattice sites. Upon irradi-
ation by neutrons, some of the neutrons interact with the atom by striking it and
displacing it from its original site in the lattice. This is called the damage event.
The striking neutron transfers some of its energy to the atom and the atom is sub-
sequently displaced. This gives rise to point defects like interstitials and vacancies.
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2. Radiation damage in materials

An atom occupying the position in between lattice points are called interstitials. In
case of two atoms sharing the same lattice site, they are called split-interstitial or
dumbbell pairs. If a lattice site is unoccupied, it is called a vacancy. Accumulation
of these defects results in changes to the macroscopic properties of the material. The
below table 2.1 shows how modes of defect behavior in a crystal. The disappearance
or annihilation is when a vacancy and an interstitial recombine or when they reach
the grain boundary (GB). The defects migrations can also cause accumulation of
defects at dislocations or can result in the change in the size of a void.

Table 2.1: Defect reaction and annihilation [15]

Reaction Result
Vacancy + SIA Recombination
Vacancy + Vacancy Di-Vacancy
Vacancy/SIA + GB Disappearance
Vacancy/SIA + Dislocation Disappearance / accumulation
Vacancy/SIA + Void Disappearance / change in size of the void
Vacancy/SIA + Incoherent precipitate Disappearance
Vacancy/SIA + Solute/Coherent precipitate Segregation
SIA + SIA Di-SIA

2.2 Neutron irradiation

Amongst radiations, the damage caused by neutrons will be discussed in this section.
Since the neutrons do not contain any charge, it can interact with the nuclei as it
does not have to overcome the Coulomb barrier and can pass very close to the nucleus
unperturbed by the electrons. When a material is exposed to neutron radiation, the
neutrons interact with the atoms in the lattice and can result in different reactions.
The table 2.2 shows the various modes of neutron-matter interaction.

Table 2.2: Types of neutron matter interaction [16]

Reaction Event
(n,n) Neutron scattering
(n,n′), (n,2n′) Neutron absorption and emission
(n,p), (n,α) Emission of charged particle
(n,γ) Gamma emission
(n,f) Nuclear fission

During elastic collisions, the neutron hits the atoms and is scattered. Some energy
of the neutron can be transferred to the atom and the total energy of the system
is conserved. This is more prevalent in neutron energies less than 1 MeV. During
in-elastic scattering, reaction like charged particle emission and neutron absorption
occur and there is a loss of energy in the system and this is dominant at energies

10



2. Radiation damage in materials

greater than 1 MeV. The time-scale for the events are quite small and occur almost
instantaneously. The time-scale of the (n,n) event from table 2.2 is shown in the
table 2.2

Table 2.3: Time-scale of events [1]

Times(s) Event
10−18 Neutron interaction and energy transfer to the PKA
10−13 Atoms displaced by the PKA
10−11 Dissipation of energy, spontaneous recombination and

clustering formation
10−8 Migration of defects

2.3 Displacement cascades

The collision cascade or the displacement cascade is the short spike in the number
of displaced atoms. After this, the vacancies and interstitials that are close start
recombining or diffusing in the lattice. The evolution of the cascade is exemplified
in figure 2.2.

Figure 2.2: MD simulation in BCC iron lattice of approx. 5500 atoms at 50K
with a PKA of 500eV

From table 2.3 and figure 2.2, we know that the displacement cascade occurs over the
first picosecond. The evolution of the cascade can be divided into 4 stages. First is
the creation of the PKA and successive collisions until the energy of the successively
displaced atoms fall below the TDE and can displace no more atoms. The second
stage is where we witness a thermal spike. This is because all the collisional energy
contained in the displaced atoms is deposited in the neighbouring atoms. At this
point some parts of the lattice may contain high enough energy that they resemble
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2. Radiation damage in materials

molten metal. The thermal spike requires about 0.1ps. The third stage is the
quenching stage where the energy is transferred to the lattice and is diffused through
the surrounding atoms. It take about 10ps to get to thermodynamic equilibrium.
In the presented case (figure 2.2) the amount of energy deposited in the lattice by
the 500eV neutron is diffused throughout the 5500 atoms in the lattice. This may
take a few ps. During this stage, the defects (vacancies and interstitials) that have
not disappeared start to stabilize. The final stage is the annealing stage. Here
we witness migration of defects away from the cascade and cluster formation or
annihilation when they reach sinks. The timescale for this can extend up to months
or years depending on the temperature.

2.4 Displacement theory

To understand the effect of irradiation we need to quantify it. The damage rate is
the number of atoms displaced per unit time and volume depends on the energy of
the incident neutron and the displacement cross section of the material.

Rd = N
∫ Ê

Ĕ
φ(Ei, T )σD(Ei)dEi (2.1)

and,

σD(Ei) =
∫ T̂

T̆
σD(Ei, T )v(T )dT (2.2)

Here Rd is the displacement rate, N is the lattice atom density. φ is the energy-
dependent neutron flux and σD is the energy-dependent cross section. σD is depen-
dent on the probability for the neutron of energy Ei to transfer an energy T to the
atom. v(T ) is the number of atoms displaced by the collision which is dependent on
the threshold displacement energy Ed of the material. Ed is the minimum energy
required to displace the atom from its lattice site. Now the probability of an atom
being displaced is 1 if the transferred energy T is greater than Ed. For T<Ed it is 0.
Also for a crystal the Ed can vary depending on factors like the crystal structure and
the direction of the PKA. Hence we have two values Edmin

and Edmax . For values
of T ranging between Edmin

and Edmax the displacement probability is a smoothly
varying function between 0 and 1.

2.4.1 Kinchin and Pease model for displacement

The number of displacements in the equation 2.2 has to be calculated. Kinchin and
Pease developed a theory based on the following assumptions [17]

• The displacements are a series of events caused by independent two-body elas-
tic collisions.

• The energy transfer is given by hard-sphere collision model.

12



2. Radiation damage in materials

• Electron stopping is given by Ec which is the cut-off energy. Collision happen
only when T < Ec.

• There are no energy losses to the lattice. I.e for atom with energy T generating
a new recoil with energy T2 and emerging with T1, T = T1 + T2.

• Displacement probability is 1 for T > Ed.
• The crystal structure is ignored. Therefore effects due to crystallinity like

focusing and channeling are ignored.

The KP model provides the number of displaced atoms as

v(T ) =



0 T < Ed

1 Ed < T < 2Ed

T

2Ed
2Ed < Ec

Ec

2Ed
T ≤ Ec

(2.3)

The number of displaced atoms as a function of the PKA energy is shown in fig 2.3

Figure 2.3: Displaced atoms as a function of PKA energy T

2.4.2 Modifications to the K-P model

Various modification have been done to the K-P including Snyder and Neufeld where
the assumption 4 in the K-P model was changed. According to Snyder and Neufeld,
both the atoms move off after collision irrespective of their energy and they added
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another term to the energy loss relation as T = T1 + T2 + Ed. The effect of adding
another term was compensated by the increase in the number of displaced atoms
since the atoms are allowed to move even with low energies, so that the end model
was similar to the K-P model [18].

v(T ) = 0.56
(

1 +
T

2Ed

)
(2.4)

Lindhard et al. [19] proposed a model that includes the energy loss due to electronic
excitation. The assumption is that even for energies T > Ec, there will be collisions
and introduced an efficiency term in the equation 2.3 as such

v(T ) = ξ(T )
( T

2Ed

)
(2.5)

Norgett, Robinson and Torrens proposed a method [20] with the efficiency term as
a function of the PKA energy. ξ as such

v(T ) =
κED

2Ed
(2.6)

where ED is given by

ED =
T

1 + kNg(εN) (2.7)

Some of the problems with these models are that they work with hard-sphere ap-
proximation and the directional dependence of TDE. Effects due to crystallinity
include channeling and focusing. Focusing is an effect that happens when the PKA
is knocked in the direction along a high density atomic row like <100> or <111>
in BCC. Consider an atom knocked in the direction θ with respect to the atomic
row. If the angle is small enough, then the collision mimic a near head-on collision
along the row of atoms and subsequent collisions will have a decreasing scattering
angle. Channeling is the long-range movement of an atom along an open channel
like passing through a long cylindrical tube by glancing off the walls of the tubes i.e.
the row of atoms until its energy is lost (see figure 2.4). Channeling is a high energy
phenomenon as the cross section for scattering is quite high for low energy ions. It
occurs when the atom is knocked in a particular direction and there is a critical
angle beyond which the atom cannot enter the channel. As the energy imparted to
the atom increases, the critical angle decreases as the atom will knock on another
atom instead of glancing off it [21].
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Figure 2.4: Schematic representation of channeling of an atom in the crystal
lattice [21]

2.5 Microscopic effects and macroscopic evolution

Neutron irradiation in steel alloys and other metals and alloys result in deterioration
of their mechanical properties and corrosion resistance. These are all caused by
various effects of radiation like concentration of defects, segregation or depletion of
alloying elements at grain boundaries, changes in the microstructure etc.

2.5.1 Diffusion and concentration of defects

Radiation can cause elevated concentration of point defects compared to thermal
conditions. The formation and growth of defect clusters and migration of defects
in displacement cascades have been well studied [22–25]. Studies have shown the
presence of large interstitial clusters [26, 27]. A.F. Calder et al. conducted MD
simulation of α-iron model with different PKA energies. Their studies showed the
presence of large vacancies and interstitial clusters in a displacement cascade upon
irradiation. It also showed that the probability of the formation of such clusters
increased with the increasing mass of the PKA.
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Figure 2.5: Vacancies (a) and interstitial (b) fractions and their respective
cluster size for different PKA atoms [26]

A.F. Calder et al. conducted simulations with PKAs of C, Fe and Bi [26] and the
results showed that the number of clusters and the size of the point defect clusters
increases with increase in the mass of the PKA. However the total number of defects
generated decreases with increase in mass. This however is pronounced more at lower
energies. Also from the figure 2.5 we are able to see that at higher masses of PKA
we have more number of larger clusters and reduced number of singles. It has also
been shown that the fraction of vacancies and interstitials in clusters resulting from
a cascade are different and depend on the temperature. The study by T.D.L. Rubia
et al. on damage in FCC metals showed that cluster formation of defects is more
pronounced in FCC than BCC metals. The presence of isolated clusters is more
common in BCC metals than FCC [28].

The presence of solutes and other impurities also has some effect on the defects and
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their mobility. The interaction of defects and solute atoms have been extensively
researched. The presence of vacancies contributes to an increase in the clustering
of the interstitial solute atoms like C, N and O [29] and substitutional solute atoms
like Cr [30] in α-iron. The effect of solute atoms either substitutional or interstitial
on the other hand have no effect on the number of defects or clusters resulting
from a displacement cascade [30, 31] and Cr in Fe has no significant interaction
with the vacancies [14]. There is also segregation of solute atoms with preference
to a particular defect. A study by Ngayam-Happy et. al on MnNi and MnNiCu
clusters in Fe alloys showed that segregation of MnNi precipitates is primarily on SIA
clusters whereas Cu precipitation in Fe in vacancy driven [32,33]. The concentration
of Cu precipitates discussed in the section 2.5.1 also lead to concentration of Mn
precipitates around it [32].

2.5.2 Radiation induced segregation

Radiation induced segregation (RIS) is one of the most important problems faced in
irradiated materials. This refers to the directionally biased movement of solutes or
impurities present in metals. RIS results in enrichment or depletion of a particular
solute at point defect sinks like grain boundaries (GB) or phase boundaries in alloys.
There can also be saturation in the RIS effect. In stainless steel alloys there is a
depletion of Cr and enrichment of Ni at grain boundaries [34, 35]. The figure 2.6
shows the RIS effect.

Figure 2.6: Radiation induced segregation of Cr, Ni, Si and P at the grain
boundary [35]

It has also been shown that there is a preference for RIS depending on the type of GB.
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Christopher M. Barr et al. [36] showed that the RIS was more pronounced in GB with
incoherent twins in 316L austenitic SS. But having <110> Σ3 <111> coherent twin
GB would not necessarily reduce the irradiation hardening effect because the GB
would also act as a poor defect sink with a weak defect annihilation rate. Enrichment
of P and depletion of Mo has been observed in 2.25Cr1Mo steel with P segregation
not witnessed at lower temperatures in the study by S.H. Song et al [37]. It has
been shown that there is a site competition between phosphorous and carbon at
higher temperatures in Fe-C-P alloys. Presence of carbon or boron even in minor
quantities can be effective in suppressing the enrichment of phosphorous at GB, with
boron being more effective than carbon at temperatures higher than 500°C due to
higher activation energy for diffusion in [38]. This is preferable as they improve the
cohesive strength of the GB and reduces embrittlement [39].

2.5.3 Embrittlement and hardening due to irradiation

The above discussed effects like cluster formation, segregation, formation of voids
and bubbles contribute to the deterioration of some mechanical properties. The
resistance of the material to allow dislocation movement results in hardening. Seg-
regation of phosphorous discussed in the section 2.5.2 results in embrittlement of the
material. The increase in the number of defects and clustering of these defects also
contribute to the increase in hardness. This increase in hardness can lead to embrit-
tlement. Extensive research has been done on irradiation embrittlement on reactor
pressure vessel (RPV) steels [40–42] as it is the most important safety component in
the reactor and it cannot be replaced. It has shown that neutron induced hardening
occurs on the high temperature corrosion resistant cladding which covers the inner
wall of of the RPVs. Studies have shown that there are three main causes for em-
brittlement; presence of precipitates like Mn, Si, Cu, irradiation induced segregation
of P at GB, and increase in number of defects in the bulk material.
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Figure 2.7: Effect of damage mechanisms on irradiation embrittlement of RPV
steel [15]

From the figure 2.7, we can see that the Cu precipitation contributes the most
to the embrittlement and the effect increases with increasing doses. Irradiation
embrittlement and hardening lead to an increase in both yield strength (YS) and
ultimate tensile strength (UTS) and reduction in the ductility (see figure 2.8). We
can see that embrittlement is more pronounced in BCC metals and FCC metal show
better ductility.

Figure 2.8: Effect of hardening on a) FCC b) BCC metals [43]

2.5.4 Irradiation creep and swelling

Creep in general is a time-dependent process which is accelerated due to irradiation.
Creep is a failure of material under constant loading. In reactors, materials are sub-
jected to high temperatures and high neutron flux for a long time. The production
of defects due to irradiation leads to irradiation accelerated creep since it is mainly
a diffusion-controlled phenomenon. It has been observed in SS and Zircaloys used
in reactors. It was first observed in Fast breeder reactors as they had a higher flux
and temperature compared to LWRs and this significantly increased the creep rate.
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There are a couple of mechanisms for creep. In dislocation creep, the mobility of a
dislocation is hindered by the presence of voids or loops, So it has to climb a slip
plane and results in a pile up of blocked dislocations which results in an increased
stress. Diffusional creep is due to the mobility of vacancies perpendicular to the
stress direction when the materials is loaded and can accelerate the nucleation of
dislocation loops. Materials undergo deformation during creep but the volume is
conserved. Once the swelling start, creep is accelerated. [44]

Figure 2.9: Isotropic swelling in 20% CW 316 irradiated to 80 dpa at 510°C in a
fast reactor, (linear dimension +10%) [44]

The presence of an increased and unbalanced (by self-interstitials) number of va-
cancies is the driving force for swelling. Vacancies combine to form voids and voids
nucleate to form bubbles. This leads to an increase in the dimensions of the mate-
rial. Like RIS, swelling rate also saturates. Studies have shown that swelling rate
saturation is worse in FCC compared to BCC. The formation of Helium bubbles
from the production of α is also one of the contributors for swelling. Cold-worked
steels and martensitic steel have markedly higher resistance to void swelling whereas
annealed steels are more susceptible to swelling [45, 46]. Cold-working introduces
more dislocations. Swelling has been found to be more severe in irradiated 304SS
than in 316L.
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3
Modelling techniques

The field of modelling the interaction between radiation and matter has grown by
leaps and bounds in the past few years. The increase in processing power and devel-
opment of more powerful supercomputers has helped us to perform more complex
numerical simulations. Also with more accurate and reliable modelling methods we
are able to bridge the gap between theory and experiments. Due to this, we have
been able to study phenomenons that are not possible with experiments. In this
chapter we will be looking at some methods that are employed to study materials
on an atomic scale.

To perform simulations on an atomic scale we need to understand how atoms interact
with each other and what are the forces acting on them and how the atoms respond.
The laws of classical mechanics can be used to describe the forces acting on an atom.
The basis is to model how the atoms position themselves with respect to others. If
the position of one atom changes, then the other atoms interacting with that will
change their positions relatively. It is a deterministic method where the movement
of all the atoms are uniquely determined from their initial values by numerically
solving the differential equations from Newtons second law of motion. This method
is called molecular dynamics.

Replacing the classical mechanics with quantum mechanics, and by employing the
Schrodinger equation, we can model the system with better accuracy. However,
this is not possible without a few approximations. Even with the approximations,
this method is computer intensive and can be employed for modelling up to a few
picoseconds and a few thousand atoms. We will be seeing in detail about these
methods in the upcoming chapters.

3.1 Ab-initio Molecular Dynamics

3.1.1 Schrodinger equation

Consider a system defined by its wavefunction Ψ. The wavefunction provides the
probability distribution of all the nuclei and their associated electrons in the system.
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The time-independent Schrodinger equation can be written as

ĤΨi(r1, r2, ...rN , R1, R2, ...RM) = EiΨi(r1, r2, ...rN , R1, R2, ...RM) (3.1)

The Ĥ is the Hamiltonian operator and r and R are the position vectors for the
n electrons and M nuclei. The Hamiltonian operator is the sum of operators of
kinetic energy and the potential energy which is the coulomb potential. Therefore
the Hamiltonian can be written as

Ĥ = Te + Tn + Vee + Vnn + Ven (3.2)

Here Te and Tn represent the kinetic energy of the electrons and nuclei, respectively,
Vee and Vnn represent the coulomb interaction potential between the electrons and
nuclei respectively and Ven represents the coulomb interaction potential between the
electrons and nuclei.

A direct numerical solution for the equation 3.1 is not possible. Hence we employ
some approximations. They are based on the fact that electrons are much lighter and
faster compared to the nuclei and hence split the equation in to two components, the
electronic Schrodinger equation and the nuclei part. The nuclei part of the equation
is further approximated with classical mechanics by using empirical potentials or ef-
fective potentials calculated from the quantum mechanical computations. The latter
is called ab-initio molecular dynamics. It employs the fundamental interactions of
the particles i.e we will be able to derive potentials without any approximations.

3.1.2 Born-Oppenheimer approximation

The Born-Oppenheimer approximation considers that the nucleus is significantly
slower and much heavier than the electron and so the electron can adapt to any
configuration of the nucleus instantaneously. Therefore they are always in the quan-
tum mechanical ground state in comparison with the nucleus. Since the movement
of the nuclei is negligible, the equations 3.1 and 3.2 can be written as

ĤΨi(r1, r2, ...rN) = EiΨi(r1, r2, ...rN) (3.3)

and
Ĥ = Te + Vee + Ven (3.4)

The solution to the electronic schrodinger equation provides how the electrons adjust
to the position of the nuclei and it provides the effective potential to move the nuclei
in the next time step.

3.1.3 Variational principle

The variational method helps us to find the true ground-state energy E0. The
principle states that the energy computed from a chosen trial wavefunction is the
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upper bound to E0. E0 can be be found by minimizing the energy with respect to
all wavefunctions of the associated electrons.

E0[Ψ0] = min
Ψ
E[Ψ] = min

Ψ
〈Ψ|T̂ + V̂ee + V̂en|Ψ〉 (3.5)

and
E0[Ψ] = 〈Ψ|Ĥ|Ψ〉 =

∫
Ψ∗ĤΨ(x)dx (3.6)

3.1.4 Hohenberg-Kohn-Sham formulation

The Hohenberg-Kohn-Sham is one the approaches to DFT and is widely used. The
first theorem of Hohenberg-Kohn states that the potential V̂en is a unique functional
of the electron density ρ(r) which means that the total energy is also a functional of
ρ(r). This effectively means that all the properties of the system can be determined
from ρ(r). The second theorem states that the functional that delivers the ground
state energy of the system gives the lowest energy only when the input density is
the true ground state density. [47]

E0[ρ0] = m
ρ
inE[ρ] = m

ρ
inT [ρ] + Eee[ρ] + Een[ρ] (3.7)

The Kohn-Sham approach builds on the Hohenberg-Kohn theorem stated above [48].
They introduce a non-interacting fictitious system with same density as the real
system. The kinetic energy and electron density are given by

Ts[ρ] =
1
2

N∑
i

〈Ψi|∇2|Ψi〉 (3.8)

and
ρ(r) =

N∑
i

|Ψi(r)|2 (3.9)

The total energy of the system is given by

E[ρ] = Ts[ρ] + Exc[ρ] + Een[ρ] + EH [ρ] (3.10)

where we have the kinetic energy, Ts[ρ], the nuclei-electron interaction functional
Een[ρ] ,the Hartree energy EH [ρ] and the exchange-correlation energy Exc[ρ]. This
includes the difference in kinetic energy between the two systems, Coulomb inter-
action for the electrons of opposite spin, energy from the Pauli’s exclusion principle
and a self interaction term.

EH [ρ] =
1
2

∫ ∫ ρ(r1)ρ(r2

r12
dr1dr2 (3.11)

and
Een[ρ] =

∫
Venρ(r)dr (3.12)
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Here the form of the exchange-correlation energy functional is not known. With
further approximations we have a self consistent equation that can be written as

ĤksΨi(r) = εiΨi(r) (3.13)

Hks(r) = −
1
2∇

2 + Vks(r) (3.14)

where
Vks(r) = Vext(r) + Vxc(r) + VH(r) (3.15)

Here Vks(r) is the effective Kohn-Sham potential. From this we have a self consistent
set of equations wherein we start with the initial electron density and find the
effective Kohn-Sham potential which would be used to solve equation 3.13 to find a
new value for the density. As per the Hohenberg-Kohn theorem 2, if the initial and
the new density are the same, then the ground state density is found. If not, then we
start again with a new initial density and the steps are repeated until convergence
is achieved.

3.2 Approximation methods in DFT

Approximation methods make computationally intensive calculations feasible. It is
one the important part of studies in DFT calculation. In this section we will look
at some of the approximations that are widely used in DFT calculations.

3.2.1 Local Density Approximation

The local density approximation (LDA) is derived from the homogeneous gas the-
ory (HEG). It assumes that the electron density is the same. It determines the
exchange correlation energy from the local electron density. This is one of the sim-
plest approach and it works because the errors by under estimation of exchange
and over estimation of correlation energy densities cancel out each other and the
contribution from the exchange-correlation energy is minimal. It also generates an
acceptable estimate of the spherical average.

ELDA
xc =

∫
εxc(ρ)ρ(r)dr (3.16)

The generalized gradient approximation (GGA) is built upon the LDA by expanding
the 3.16 in terms of gradient for the density. It provides a good balance between
speed and accuracy. It rewrites 3.16 as

ELDA
xc =

∫
εxc(ρ,∇ρ)ρ(r)dr (3.17)
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3.2.2 Pseudopotential approximation

Bloch’s theorem states that the electronic wavefunction can be expressed as a dis-
crete set of plane waves. This consists of a plane wave part and a periodic cell
part.

Ψn(r) = un(r)eik.r (3.18)
where Ψn(r) is the wavefunction of an election in band n. The periodic part of the
wavefunction can be written as

un(r) =
∑
K

ci,K , e(r)i(k+K)r (3.19)

Substituting equation 3.19 in 3.18, we get

Ψn(r) =
∑
K

c(n,K), ei(k+K)r (3.20)

Still using this we require a large set of plane wavefunctions for all the electrons
and this in turn increases the computation power required to solve them. The
pseudopotential method circumvents this problem by utilizing the fact that most
of the physical properties of solids are explained by the valence electrons to large
extent compared to the core. The core electron in the vicinity of the nucleus and
the nuclear potential are replaced with a weaker pseudopotential which acts on a set
of pseudo wavefunctions in place of actual valence electron wavefunctions. Outside
the core both the potentials are the same. This is exemplified in figure 3.1.

Figure 3.1: Schematic representation of the potentials and their wavefunctions

25



3. Modelling techniques

The radius at which the pseudopotential and the actual potential match is the cutoff
radius rc. For a realistic approach we reduce the cutoff radius but this results in more
plane wavefunctions to solve. The ultrasoft pseudopotential is a method building on
the pseudopotential violating the norm-conservation. It reduces the number of plane
wave basis sets by removing the charge of the orbitals in the core region resulting
in a reduction in the cutoff energy.

3.2.3 Augmented plane wave method

Augmented plane wave method approximation (APW) is that the potential is as-
sumed to be spherically symmetric with the centre at the atom’s position in the
lattice and the potential is a constant in the interstitial region. For a core radius r0,

V (r) =
{
V (r) for r < r0
V0 for r > r0

(3.21)

The radial schrodinger equation for the effective potential is given by[
−

~2

2me

+ Veff (r)− E
]
u = 0 (3.22)

where
Veff (r) =

[ ~2

2me

l(l + 1)
r2 + V (r)

]
(3.23)

The wavefunction for the interstitial space is written in terms of plane waves as
in 3.20. For the entire crystal, it is a linear combination of the two wavefunctions
rewritten as

Ψk(r) =
{ ∑

lmAl,mUl(r)Ylm(r) for r < r0∑
K cn,K), e

i(k+K)r for r > r0
(3.24)

The coefficient Alm is determined by matching the two functions at the sphere
boundary (r = r0).

3.2.4 Projector augmented wave method

This method was developed as a combination of both the pseudopotential and APW
method. It involves linear transformation of the wavefunctions close to the core into
auxiliary wavefunctions due to the fact that the wavefunctions near to the core
have rapid oscillations and to make it into a smooth wavefunction which is easier
to solve. It uses the APW method to describe the wavefunctions near the core and
pseudopotential method for the valence electron wavefunctions. The transformation
of the actual wavefunction to an auxiliary wavefunction is written as

|Ψn〉 = T |Ψ̃n〉 (3.25)

This is done only for the wavefunctions close to the core and a cutoff radius is chosen.
At the valence region, the partial waves are identical i.e. the auxiliary wavefunction
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is the same as the actual wavefunction.The valence electron wavefunction is sub-
tracted from the all electron wavefunction to obtain the auxiliary wavefunctions for
the core. [49]

|Ψn〉 = |Ψ̃n〉+
∑
i

(|φi〉 − |φ̃i〉)〈p̃i|Ψ̃〉 (3.26)

3.3 Classical molecular dynamics

Classical molecular dynamics (CMD) simulations treat the interaction between the
atoms by ignoring the electrons as in the Born-Oppenheimer approximation and
consider only the position of the nuclei. This makes the calculations far less com-
putationally intensive and allows us to simulate for a larger number of atoms and
longer time scale as in comparison with DFT. It uses Newton’s second law of motion
to predict the position of the atoms after each time step. The forces on the atoms
are calculated as the vector sum of all the forces resulting from its interaction with
all the other atoms from its position at time t and give a new position at time t+δt.
The forces acting on atoms is given by

F = m.
d2r

dt2 (3.27)

We obtain the position as
r = δt.

dr
dt + r(t) (3.28)

We discretize the time intervals in ’n’ number of sub intervals and we get δt = tend/n
where n = 0, 1, 2... are the discrete time intervals. We now have tn+1 = tn + δt and
rewriting equation 3.28 at time tn

v(tn) =
r(tn+1)− r(tn)

δt
(3.29)

From equation 3.29, the acceleration at t can be given as the change in velocity as

a(tn) =

r(tn+1)− r(tn)
δt

−
r(tn)− r(tn−1)

δt
δt

(3.30)

From this we get
r(tn+1) = 2r(tn)− r(tn−1) + a(tn).δt2 (3.31)

The Verlet method uses the position and acceleration at t and position at time tn−1
to obtain the position at tn+1. The Taylor expansion of r(tn+1) and r(tn−1) is given
by

r(tn+1) = r(t) + δt.
dr(t)

dt +
δt2

2 .
d2r(t)

dt2 +O(δt3) (3.32)

r(tn−1) = r(t)− δt.dr(t)dt +
δt2

2 .
d2r(t)

dt2 −O(δt3) (3.33)
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On adding the equations 3.32 and 3.33, we get

r(tn+1) = 2r(t)− r(tn−1) + δt2.a(t) +O(δt4) (3.34)

Using this Taylor expansion improves the accuracy of the Verlet integrator method.
However here the velocities are not explicitly stated. Using a leap-frog algorithm we
can calculate the velocity to find the kinetic energies and temperature at time t by

v(tn) =
r(tn+1)− r(tn−1)

2δt +O(δt2) (3.35)

The equation 3.35 shows that halving the time step can be done but it reduces the
accuracy by the same order. The velocity Verlet algorithm explicitly uses the velocity
to solve the first timestep problem. This ensures precision as it yield position,
velocity and the accelerations at time t.

r(tn+1) = r(t) + δt.v(t) +
δt2

2 .a(t) (3.36)

v(tn+1) = v(t) +
a(t) + a(t+ δt)

2 δt (3.37)

This algorithm works by the following steps:

1. The crystal with a set number of atoms is described at time t.

2. Calculate the forces at time t from the interatomic potential

3. Update the positions at fist time step tn+1 from 3.36

4. Evaluate the forces at tn+1 from the provided interatomic potential and derive
velocity with 3.37

5. Repeat steps with the updated position and velocities as input for the next
time step

The positions of the atoms are updated after each time step. The drawback is that
if the chosen time step is too large, then we may miss the interaction. Having a
small time step prevents this but increases the computation time [50].

3.3.1 Embedded atom method potential

The Embedded atom method (EAM) is a semi-empirical potential for calculating
the energy of a many body system. The simplest of interaction potential is the pair-
potential which provides the potential as a function of the radial distance between
the two atoms and independent of the number of bonds associated with the atom.

Etot = 1
2
∑

i,j(i 6=j
)V (Rij) (3.38)
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But in reality, the potential is dependent on the number of bonds associated with
the atom. Further developments to this model led to the EAM potential [51, 52].
The potential is described by a pair-potential term Φ(r) which represents coulomb
repulsion between the cores and a cohesive term F (r) representing the embedding
energy of the atom in the electron gas cloud which is a function of the electron
density ρ. The total energy for N number of atoms is given by

Etot = 1
2

N∑
i<j

Φij(rij) +
∑
i

Fi
(∑

ρj(rij)
)

(3.39)

where the density ρj is spherically averaged.
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4
Cascade modelling

In this chapter the method and tools used for modelling the displacement cascade
are described along with the parameters that were chosen for optimization. The
work is divided into two parts. First is the optimization of parameters carried out
using MD simulations and then the optimized parameters were used to simulate a
displacement cascade using AIMD.

4.1 MD simulation condition and parameters

The CMD simulation were carried out using EAM interatomic potentials using
Dymoka. It is well suited for simulating systems with large unit cells and met-
als with valence electrons in the d orbital [53].

4.1.1 Size of super-cell and energy of PKA

The simulations were run in non-cubic BCC iron systems with periodic boundary
conditions (PBC) ranging from 1000 atoms to 12000 atoms. The use of non-cubic
cells is to avoid the long distance migration of defects due to the applied periodic
boundary conditions. Due to the presence of PBC any defect that is moving to the
boundary gets back in to the super-cell and by using a non-cubic cell we aim to
maximize the self-crossing distance in any direction [54,55]. The energy of the PKA
was varied from 200 eV to 1000 eV in steps of 100 eV for all the super-cells. These
two parameters are the most important. The cost of computation is high for larger
cells. The idea was to find the right energy range for smaller cells which will be used
for AIMD.

4.1.2 Direction & position of PKA and damping effects

The cascades were also analyzed for different directions of the PKA due the direc-
tional dependence of the threshold energy. The role of the damping effects on the
cascades were studied by applying a 0.8Å thermal layer to the boundary to remove
the excess energy from the system. A strong damping coefficient would essentially
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4. Cascade modelling

quench the system and a weak damping effect would not reproduce the effect of an
infinite boundary.

The position of the PKA in the cell was also varied. For a PKA in a particular
direction if the position is close to the boundary, the cascade evolution is also closer
to the boundary. The interaction of the cascade with the boundary and large energy
losses to the boundary must be minimized and the resulting creation of defects near
to the boundary has to be avoided. This is not a problem in bigger cells but in
smaller cells this affects the evolution of the cascade. The evolution of the cascade
is in the direction of the PKA away from the center. From the center of the cell,
the position of the PKA was brought back along the line of direction of the PKA.

4.1.3 Initial condition for simulation

The initial temperature of the simulation cell was set to 50 K. Once the system is
described, positions are assigned to every atom. Upon providing the temperature,
velocities are assigned randomly to the atoms as per the Maxwell-Boltzmann dis-
tribution. Thermalisation was carried out first maintaining the temperature at 50
K before the creation of the PKA. The evolution of the system is governed by the
time step. After analyzing the system, 5 different time steps ranging form 0.05 fs to
2 fs were assigned. Shorter time steps are used for the evolution during the initial
stages and longer time steps were used for the later annealing stages. This keeps
the simulation times not too long and the shorter time scales at the ballistic phase
and thermal spike helps describe the evolution more precisely. The position and size
of the cascade, the position of the defects formed and the number of vacancies and
interstitials at the end state were studied.

4.2 Ab-initio simulation

Using the input parameters optimized from the first stage in MD simulations, AIMD
simulations were carried out in iron using VASP in the Born-Oppenheimer approxi-
mation. PAW potentials were used. To speed up the simulation, AIMD simulations
were coupled with another CMD tool called LAMMPS which uses a semi-empirical
EAM potential to perform simulations [56]. This was done using a code which first
predicts the trajectories of the atoms and creates a neighbour list. From this list the
code uses two potentials to treat the atoms. It uses a soft PAW potential for iron
which treats 3d and 4s as the valence states with a total of 8 electrons and a hard
potential which treats 3p as the valence state with a total of 14 electrons. The code
utilizes the hard potential if the atoms are closer than a cut-off radius and treats
other atoms with the softer potential. A maximum of four iterations of this method
was carried out. Since the simulations were run in massively parallel multi-core sys-
tems, for both MD and AIMD simulations, parallelization optimization was carried
out to ensure optimum utilization of resources.
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5
Results and discussions

In this chapter the results of this thesis are discussed. The results from the opti-
mization simulations are analyzed and presented. The first focus is on the influence
of cell size and energy of the PKA. It is good to start with this as it is the most im-
portant factor. Upon finalizing the energy of the PKA and the cell size, simulations
were run to understand the effect of introducing damping on the cell boundaries.
By introducing damping effects on the cell boundaries we will be able to perform
higher energy simulations in a relatively smaller cell. The effect of this was analyzed
by simulating with different energies for PKA in small and large cells. For the final
parameter, simulations were run for different positions of PKA and the location of
the cascade in the cell was studied.

5.1 Influence of cell size and energy of PKA

Simulations were carried out in non-cubic cells of size 7x8x9 up to 17x18x19 for
energies 200 to 1000 eV in steps of 100 eV. The number of defects formed at con-
vergence in each case were studied for different directions including high symmetry
directions like 〈110〉 and low symmetry directions like 〈135〉. The plot 5.1 shows
the effect of PKA energy on the number of vacancies formed in different cell sizes.
From the plot 5.1 we can see that at higher energies there is a lot of variation in the
number of vacancies formed and in small cells fewer vacancies means that energy is
lost to the boundaries. For energies up to 500 eV, we can see that a minimum cell
size of approximately 2600 atoms provides a good result. For energies above 500 eV,
even at cell sizes up to 11000 atoms had some variations. This clearly shows that
the cell size is one of the important deciding factors for choosing the energy of the
PKA.
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5. Results and discussions

The plot 5.2 shows the standard error in the results. For higher energies the error
is visibly higher. Each case was run for ten times to obtain some statistics. For the
higher energy cases more runs would be required to have a lower error percentage.

Figure 5.2: Standard error in simulations

The below plot 5.3 shows the number of vacancies formed for a 300 eV PKA in
different directions. We can see that the low symmetry directions like 〈135〉 and
〈123〉 had lower number of vacancies formed. The directional dependence of the
threshold displacement energy (TDE) results in lower number of vacancies formed
in the 〈135〉 and 〈123〉 as they have lower TDE compared to the high symmetry
directions like 〈110〉 or 〈100〉. In iron the highest threshold energies occur roughly
around the 〈123〉 direction [57] which is as expected in the results.
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5. Results and discussions

Figure 5.3: Comparison of defect formation in different directions (300eV)

From the results, it was concluded that to perform simulations with an energy of
400 eV for the PKA a minimum cell size of 2000 atoms is required and for 500 eV a
minimum of 2500 atoms are required for the 〈135〉 PKA direction. The forthcoming
section provides further insight about performing simulations for higher energies of
PKA.

5.2 Damping effects on the boundary

Before the introduction of the PKA, the cell was thermalised at 50K. Simulations
were run using different damping coefficients at 50K for regions of 0.8Å around
the border for two different cell sizes of 1980 atoms and 5460 atoms. The results
comparing both the cells are presented in the plot 5.4. The presented results are
for a 300 eV PKA in 〈135〉 direction. The dotted lines labelled as 200L, 300L and
so on represent the larger cell and the solid lines labelled as 200S, 300S and so on
represent the smaller cell. We can see that at lower energies the damping applied on
the borders did not have a significant effect. From an optimum damping coefficient
of 1e−10, we can see that the number of vacancies formed for energies 200 and 300
eV are similar in both cells. For energies 500 and 600 eV we can see the difference
in the number of vacancies between the large and small cells.
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5. Results and discussions

The damping applied was more efficient in removing the energy from the small cell
suggesting that we will be able to do higher energy simulations in a small cell with
the right damping coefficient for a given case. By having an optimum damping
coefficient for reasonably higher energies we will be able to perform simulation in
smaller cells by having a virtually infinite lattice thereby reducing the computation
required.

5.3 Effect of position of the PKA

The size of the cascade in a simulation is dependent on the energy of the PKA.
Interaction of the cascade with the boundary must be avoided to prevent energy
losses to the boundary. While introducing a PKA in a particular direction we chose
an atom close to the center and we shoot it away from the center. We performed
simulations with different positions of the PKA as shown in the figure 5.5. The idea
is to bring back the PKA along the direction we will be introducing it and away
from the centre.

Figure 5.5: Different positions for the PKA

In a large cell as the one shown in the plot 5.6, the solid line represents the simula-
tions with the PKA’s position in the center and the dotted lines are the simulations
for which the positions were altered with A being the furthest away from the center
and G being the closest. By bringing back the PKA along a line perpendicular to
the 〈135〉 plane away from the center, the cascade it generates is also brought away
from the boundary and closer to the center.

38



5. Results and discussions

Figure 5.6: Effect of PKA positions in a large cell (300ev in 〈135〉 for 5460 atoms)

From the plot, we can see that the number of vacancies resulting from the PKA’s
new positions were higher than from its position in the center. This can be due
to the loss of energy during the evolution of the cascade when the position of the
PKA is closer to the boundary in the direction we are introducing it. However, in
a smaller cell (see figure 5.7), the variation in the position of PKA also affected the
number of vacancies formed. But the effect was much lower compared to a larger
cell. This also can be attributed to the damping that was applied to the border in
these cases and since it is a smaller cell, some of the energy from the cascade was
lost to the boundary.

Figure 5.7: Effect of PKA positions in a large cell (300ev in 〈135〉 for 1980 atoms)
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5. Results and discussions

Figure 5.8: Effect of PKA positions in a large cell (500ev in 〈135〉 for 5460 atoms)

The figure 5.8 shows the size of the cascade and its location inside the cell for different
positions of the PKA. With the position A being the furthest we can clearly see the
position of the cascade brought back away from the boundary. From the figures 5.6
and 5.7 we can observe that this method is more effective in larger cells.
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6
Conclusions

Understanding the effect of radiation in the structural materials of a nuclear reactor
is paramount for us to design reactor that can operate for a long period in a safe
manner. The reactor pressure vessel is one the most important safety barrier in
a nuclear power plant. It shields us from all kinds of radiations emitted from the
reactor core. This leads to degradation of the material over time in many different
ways. It can affect the hardness, ductility, brittleness, etc., of the material which can
lead to a failure which can be catastrophic. Molecular dynamics and DFT are some
of the tools that can be used to study the effects of radiation on these materials.

The different methods and approximations that are used to model the radiation
effects were studied. Using molecular dynamics, the different input parameters that
are required to perform simulations were analyzed and optimized. The goal was
to perform various simulations varying all the input parameters considered for this
work and study the cascade evolution and defects formed due to neutron irradiation.
The results were thoroughly processed and the data required to be visualized were
plotted.

By performing simulations for varying cell sizes with low to high energy PKAs, we
were able to decide on the maximum energy of the PKA that we can simulate for
a given cell size. For a PKA of 500 eV energy we require a minimum cell size of
approximately 2500 atoms. Using this parameter further simulations were performed
for different positions of the PKA and damping effects on the border of the cell.

The different dampings that were applied to the small and large boxes provided
a better understanding about the effects of having a damping. At lower energies
of PKA, the damping does not affect the number of defects formed in both larger
and smaller cells. For higher energies of PKA, the damping provided was able to
remove the energy near the boundaries effectively in smaller cells compared to the
larger cells. This is because the cascade evolving inside the cell is much closer to the
boundary in smaller cells. Using this we understood that it is possible to perform
simulations with higher energy PKAs in relatively smaller cells by providing damping
conditions in the border.

Similarly, varying the position of the PKA did not have much effect in smaller cells
whereas at higher energies in a larger cell we were able to effectively bring the
cascade away from the boundary. Overall, by using the optimal cell size for a given
energy and by using an effective damping coefficient for the borders and position
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6. Conclusions

for the PKA, we will be able to perform simulations with high energy PKA without
having to increase the cell size by a significant amount.

6.1 Future Work

From the results obtained from this work, we have started AIMD simulations in
VASP. For the first stage we have started running simulations in a box of 1980
atoms and 300 eV of energy for the PKA. These AIMD simulations take much
longer time compared to the MD simulations that were carried out in the first stage
of this work.

The results from the first stage of MD simulations performed in this work has been
positive and this gives the foundation to take this work to the next level by perform-
ing simulations increasing the energy to the order of 1,000 to 2,000 eV in supercells
of 10,000 to 20,000 atoms to see the effects of damping and different positions of the
PKA.
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