
Code-Based Post-Quantum Cryptography
Spatially-Coupled MDPC codes as variant for the McEliece
cryptosystem

Master’s Thesis in Communication Engineering

ISSAM MAAROUF

Department of Electrical Engineering
CHALMERS UNIVERSITY OF TECHNOLOGY

Gothenburg, Sweden 2019





Master’s thesis EX061/2019

Code-Based Post-Quantum Cryptography

Spatially-Coupled MDPC codes as variant for the McEliece
cryptosystem

ISSAM MAAROUF

Department of Electrical Engineering
Division of Communication Systems

Chalmers University of Technology
Gothenburg, Sweden 2019



Code-Based Post-Quantum Cryptography
Spatially-Coupled MDPC codes as variant for the McEliece cryptosystem
ISSAM MAAROUF

© ISSAM MAAROUF, 2019.

Supervisor and examiner:
Alexandre Graell i Amat, Department of Electrical Engineering

Co-supervisor:
Eirik Rosnes, Simula UiB, Bergen, Norway

Master’s Thesis EX061/2019
Department of Electrical Engineering
Division of Communication Systems
Chalmers University of Technology
SE-412 96 Gothenburg
Telephone +46 31 772 1000

Typeset in LATEX
Gothenburg, Sweden 2019

iii



Code-Based Post-Quantum Cryptography
Spatially-Coupled MDPC codes as variant for the McEliece cryptosystem
ISSAM MAAROUF
Department of Electrical Engineering
Chalmers University of Technology

Abstract
The security of all the traditional cryptosystems used in practice will no longer be
sufficient to protect user data with the introduction of quantum computers in the
future. It has been proven that with using certain algorithms a quantum computer
attack can easily break these cryptosystems. Hence, post-quantum cryptography
(PQC) aims at studying and developing new cryptosystems that will be robust from
attacks by a quantum computer. Several methods have been proposed in the litera-
ture, where one of them uses error-correction codes to construct the cryptosystem.
This method is referred to as code-based post-quantum cryptography.

All code-based post-quantum cryptosystems are inspired by a cryptosystem in-
troduced by Robert McEliece in 1978. The research in code-based PQC aims at
finding error-correction codes as a variation for the codes proposed by McEliece, in
an attempt to reduce the large key sizes produced by these codes.

In this thesis, findings and results on using quasi-cyclic (QC) medium density
parity check (MDPC) codes as variants for the McEliece cryptosystem are repro-
duced. Furthermore, spatially-coupled (SC) QC-MDPC codes are proposed and
tested in an attempt to use codes with better error correction capability than QC-
MDPC codes.
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1
Introduction

The goal of any cryptosystem is to ensure a secure exchange of information between
two parties over an insecure channel. This insecure channel may contain several
unwanted users (eavesdroppers) that will attempt to read the message exchanged
between the two intended parties. As a result, a cryptosystem will need to come up
with encryption and decryption techniques to guarantee that the eavesdroppers will
not be able to recover the received messages, which is shown more clearly in figure
1.1. In cryptography, the original message is referred to as plaintext, and denoted
by m. When the plaintext is encrypted by an encryption algorithm, the result will
be a cyphertext, denoted by C. Then, the original message can be restored from the
cyphertext by performing decryption using a decryption algorithm. The decoding
algorithm will change the plaintext to a cyphertext in a controlled process. The
input to this controlled process is referred to as a key. The decoding algorithm will
give a specific cyphertext from a plaintext for a specific key.

Figure 1.1: Basic Cryptography System.

Cryptosystems fall under two categories, the first referred to as secret-key cryp-
tosystems, and the second referred to as public-key cryptosystems. Shannon is
believed to be the first person to introduce the mathematical background of cryp-
tography in the context of communication theory in his paper [1] back in 1949. It
was not until 1974 where a global standard for secret-key algorithms was established
and published by IBM [2]. IBM submitted a cryptogrpahic algorithm in response
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1. Introduction

to National Bureau of Standards (NBS) initiation program for developing a stan-
dard for the protection of online data [2]. This program was aided by the National
Secretary Agency (NSA) of the US as well [2]. This standard was updated and en-
hanced in 2001, where the new algorithm is a subset of several algorithms developed
by Vincent Rijmen and Joan Daemen in their paper [3], [4]. On the other hand,
public-key cryptography was kick-started in 1976 by Whitfield Diffie and Martin
Hellman, where they provided the mathematical background needed for public-key
cryptosystems in their paper [5].

Both cryptosystem types are similar in security requirements, where it must be
impossible for an attacker to gain any knowledge of the original message by know-
ing the cyphertext and the encryption/decryption algorithms. The main difference
between the two types are the number of keys used in encryption/decryption, which
will affect the way the message is encrypted. In secret-key cryptography, one key is
used in encryption and decryption, referred to as the secret key. This key is only
known and accessible to the source and receiver. As a result, only the source can
encrypt the message, and only the intended receiver can decrypt it. Consequently,
both source and receiver should have prior knowledge of the secret key. On the other
hand, public-key cryptosystems use two keys, a public key, and a private key. The
public key is accessible to everyone, while only the intended receiver will have access
to the private key. The message is encrypted and decrypted by the public key and
private key respectively. This cryptosystem can have several receivers for the same
source, where each receiver will have a public and private key pair of their own. Now
an eavesdropper may attempt to decrypt and recover the message; however, only
by owning the private key, the decryption can be done efficiently, otherwise, it is
nearly impossible to do. Figure 1.2 visualises the public-key cryptography system.
Both cryptosystem types are still being used in practice depending on the security
application, but in general no type offers better security than the other [6]. However,
in this project, public-key cryptography is used.

Figure 1.2: Basic Public Key Cryptography System.

As will be shown later, the security of all public-key cryptography systems rely
on the high complexity of either prime factorization or computing discrete loga-
rithms, depending on the encryption/decryption algorithm used. It is known that
no algorithm up to date for performing these problems can solve them in reasonable

2



1. Introduction

time [6]. However, with the introduction of quantum computers in the future, all
these systems will no longer be safe. Since, by using Shor’s algorithm [7], a quantum
computer attack can solve these problems, and hence, break these cryptosystems in
reasonable time [8]. As a result, new cryptosystems need to be developed that are
robust against an attack using a quantum computer. These new cryptosystems need
to provide security procedures that do not rely on the same mathematical princi-
ples used in public-key cryptography. Hence, the recent increase in interest in the
field of post-quantum cryptography and its techniques, which provides security from
attacks by a quantum computer.

Several post-quantum cryptography techniques have been proposed that will
provide security against a quantum computer attack, and one of these techniques
uses error-correction codes to perform the cryptography procedure. Using error-
correction codes to perform post-quantum cryptography is a field of study referred
to as code-based post-quantum cryptography. All current code-based cryptosys-
tems are based on a cryptosystem developed by Robert McEliece, who introduced
a cryptosystem that depends on the hardness of decoding a linear code [9].

1.1 In This Thesis

This thesis focuses on testing and analysing spatially-coupled (SC) quasi-cyclic (QC)
medium density parity check (MDPC) codes , which will be explained later, as
variant for the codes in the McEliece cryptosystem. This thesis builds on and extends
the work done on this topic where several error-correction codes were introduced
in the literature as variants as well. Rafael Misoczki, Jean-Pierre Tillich, Nicolas
Sendrier, and Paulo Barreto used a basic QC-MDPC code ensemble as the variant in
paper [8], and calculated its security level against standard attacks on the McEliece
cryptosystem. Liva and Bartz enhanced the codes used in [8] by proposing other
QC-MDPC code ensembles with better error-correction capabilities. The work done
in these papers were studied and implemented, and their results were reproduced for
validation. The system built for reproducing these results, will lay the foundation
to test and analyze the required spatially-coupled codes.

1.2 Thesis Outline
The rest of the thesis report is divided as following. The second chapter intro-
duces the state-of-the-art public-key cryptosystems along with their mathematical
backhround, and also introduces the McEliece cryptosystem. The third chapter
introduces and explains some modern coding theory concepts that will aid in under-
standing the topic and the work done in the thesis. The fourth chapter introduces
and explains the work done in papers [8] and [10], where QC-MDPC codes are used
as variants for the McEliece cryptosystem. The fifth chapter introduces and ex-

3



1. Introduction

plains an attack designed to break the cryptosystem explained in chapter four, in
addition to introducing modifications for these codes to counter-act the attack. The
sixth chapter introduces the proposed spatially-coupled codes of this thesis. The
seventh chapter gives some numerical results. Finally, the eighth chapter concludes
and gives the required future work for the project and the topic.
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2
Public-Key Cryptosystems

2.1 State-of-the-Art Public-Key Cryptosystems
Any application or system that requires using a public-key cryptosystem needs to
include three main functions. These three functions are 1) Encryption/decryption,
2) Digital signature, and finally 3) Key exchange [6].

As the name suggests, the Encryption/decryption function needs to successfully
encrypt the message with the public key, and successfully decrypt it with the pri-
vate key. Furthermore, a digital signature on the message can be achieved by using
the private key. Since, only the intended user will have access to the private key,
only they can encrypt and decrypt messages with it; hence, authenticating (signing)
their message. Finally, the key-exchange function helps in establishing a suitable
private key between the sender and receiver [6]. Different public-key cryptogra-
phy algorithms provide different functions, some can only be used for one function,
and some are suitable for all. The state of the art public-key algorithms/cryp-
tosystems include Diffie-Helman key exchange introduced by Whitfield Diffie and
Martin Hellman in 1976 [5], El Gamal (DSS) cryptosystem introduced by Taher
Elgamal in 1985 [11], RSA cryptosystem introduced by Rivest, Shamir and Adle-
man in 1978 [12], and finally the Elliptic Curve Cryptography (ECC) introduced by
Victor Miller in 1985 [13] and by Neal Koblitz in 1987 [14]. Table 2.1 shows what
functions are suitable for each public-key cryptosystem [6].

Algorithms Encryption/Decryption Key Exchange Digital Signature
Diffie-Hellman No Yes No

DSS No No Yes
RSA Yes Yes Yes
ECC Yes Yes Yes

Table 2.1: Suitable functions for each public-key cryptosystem/algorithm

These algorithms have several conditions and requirements that need to be met to be
used in practice. Furthermore, only these algorithms satisfy all these requirements,
where many other developed algorithms failed to meet them [6]. These requirements
are as following [6]:
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2. Public-Key Cryptosystems

1) It should be computationally easy to generate the public and private key.
2) It should be computationally easy to generate a cyphertext from a message know-
ing the public key. In other words, encryption should be computationally easy.
3) It should be computationally easy to recover the original message from the re-
ceived cyphertext knowing the private key. In other words, decryption should be
computationally easy.
4) It should be computationally very difficult to recover the private key knowing the
public key.
5) It should be computationally very difficult to recover the original message knowing
only the public key and the received cyphertext.

2.1.1 RSA Cryptosystem
Since the RSA cryptosystem is suitable for all the mentioned functions, it is the
most commonly used out of all the other public-key cryptosystems. The message in
the RSA cryptosystem is encrypted in several blocks, where each block is of size n in
bits. Moreover, for an original messagem and cyphertext C, the message encryption
and decryption are done as following:

C = me mod n

m = Cd mod n = me×d mod n

Where e, d and n are integers. Both the source and the receiver know the value of
n. Furthermore, the source also knows the value of e, while only the receiver knows
the value of d. Consequently, the public key is {e, n} and the private key is {d, n}
for this cryptosystem. The block length n is calculated by privately choosing two
prime numbers p and q and multiplying them, i.e. n = p × q. Then, e and d, are
chosen such that they satisfy the following equation:

ed = 1 mod (p− 1)(q − 1)

An attacker will need to factor n into its prime factors p and q in order to retrieve
the original message in reasonable time. As result, the security of the RSA cryp-
tosystem relies on the difficulty of performing prime factorization, which is know to
be extremely difficult [6].

2.1.2 Other Public-Key Cryptosystems
Unlike the RSA cryptosystem where its security relies on the difficulty of prime
factorization, both the Deffie-Hellman and El Gamal algorithms’ security rely on
the difficulty of calculating discrete logarithms which will be shown later [6]. For
both these algorithms, there are two integers that are accessible to everyone, there
is the prime number p, and an integer α which is the primitive root of p.

6



2. Public-Key Cryptosystems

Now for the Deffie-Hellman algorithm specifically, a key between users A and
B is exchanged by the following steps. First, user A randomly selects an integer
XA < p which is kept secret, and computes its public value YA = αXA mod p and
sends it to B. Meanwhile, user B also randomly selects a secret integer XB < p,
and computes its public value YB = αXB mod p and sends it to A. Afterwards,
user A computes the key by K = (YB)XA mod p, and B computes the same key
by K = (YA)XB mod p, since both calculations lead to the same result. Hence, for
this algorithms the public key is p, α, and YA and YB, and the private key is XA

and XB.
For El Gamal algorithm, almost the same procedure is used, but in this case

also an encrypted message is sent. User A generates random integer XA, where
1 < XA < p − 1, then computes YA = αXA mod p. User A will have a public key
{p, α, YA}, and private key XA. Any user B who knows user A’s public key can
send them an encrypted message m as following. First, user B selects a random
integer k, where 1 ≤ k ≤ p − 1. Then, the key is computed by K = (YA)k mod p,
and the message m is encrypted with a pair of integers C1 and C2, where C1 = αk

mod p and C2 = K ×m mod p. Finally, user A can retrieve the original message
by first computing the key by K = (C1)XA mod p, and computing the message as
m = (C2 ×K−1) mod p.

An attacker will need to recover the key K or user A’s private key to break the
cryptosystem. As a result, the attacker will either need to compute the discrete
logarithm of YA for the first case or compute the discrete logarithm of C1 for the
second case. Both of these computations are known to be infeasible for a good choice
of p [6].

Finally, the ECC algorithm was introduced to mitigate the problems that aroused
from RSA cryptosystem in recent years. The required key size for a given level of
security for RSA cryptosystem increased in recent years, which lead to shifting in-
terest to the ECC cryptosystem. Since the ECC cryptosystem can achieve the same
required level of security for a lower key size compared to the RSA cryptosystem [6].

2.2 McEliece Cryptosystem
As mentioned earlier, all public-key cryptosystems will no longer be safe with the
introduction of quantum computers in the future. Since a quantum computer attack
using shor’s algorithm can break these cryptosystems easily. One cryptosystem that
is known to be safe from any attack that uses shor’s algorithm is the McEliece
cryptosystem [15]. This cryptosystem was introduced by Robert McEliece in 1978
[6], and all of the post-quantum cryptosystems that uses error-correction codes are
based on it.

The McEliece cryptosystem is a public key cryptosystem, with its own public and
private keys. The cryptosystem provides an encryption and decryption algorithm
that is based on the hardness of decoding a liner code C. McEliece proposed the use
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2. Public-Key Cryptosystems

of Goppa codes as the linear code C.

2.2.1 Coding Theory Preliminaries
Before going into more detail on the McEliece cryptosystem, some few concepts and
definitions of coding theory need to be introduced. Coding theory in the context of
communication theory, is used to add redundancy to the message sent over the noisy
communication channel, where this redundancy can be exploited at the receiver to
minimize the introduced errors [16]. In other words, the added redundancy will
average out the noise; hence, reducing the probability of message error. The mes-
sage will be encoded into a codeword by a code, then sent over the channel where
it will be received and decoded. An error correcting code with code length n and
dimension k, denoted as C(n, k), consists of 2k codewords each of length n, that are
binary tuples, all existing in binary field Fn2 .

Definition (Linear Block Code): A code is said to be linear if all its 2k code-
words are a subspace of the binary field Fn2 .

An encoder for C(n, k) will take a message m and encoded into one of the code-
words of C(n, k), using an n × k generator matrix G. G consists of k linearly
independent vectors that span C(n, k), and a message of length k, can be encoded
into a length n codeword as following, c = mG. The error correction capability
of a code C is denoted by t, and it refers to the maximum number of bit errors C is
guaranteed to correct.

All linear block codes C have a dual (null) space Cnull that is a (n−k) dimensional
subspace of field Fn2 . The generator matrix of Cnull is an (n− k)×n matrix denoted
by H , and referred to as the parity-check matrix of code C. Most importantly, if a
codeword c or generator matrix G of code C are multiplied by the transpose of H ,
we get the all zero vector and all zero matrix respectively. That is, cHT = 0, and
GHT = 0k×k

Definition (Quasi-Cyclic Code): A linear block code is said to be quasi-cyclic
(QC) if any cyclic shift of a codeword C by a positive integer n0 is another codeword.
The generator matrix of a QC-code will have the following form:

GQC =
(
P0 P1 . . . Pn0−1

)
where each Pi, is a cyclic matrix, which means each row is cyclically shifted one
unit to the right compared to the previous one. The corresponding H matrix will
have the same format.

8



2. Public-Key Cryptosystems

2.2.2 McEliece Algorithm Description
This section includes a more detailed description of the encryption and decryption
algorithm introduced by Robert McEliece, where the key generation and the message
encryption and decryption procedures are explained.

The message encryption of the McEliece cryptosystem is done by encoding the
required message with a scrambled and permuted version of the code C generator
matrix G. In addition, the code C should have a well known and efficient decoding
algorithm for the cryptosystem to work well as will be shown later. Furthermore,
what the algorithm does is that it introduces intentional random errors in the en-
coded message, then sends the message to the decoder. The decoder, which also
performs the decryption, will try to correct the errors, introduced in the encryption
phase, using the known decoding algorithm of the code C. If the decoding algorithm
is not known, the message decoding can only be done by brute-force searching of
the codeword from G that is closest in hamming weight to the received message.
For codes with large dimensions, this process cannot be performed in reasonable
time [9].

2.2.2.1 Key Generation

The public and private keys of this cryptosystem are generated as following. First,
select an (n, k) binary linear code C, with generator matrix G, and error correction
capability t. Second, select a random n × n matrix P and k × k matrix S, where
S is non-singular scrambler matrix, and P is a permutation matrix. Then compute
the scrambled and permuted generator matrix Ĝ = SĜP . Consequently, the public
key is (G, t), and the private key is (S, Ĝ,P ).

2.2.2.2 Message encryption

The message encryption is done int two steps. The first step is to encode the message
m into codeword c′ using the public key, i.e. c′ = mĜ. Then a random error
sequence e of weight(e) ≤ t is generated and added to c′ to produce c, i.e. c = c′+e.
In this step, the algorithm adds intentional errors by adding the error sequence to
the encoded message, then sends c to the decoder. This way of introducing errors
can be modeled as a binary symmetric channel (BSC), that always introduces t
or less errors, rather than flipping the message bit with a probability equal to the
channel cross-over probability. The errors introduced in the encoded message can
be corrected in a reasonable time using a decoding algorithm of code C. Doing the
following will guarantee t−bit level security against any attack that tries to decode
the received message without knowing the decoding algorithm.

9
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2.2.2.3 Message Decryption

The message decryption is done in two steps as well, and it can be only done by
knowing the private key mentioned earlier. The first step is to compute ĉ = cP−1,
and decode ĉ into m̂ using the decoding algorithm. The second step is to retrieve
the original message as m = m̂S−1.

2.2.3 Attacks on the McEliece Cryptosystem
General attacks on the McEliece cryptosystem fall under two types, message attacks,
and key attacks [8] [9]. Message attacks try to recover the original message from the
encoded and distorted version of it. The only way to perform the message attack on
the McEliece cryptosystem is to perform a decoding attack on the message, where
the attacker will try to decode a massage with t errors from linear code C [8]. Key
attacks on the other hand, try to recover the private key instead of the message.
Performing a key attack can be done by either performing a key distinguishing or a
key recovery attack. In the key distinguishing attack, the attacker tries to distinguish
the generator matrixG from the public key Ĝ [9]. If the attacker manages to produce
a codeword of weight w from the the dual code Cnull, where w is the row weight of
Cnull, then this attack is considered successful [8]. Moreover, in the key recovery
attack, the attacker tries to recover all parity check equations of low weight from an
equivalent private key [8].

Since the message attacks rely on decoding a message with t errors, the security of
the McEliece cryptosystem against these attacks depend on the t−bit security level
guaranteed from C. The higher the error-correction capability t of C, the better
the security from a message attack. Furthermore, the security of the cryptosystem
against the key attacks depends on the different number of dual codes Cnull that
can be generated from C. The bigger the space of dual codes Cnull, the better the
security against a key attack [8].

The best known technique to perform any of the above attacks uses information
set decoding (ISD) procedure [8]. The computational cost of performing any of the
attacks using ISD is denoted by the work factor WFISD, where it computes the bit
combinations required to be performed.

2.2.4 Advantages and Disadvantages of the McEliece Cryp-
tosystem

There are two main advantages of the McEliece cryptosystem that can be deduced.
The first is that encryption and decryption implementation can be performed fast
and efficiently, since fast decoding algorithms exist for Goppa codes [9]. The second
advantage is that performing the attacks mentioned earlier on Goppa codes is ex-
tremely difficult [8]. This is due to the fact that distinguishing Ĝ from G is almost
impossible, because of all the possible G, S and P matrices that attacker has to go
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through [9]. In addition, the problem of decoding a message with t from a linear
code is proved to be NP−complete [9]. However, using Goppa codes results in very
large key sizes, and there exists a high rate Goppa code distinguisher, which can be
used to make the attack on the system easier [8].

As a result, the focus of the current research on code-based post-quantum cryp-
tography is to find codes with good error correction capabilities that can reduce the
key sizes as much as possible, dropping the need for using Goppa codes, while still
maintaining an acceptable security level.
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3
Basics of Modern Coding Theory

This chapter introduces and explains few concepts in modern coding theory that are
needed for the rest of the report. First, low density parity check (LDPC) codes are
introduced. Then, the decoding algorithms used for LDPC codes along with their
density evolution (DE) equations are introduced and explained. Finally, spatially-
coupled (SC) are introduced and explained as well.

3.1 LDPC Codes

Low Density Parity Check (LDPC) codes are commonly used in modern coding the-
ory and code based systems. The main concept behind LDPC codes is their sparse
parity-check matrix H , which means that all rows have at least J ones (entries)
where J is a small integer [17]. Since H is sparse, it can be easily represented as
a bipartite (tanner) graph from graph theory, where this graph consists of (n − k)
check-nodes (CNs); corresponding to the rows in H , and n variable-nodes (VNs);
corresponding to the columns of H . A VN i will be connected to a CN j in this
graph via an edge, if there exists an entry (a one) between row j and column i inH .
Figure 3.1 shows a parity-check matrix for a (7× 3) Hamming code, HHamming (7,3),
with its corresponding tanner graph for visualization. The sparse H is mostly used
in decoding, where several decoding algorithms exploit the VNs and CNs connec-
tions to iteratively pass reliabilities of the message received between them, until
the message is recovered successfully or a maximum number of iteration has been
reached.

Figure 3.1: Parity-Check matrixH of (7, 3) Hamming code with its corresponding
Tanner graph.

An LDPC code is said to be regular, if all rows have the same number of ones
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J , and all columns have the same number of ones K as well. The number of ones
that the rows and columns in a regular code have is referred to as the CNs degree
and VNs degree, denoted by dc and dv respectively.

3.2 Decoding Algorithms for LDPC Codes
In this section, all the equations used in performing the decoding procedure for each
decoding algorithm are introduced. The decoding algorithms include Gallager A,
B, algorithm E, and SPA. All the LDPC codes used, and hence the decoders, are
assumed to operate under the BSC channel model.

3.2.1 Gallager A
The values that the passed messages have in Gallager A are either -1, or a +1.
The message value coming from the channel is denoted by mch. The message value
passed from a VN to a neighboring CN is denoted by mv→c , while that from a CN
to a neighboring VN is denoted by mc→v. The cyphertext bit is denoted by cb ,
and for Gallager A, the cyphertext bit can either be a -1, or a +1. The Gallager A
decoding algorithm works as following [16]:

13



3. Basics of Modern Coding Theory

Algorithm 1: Gallager A Decoding Algorithm
1. Initialization: For all VNs, initialize all the VNs to CNs messages with
their corresponding channel message value (cyphertext bit value -1,+1), i.e.
mv→c = mch.

2. CN update: For all CNs, the CN to VN message becomes:

mc→v =
∏

v
′ ∈N(c) 6= v

mv′→c ,

3. VN update: A VN v to CN c message will change its original
cyphertext value if all its neighboring CNs (CN 6= c) disagree with it.
Otherwise, the message value will stay the same. i.e:

mv→c =

−cb if mc′→v = −cb for c′ ∈ N(v) 6= c

cb otherwise.

4. Final Bit Decision: For Gallager A the final bit decision is a majority
based decision. If the degree of the VN is odd, then the bit value is the
majority of the neighboring CN messages. If the VN degree is even, the the
bit value is the majority of CN messages plus the channel message. i.e:

ĉ =

majority of mc→v if dv is odd
majority of mc→v + cb if dv is even.

5. Stopping Criteria: If ĉHT = 0 i.e. a valid codeword was obtained, or
maximum number of iterations Imax has been reached, exit the decoder;
otherwise, go back to step 2 for another iteration.

3.2.2 Gallager B
Similar to Gallager A, The values that the passed messages have in Gallager A are
either -1, or a +1. Hence, the same notation is used. The Gallager B decoding
algorithm is as following:
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Algorithm 2: Gallager B Decoding Algorithm
1. Initialization: For all VNs, initialize all the VNs to CNs messages with
their corresponding channel message value (cyphertext bit value -1,+1), i.e.
mv→c = mch.

2. CN update: For all CNs, the CN to VN message becomes:

mc→v =
∏

v
′ ∈N(c) 6= v

mv′→c ,

3. VN update: A VN v to CN C message will change its original cyphertext
value if the number of neighboring CNs (CN 6= c) that disagree with it
exceeds a threshold α. Otherwise, the message value will stay the same. i.e:

mv→c =

−cb if |{c′ ∈ N(v) 6= c : m
c
′→v = −cb}|≥ α

cb otherwise.

4. Final Bit Decision: The cyphertext value of a bit will flip if the
number of incoming messages from all neighboring CNs that disagree with it
exceeds a threshold α. i.e:

ĉ =

−cb if |{c ∈ N(v) : mc→v = −cb}|≥ α

cb otherwise.

5. Stopping Criteria: If ĉHT = 0 i.e. a valid codeword was obtained, or
maximum number of iterations Imax has been reached, exit the decoder;
otherwise, go back to step 2 for another iteration.

3.2.3 Algorithm E
The values that the passed messages have in Algorithm E are -1, 0, or a +1; where
a zero represents an erasure. This algorithm can be used on codes constructed from
protographs with state VNs as will be shown later.
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Algorithm 3: Gallager E Decoding Algorithm
1. Initialization: For all VNs, initialize all the VNs to CNs messages with
their corresponding channel message value, i.e. mv→c = mch. The channel
message will be the corresponding cyphertext bit value mch = cb for a
normal VN, whereas it will be equal to an erasure mch = 0, for a state VN.

2. CN update: For all CNs, the CN to VN message becomes:

mc→v =
∏

v
′ ∈N(c) 6= v

mv′→c ,

3. VN update: For a scaling factor ω, the VN to CN message becomes:

mv→c = sign

ωmch +
∑

c
′ ∈N(v) 6= c

mc′→v


4. Final Bit Decision: The final bit decision is calculated as following:

ĉ = sign
mch +

∑
c ∈N(v)

mc→v


where the dependence on the scaling factor is dropped.

5. Stopping Criteria: If ĉHT = 0 i.e. a valid codeword was obtained, or
maximum number of iterations Imax has been reached, exit the decoder;
otherwise, go back to step 2 for another iteration.

3.2.4 SPA (Belief Propagation)
The passed messages can have any value in SPA, so the decoding algorithm becomes:
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Algorithm 4: Gallager Sum-Product Algorithm for Decoding
1. Initialization: Initialize all the channel messages values as
mch = cb lnn− ee , where n is the code length, and e is the weight of the error
vector pattern. Then for all VNs, set mv→c = mch.

2. CN update: For all CNs and for a scaling factor ω, the CN to VN
message becomes:

mc→v = ω2 tanh−1

 ∏
v
′ ∈N(c) 6= v

tanh
(mv′→c

2
) ,

3. VN update: For a scaling factor ω, the VN to CN message becomes:

mv→c = mch +
∑

c
′ ∈N(v) 6= c

mc′→v

4. Final Bit Decision: The final bit decision is calculated as following:

ĉ = sign
mch +

∑
c ∈N(v)

mc→v


5. Stopping Criteria: If ĉHT = 0 i.e. a valid codeword was obtained, or
maximum number of iterations Imax has been reached, exit the decoder;
otherwise, go back to step 2 for another iteration.

3.3 Density Evolution of Message Probability in
LDPC Codes

One powerful tool to predict the performance and error correction capability of an
LDPC code is referred to as Density Evolution (DE). DE measures and tracks the
probability density function (pdf) of the messages being passed iteratively in the
decoder, where the messages are modeled as random variables [16]. DE can predict
at which channel conditions can the code best operate at. It should also be noted
that DE measures the average performance of the ensemble that this code belongs
to, and according to coding theory, for a large code length n, all the codes in the
ensemble will approach this ensemble average [16].

A code ensemble can be represented by a base protograph, which is a condensed
version of a tanner graph of an H matrix. The ensemble/protograph can be fully
represented by the number of rows and columns its corresponding base matrix has,
and the degree of each row and column. The columns of a base protograph are
referred to as VN types, and its rows as CN types. Taking the simplest ensemble,
the (3, 6) LDPC code ensemble, as an example, the base protograph matrix and the
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Figure 3.2: Base protograph and base protograph matrix of the (3,6) LDPC code
ensemble.

Figure 3.3: Base protograph and base protograph matrix expansion of a QC-(3,6)
LDPC code.

base protograph are show in Figure 3.2.
Each VN type and CN type can be expanded to include several matrices inside

them, and eventually, the entire base matrix can be expanded into the corresponding
H matrix of the required code [16]. For a QC code, each entry in the base proto-
graph matrix will be replaced by a circulant, and several constraints can be placed
on these circulants to create the desired code C. If it is required to create a QC
Code from the the (3, 6) LDPC code ensemble, the expansion will be as following:
DE will track the evolution of the messages pdfs along the edges of these base
protographs. In addition, the way the messages pdfs evolve are dictated by sev-
eral equations that update the VNs and CNs messages probability values for each
iteration in the decoding process.

DE on any code ensemble can be implemented using the following algorithm as
a backbone [16]. The parameters of the algorithm are as following: β is the channel
parameter (cross-over probability, erasure probability etc.), l is the iteration counter,
m is the channel message probability, p is the VN to CN message probability, q is the
CN to VN message probability, OS is the number of values a message can have (this
is dependant on the decoding algorithm used), and finally pmin is a predetermined
minimum probability.
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Algorithm 5: Density Evolution Implementation
Assuming that the message and channel probabilities will only have two
output states (OS) -1 , +1, which is the case for Gallager A and B.

1. Choose a value for β that is known to be lower than the threshold β∗. Set
the iteration counter l = 0.
2. Set the channel probability value as m{−1,+1} = {β, 1− β}.
3. Set the initial CN and VN message probabilities (iteration 0), q(0) = m

and p(0) = m for each OS.
4. Compute q(l) and p(l) using the corresponding update equation for the
decoding algorithm used.
5. Check which condition is satisfied:

if l < lmax and p
(l)
−1 ≤ pmin then

Increment β by a small amount δ and go to step 2.
else if l < lmax and p

(l)
−1 > pmin then

Increment l and go to step 3.
else if l = lmax and p

(l)
−1 > pmin then

The most recent β before incrimination, is the decoding threshold β∗.
else

exit.
end

Algorithm 1 will be altered depending on the decoding algorithm used, and whether
the code ensemble being analyzed is regular or irregular.

3.3.1 Density Evolution for Gallager A
The output states available for the messages in Gallager A are -1 and +1, so no
alteration is required for the number of output states in Algorithm 1. However,
some notation alteration for the CN and VN update equations is required when
moving from regular to irregular ensembles.

For regular ensembles, all CN types will follow the same update equation:
(
q

(l)
−1, q

(l)
+1

)
= 1

2

(
1−

(
1− 2p(l−1)

−1

)dc−1
, 1 +

(
1− 2p(l−1)

−1

)dc−1
)

and all VN types will have the following update equation:(
p

(l)
−1, p

(l)
+1

)
=
(
p

(0)
+1

(
q

(l)
−1

)dv−1
+ p

(0)
−1

(
1−

(
q

(l)
+1

)dv−1
)
,

p
(0)
−1

(
q

(l)
+1

)dv−1
+ p

(0)
+1

(
1−

(
q

(l)
−1

)dv−1
))
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For the irregular case, each VN type and CN type will have a different equation
compared to the other VN and CN types. Furthermore, only the -1 output state is
tracked in the update equations for simplicity. Denote by p(l)

−1(i, j) the probability
that the message from VN type i to CN type j has a value of -1. Similarly, denote
by q(l)

−1(i, j) the same for a message from CN type i to VN type j. Finally, denote by
nv and nc be the number of VN types and CN types available in the photograph.
The CN type and VN type update equations become:

q
(l)
−1(i, j) = 1

2

1−
nv∏
m=1
bi,m 6=0

(1− 2p(l−1)
−1 (m, i))bi,m−1{m=j}


and

p
(l)
−1(i, j) = (1− ε)

nc∏
m=1
bi,m 6=0

(q(l)
−1(m, i))bi,m−1{m=j}

+ ε

1−
nc∏
m=1
bi,m 6=0

(q(l)
+1(m, i))bi,m−1{m=j}


where ε = m−1, and bi,j is the base protograph matrix value at edge position (i, j).

3.3.2 Density Evolution for Gallager B
Gallager B has the same output states as Gallager A, so the CN types update
equations follow the same procedure:

(
q

(l)
−1, q

(l)
+1

)
= 1

2

(
1−

(
1− 2p(l−1)

−1

)dc−1
, 1 +

(
1− 2p(l−1)

−1

)dc−1
)

and all VN types will have the following update equation:

p
(l)
−1 = ε − ε

dv−1∑
k=α(l)

(
dv − 1
k

)
(q(l)

+1)k (q(l)
−1)dv−1−k + (1−ε)

dv−1∑
k=α(l)

(
dv − 1
k

)
(q(l)
−1)k (q(l)

+1)dv−1−k

where ε = m−1, α is an integer parameter special to Gallager B. However, an extra
equation is required for the optimal value of α to be used in current iteration l. The
optimal value of α, is the smallest integer that satisfies this equation:

1− p(0)
−1

p
(0)
−1

≤

1 +
(
1− 2p(l−1)

−1

)dc−1

1−
(
1− 2p(l−1)

−1

)dc−1


2α−dv+1
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The same new notation is used for irregular code ensembles in Gallager B. The
CN types update equation is the same as in irregular Gallager A, and the VN types
update equation is as following:

p
(`)
−1(i, j) =

(1− ε)
dvi−1∑
α=α(`)

i,j

∑
v:
∑nc

k=1 vk=α

nc∏
m=1
bm,i 6=0

(
bm,i − 1{m = j}

vm

)(
q

(`)
−1(m, i)

)vm
(
q

(`)
1 (m, i)

)bm,i−1{m=j}−vm

+ ε

1−
dvi−1∑
α=α(`)

i,j

∑
v:
∑nc

k=1 vk=α

nc∏
m=1
bm,i 6=0

(
bm,i − 1{m = j}

vm

)(
q

(`)
1 (m, i)

)vm
(
q

(`)
−1(m, i)

)bm,i−1{m=j}−vm


where α(l)

i,j is the threshold value at edge position (i, j) and iteration l, bi,j is defined
earlier, and v = (v1, . . . , vnc) with vm being the number of incoming messages, from
a CN type at position m sent to a VN type at position i, that disagree with the
channel message.

3.3.3 Density Evolution for Algorithm E
One major alteration in DE implementation for algorithm E, is the output states
for the CNs/VNs and channel message probabilities. Each CN and VN message
can now have three possible values, -1, 0, and +1, where 0 represents an erasure.
In addition, as will be seen later, the VN to CN update message in the decoding
process, is multiplied by a scaling factor ω; as a result, the channel message will now
have 2ω + 1 output states. So, the channel message will be initialised as:

m{−ω,−ω+1,...,+ω−1,+ω} = {β, 0, ..., 0, 1− β}.

where p(0)
−1 = m−ω, and p(0)

+1 = m+ω.

The CNs update equations for all output states for regular codes will be as fol-
lowing:

q
(l)
+1 = 1

2

[(
p

(l−1)
+1 + p

(l−1)
−1

)dc−1
+
(
p

(l−1)
+1 + p

(l−1)
−1

)dc−1
]
.

q
(l)
−1 = 1

2

[(
p

(l−1)
+1 + p

(l−1)
−1

)dc−1
−
(
p

(l−1)
+1 + p

(l−1)
−1

)dc−1
]
.

q
(l)
0 = 1−

(
1− p(l−1)

0

)(dc−1)
.

New notations for the CNs/VNs and channel message probabilities need to be intro-
duced for the VNs update equations. Each probability will now be a vector, in which
each element of that vector is the singular output state probability. The notation
for the VNs, CNs, and channel message probabilities is as following respectively:

p(l) =
(
p

(l)
−1, p

(l)
+1, p

(l)
0

)
q(l) =

(
q

(l)
−1, q

(l)
+1, q

(l)
0

)
m = (m−ω,m−ω+1, . . . ,m+ω)
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where the channel message probabilities values are the same as in the initialization
earlier. Define an intermediate probability vector z(l) =

[
~dc−1 q

(l)
−1(i)

]
~m. In

other words, the intermediate probability vector at iteration l, is the convolution
of all CNs message probability vectors from i = 0 to dc − 1, convolved with the
channel message probability vector. Then the VNs message probability vector can
be calculated as following:

p
(l)
−1 =

∑
n<0

z(l)
n p

(l)
0 = z

(l)
0 p

(l)
+1 =

∑
n>0

z(l)
n .

For irregular code ensembles, the same notation is used as in Gallagher A and B to
differentiate between each VN type and CN type update equation. The CN types
update equations, for all output states are as following:

q
(l)
−1(i, j) = 1

2

 nv∏
m=1
bi,m 6=0

(
p

(l−1)
+1 (m, i) + p

(l−1)
−1 (m, i)

)bi,m−1{m=j}

−
nv∏
m=1
bi,m 6=0

(
p

(l−1)
+1 (m, i)− p(l−1)

−1 (m, i)
)bi,m−1{m=j}

 .
q

(l)
0 (i, j) = 1−

nv∏
m=1
bi,m 6=0

(
1− p(l−1)

0 (m, i)
)bi,m−1{m=j}

.

q
(l)
+1(i, j) = 1− q(l)

−1(i, j)− q
(l)
0 (i, j).

and for the VN types update equations, a slight change in notation is required to
differentiate between each VN type and each CN type. The notation for the VNs,
CNs, and channel message probabilities is as following respectively:

p(l)(i) =
(
p

(l)
−1(i), p

(l)
+1(i), p

(l)
0 (i)

)
q(l)(i) =

(
q

(l)
−1(i), q

(l)
+1(i), q

(l)
0 (i)

)

m = (m−ω,m−ω+1, . . . ,m+ω)

The intermediate probability vector becomes z(l)(i) =
[
~i 6=j q

(l)
−1(j)

]
~m, and the

VN update equations for all output states are calculated as following:

p
(l)
−1(i) =

∑
n<0

z(l)
n (i) p

(l)
0 (i) = z

(l)
0 (i) p

(l)
+1(i) =

∑
n>0

z(l)
n (i).

3.4 Spatially-Coupled Codes
Performing the decoding on the tanner graph of the corresponding H matrix is
known to be a sub-optimal procedure. In other words, the error-correction capability
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Figure 3.4: (a) L uncoupled (3, 6) protographs (b) SC-(3, 6) protographs with
coupling length L, and memory length msc = 2.

of the code being used will be lower, much lower in this case, than the code capacity
limit theorized by Shannon [18]. However, its has been proven that by introducing
memory into the construction of the desired LDPC code, which is the idea behind
convolutional codes (CC), it can almost achieve capacity even with sub-optimal
decoding [19] [20]. The first description of LDPC convolutional codes (LDPCC)
came in [21] and [22] back in 1999. Introducing memory to an LDPC code ensemble
can be done by coupling (connecting) a protograph to several other protographs,
depending on the memory length, in a process called Spatial-coupling (SC) [23].

Taking the (3, 6) LDPC code ensemble as an example, an SC-(3, 6) LDPC code
ensemble can be created by first having L independent (3, 6) protographs, where L
is the coupling length. Then depending on the memory length msc , a protograph at
position i can disconnect several of its edges form its corresponding VN types, and
connect them to another VN type of another protograph as far as i−msc positions
before. As a result, an SC ensemble is created with L protographs interconnected
withmsc as the memory constraint length. Figure 3.4 visualises the process explained
above.

A base protograph matrix of a SC code ensemble with coupling length L, Bn VN
types, Bk CN types, and memory length of msc will have the following form:
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BSC =



B0

B1 B0
... B1

. . .
Bmsc

... . . . B0

Bmsc
. . . B1
. . . ...

Bmsc


where the empty spaces are zeros, and each Bi for i = 0, . . . ,msc , are each a
composite base protograph matrix, when combined they form the original LDPC
base protograph matrix. For the example in figure 3.4, we have B0, B1, B2, where
the original (3, 6) LDPC base protograph is B = B0 + B1 + B2 , i.e. B = [3 3] =
[1 1] + [1 1] + [1 1] [23] [24].

By expanding each Bi, in the SC base protograph matrix, the corresponding H
matrix of the SC code can be constructed, and it will have the following form:

HSC =



H0

H1 H0
... H1

. . .
Hmsc

... . . . H0

Hmsc
. . . H1
. . . ...

Hmsc


where each Hi will be made up of M ×M matrices, where M is referred to as the
lifting factor. After expansion (lifting), the SC code length will be n = η × L×M ,
where η = Bn

Bk
[23] [24].

The decoding of a SC LDPC code can be done in the same way as the block
LDPC code. This is referred to as full window decoding of the SC code, since all
VNs and CNs are used in the decoding process. However, sometimes L and M

can be quite large, and the complexity of the decoder becomes too big to decode
all VNs and CNs at once. Hence, a sliding window (SW) decoder can be used to
implement the decoding procedure in parts. First, the window will include W CN
type positions (M ×W CN positions) and η ×W VN type positions (η ×W ×M
VN positions), starting from the first CN and VN. W , is referred to as the window
size [23] [24]. The window will perform the standard decoding procedure for all the
CNs and VNs included in the window, along with all the VNs and CNs connected
to them that are outside the window. The window will update the message values
for all CNs and VNs included and moves M position in respect to the CNs, and
η×M positions in respect to the VNs, and the decoding process is done again. The
position of the sliding window keeps on shifting until all (L + msc) ×M CNs are
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3. Basics of Modern Coding Theory

processed and decoded [23] [24]. Figure 3.5 visualizes the sliding window decoding
process.

Figure 3.5: Sliding Window Decoder, where the VNs in green are already pro-
cessed, the VNs in blue are not updated but they still pass messages to neighbouring
CNs, and the VNs in red are being processed.
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4
QC-MDPC Codes as Variant for

the McEliece Cryptosystem

Many modifications of the McEliece cryptosystem have been proposed to minimize
the required key size for encryption and decryption. One of these modifications
was introduced by Rafael Misoczki, Jean-Pierre Tillich, Nicolas Sendrier, and Paulo
Barreto in [8] and enhanced by Gianluigi Liva and Hannes Bartz in [10]. These
modifications use QC medium density parity check (MDPC) codes as the linear
code C.

4.1 Key Generation, Encryption, and Decryption

The parity check matrix H of the QC-MDPC codes used in [8] and [10] have the
following form:

H =
(
h0 h1 . . . hn0−1

)
(4.1)

where each hi is a Q×Q circular matrix of weight(hi) = d(i), for i = 0, 1, ..., n0− 1.
Therefore, the private key of this cryptography system is the H matrix itself, and
the public key is the corresponding generator matrix G. The message encryption
follows the same procedure as the McEliece cryptosystem, and the message decryp-
tion (decoding) can be done using the standard LDPC codes decoding algorithms
(Gallager A, B, algorithm E, or SPA) [18]. In [10], the authors use Gallager E and
SPA as the decoding algorithms. While in [25], Gallager B, and modifications of B
and E are used, as will be shown later. Since G is QC, it can be fully represented
by its first column; hence, the size of the key is the same as the size of the first
column = 1×Q, instead of being the entire G matrix in the non-QC case. Finally,
the search or recovery of the private key requires the search for the correctly used
H matrix, in a vector space composed of all possibleH matrices for this code. This
procedure is complex enough that the need for S and P matrices is dropped.
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4.2 Protograph Types Used
As implied earlier, base protograph matrices can help in constructing the desired
codes, in our case, it is the QC-MDPC codes. In [8] the authors introduce a base
protograph matrix form that is used in the same paper, in [10], and in [25]. Fur-
thermore, the authors in [10] introduced another form, which is an enhancement of
the first form. The two base protograph matrix forms are as following respectively:

B =
(
b00 b01

)
B =

(
1 b01 b02

b10 b11 b12

)

where each bi,j represents the number of edge connections between each VN and CN
type.

In the second base protograph matrix form, all VNs resulting form the first VN
type (left of the line) are state VNs. The messages being passed by these state VNs
are always erasures (zeros). This protograph type is mainly used while decoding
with algorithm E or SPA decoding algorithms. From these protographs, three code
ensembles were produced and analyzed in the paper:

εA =
(
45 45

)
εB =

(
1 8 8
5 5 5

)
εC =

(
1 22 22
2 1 1

)

Each ensemble has the following key space (number of possible H matrices/private
keys):

N(ε) =
∏
i,j

(
Q

bij

)

4.3 DE and Error-Correction Performance of the
QC-MDPC Codes and Their Security Level

The implementation of the DE of the QC-MDPC code ensembles uses Algorithm 1,
while the implementation of the error-correction performance of the codes uses an
algorithm structure described in [10] and [25]. The algorithm structure contains a
main algorithm that runs several sub-algorithms inside it. The main algorithm is as
following:
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Algorithm 6: Error-Correction Performance Implementation
Assuming a regular code ensemble is used with two VN types and one CN
type (eg. (45,45) ).

Define: Code length n, number of rows nk, maximum number of iterations
Imax, maximum, minimum, and decrement of weight of error pattern wmax,
wmin, and wdec, number of frames in error required Fmax in error, and number
of columns and rows of base protograph, Bn and Bk.

for current weight of error patter w, where wmin ≤ w ≤ wmax do
for frames in error Ferr ≤ Fmax in error do

Sub-Algorithm 1: Build the parity check matrix H for this frame.

Encode message m into codeword c. (In this project the all zero
codeword was used).

Sub-Algorithm 2: Generate error vector e and compute c′ = c + e.

Decoding Algorithm: Using H decode c′ into ĉ.

for all elements in c and ĉ do
if ci 6= ĉi then

Ferr = Ferr + 1
exit

else
continue

end
end

end
end

In sub-algorithm 1, a new parity check matrix is built for each frame, where its
construction is taken from the description in [25] and [26]. By creating a new H

every frame, this will guarantee calculating the FER as an ensemble average. It
should be noted that the generatedH will be QC, which means each entry in a row
is shifted by one unit to the right from the previous row. This sub-algorithm works
as following:
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Sub-Algorithm 1: Build H for current frame
Input: Size of the circulant Q (for our example Q = nk), protograph matrix
to be used B (for our example B= (45, 45)).
Output: Parity Check Matrix H .

for B00 and B01 do

Place B00 /B01 ones randomly across the first/second half of the first row
of H .

for row 1 to Q do
Shift each one in first row as following:
Positionnew = (Positionold + 1) mod Q.

end
end

Finally, the procedure of adding the error vector to the codeword follows the
same procedure as the McEliece cryptosystem. In sub-algorithm 4, exactly w ones
are placed randomly in error vector e, and then added to codeword c to produce c′.

4.3.1 Density Evolution and Error-Correction Performance
Table 4.1 shows the key space and decoding thresholds of SPA and algorithm E
for each ensemble using density evolution (DE). In addition, Figure 4.1 shows the
frame error probability for εA and εC with different algorithms and optimal ω values,
produced by monte-carlo simulations [10].

Ensemble Key Space N(ε) nδ∗SPA (ω) nδ∗E (ω)

εA 2715
113(1)

112(0.5)
57(1)

106(13)

εB 2328 132(1)
25(1)
57(4)

εC 2446
171(1)

155(0.8)
43(1)
128(8)

Table 4.1: DE thresholds and key space sizes for different ensembles
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Figure 4.1: Frame Error Rate vs Weight of error pattern of εA and εC using SPA
and algorithm E decoding algorithms

In both DE analysis and error-correction curves, a circulant of size Q = 4801 and
block length of n = 9602 were used. A simulation point is validated after 100 frames
in error are reached, and the maximum number of iterations used in the decoding
algorithms is Imax = 100. Regarding the DE analysis from Table 4.2, εA performs
the worst with the SPA, while in algorithm E, εB performs the worst. The effect of
the scaling factor is more prominent in the algorithm E case, where all ensembles
performed better when the scaling factor was used. The monte-carlo simulations
in Figure 4.1 agree with the above, as εC outperforms εA in all cases. In addition,
the effect of introducing the scaling factor shown in the figure agrees with the DE
analysis.

4.3.2 Security Level of the QC-MDPC Codes
As mentioned earlier, there are two attacks that can be performed to break the
McEliece cryptosystem; message attacks and key attacks. The security of the QC-
MDPC code ensembles against these attacks can be measured with the WFs re-
quired for performing them. Since the best known technique to per from this attack
uses ISD, the WFs of these attacks will be compared to WFISD. So denote by
WFISD(n,Q, t) the bit combinations required for decoding a weight t error vector,
using ISD. Furthermore, denote by WFdist(n,Q, t) the bit combination required for
the key distinguishing attack. According to [8], the key recovery attack will have
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the same WF as the key distinguishing attack. Finally, denote by WFdec(n,Q, t)
the bit combinations required to perform the decoding attack. Now, according to [8]
and [10], a quantum computer will have the following WFs:

WFdist(n,Q, t) = WFISD(n,Q, t)√
Q

WFdec(n,Q, t) = WFISD(n,Q, t)
Q

Table 4.2 shows the WFs for εA and εC . It is clear from the table that εC achieves
the best security level.

Ensemble εA(t = 84) Ensemble εC(t = 102)
WFISD(9602, 4801, 84) = 287.1 WFISD(9602, 4801, 102) = 2104.4

WFdist(9602, 4801, 84) = 281 WFdist(9602, 4801, 102) = 298.3

WFdec(9602, 4801, 84) = 274.9 WFdec(9602, 4801, 102) = 292.2

Table 4.2: WFs for εA and εC .

Finally, Table 4.3 shows the required key sizes for the Goppa codes, MDPC codes,
and the QC-MDPC codes. As expected, the QC-MDPC codes achieve the minimum
key size.

QC-MDPC MDPC Goppa Codes
4800 bits 12096 bits 460647 bits

Table 4.3: Key sizes for QC-MDPC code, compared to regular MDPC code, and
a Goppa code
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5
The GJS Reaction-Based Key

Attack

An attack to recover the private key of the cryptosystem is introduced and explined
by Qian Guo, Thomas Johansson, and Paul Stankovski in [17], and is alos further
explained and implemented by Liva and Bratz in [26]. The attack exploits a weakness
noticed in the cryptosystem when QC-MDPC codes are used.

5.1 Attack Description
The aim of this attack procedure is to recover the first circulant of the secret matrix
H , which is denoted byH0, from its corresponding public matrixG. Since the secret
matrix H0 is QC, it is sufficient to only recover the first row of the corresponding
matrix, h0. The main idea behind this attack is to check the number of decoding
failures reported using a certain set of different error patterns. The attack generates
these error patterns according to a certain criteria, which will be explained shortly.

Taking εA code ensemble as an example, the attack works on recovering the
corresponding H matrix as following. Let Ψd be the set of all binary vectors of
length n = 2Q, containing exactly t number of ones. These t ones, are placed in t/2
pairs randomly across the first half of the chosen error vector v where the distance
between the ones of each pair is d. The second half of the error vector will be
all zeros, since the attack only focuses on recovering the first circulant H0. The
following equation gives a mathematical description of the generation of the error
set Ψd and error vector v:

Ψd = {v = (e,f ) | ωH(f ) = 0, and all distinct s1, s2, ..., st, s.t esi
= 1,

and s2i = (s2i−1 + d) mod r for i = 1, . . . , t2

}
.

(5.1)

The attack will perform M decoding trials on the QC-MDPC code, where each
trial picks an error vector from Ψd. This will be done for d = 1,. . . ,Q2 , where U = Q

2
is an upper bound. Hence, a total ofM×U trials will be performed, and a decoding
error probability can be calculated for each trial.

The motivation behind this attack is that there is a correlation between the
decoding error probability calculated and the frequency of occurrence of a distance
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Figure 5.1: Generation of t
2 random pairs of ones in error vector v, and its corre-

sponding multiplicity in h0.

d in the first circulant H0. In other words, the more this distance occurs in the
matrix H0, or vector h0, the lower the calculated decoding error probability will
be. The number of times the distance occurs in a given vector is referred to as the
multiplicity of this distance in that vector, and denoted by µ(d). As a result, a
distance profile of h0 can be constructed, where it gives all the distances available
in h0, and their corresponding multiplicities. The distance profile of h0 is denoted
by D(h0), and is classified as follows:

D(h0) = { d repeated µ(d) times, for d = 1, . . . , U}.

Finally, Figure 5.1 shows the way the error vector is generated for the attack for a
given distance, along with how the multiplicity of this distance will appear in h0.

5.2 Secret Key H Reconstruction

Once the attack is done, and D(h0) is successfully constructed, the reconstruction
of h0, and hence H0, can be done easily. First, a one is placed in the first position
of the reconstruction vector hrecons. The second one is placed at a position i0, where
i0 is equal to the first distance in D(h0). The third one is placed at any position i1
and the distance between this one and the previous two ones is calculated. If these
calculated distances appear in the distance profile, then the third one is kept in its
position; if not, then a new position is tested. This is repeated until the calculated
distances, with this position i1, appear in D(h0). The same procedure is repeated
for the fourth, fifth, sixth ones and so on, where all the calculated distances between
the n-th one and the previous n− 1 ones, should all appear in D(h0).

In the end h0 will be fully reconstructed, and H0 can then be reconstructed by
cyclically shifting each entry of h0 across all rows. Afterwards, the rest of the secret
keyH can be reconstructed formH0 using linear algebra [26] [25]. Figure 5.2 shows
the h0 reconstruction procedure for a given distance profile.
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Figure 5.2: h0 reconstruction: (a) shows the distances for each one in the dis-
tance profile, (b) shows the actual distance profile, and (c) shows the way h0 is
reconstructed using this distance profile.

5.3 Attack Implementation

The GJS reaction-based attack is explained and implemented in both [26] and [25].
The description of the attack in these papers explains the procedure to attack an
actual code-based post-quantum cryptosystem, where the attacker has no knowledge
of H or D(h0). However, the described process can be tedious and time consum-
ing to implement in its full scale; in addition, proving whether the attack works or
not does not require the full process as well. As a result, [25] introduces a back-
ward engineered implementation of the attack as will be shown later, to prove the
effectiveness of the attack.

The algorithm used to implement the attack uses the same general procedure
as algorithm 6, but with some alterations. The first main alteration is in the sub-
algorithm for constructing H , where this algorithm includes building the corre-
sponding D(h0). The second main alteration is in the sub-algorithm for generating
the error vector, where this generation follows equation 5.1. The main algorithm for
implementing the attack works as following:
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Algorithm 7: GJS Attack Trials Implementation
Assuming a regular code ensemble is used with two VN types and one CN
type (eg. (45,45) ).

Define: Code length n, number of rows nk, maximum number of iterations
Imax, required weight of error vector w, maximum multiplicity number µmax,
number of trials required M per multiplicity, maximum number of frames in
error required Fmax in error, and number of columns and rows of base
protograph, Bn and Bk.

for multiplicities from 0 to µmax do
for decoding trials from 1 to M do

for frames in error Ferr ≤ Fmax in error do

Sub-Algorithm 3: Build the parity check matrix H for this
frame with its corresponding D(h0).

Encode message m into codeword c. (In this project the all zero
codeword was used).

Sub-Algorithm 4: Generate error vector e according to equation
5.1 and compute c′ = c + e.

Decoding Algorithm: Using H decode c′ into ĉ.

for all elements in c and ĉ do
if ci 6= ĉi then

Ferr = Ferr + 1
exit

else
continue

end
end

end
end

end

Sub-algorithm 3 is identical to Sub-algorithm 1 in constructingH ; however, sub-
algorithm 3 also stores the lee distances available in h0, along with the frequency of
occurrence of these distances. In essence, this sub-algorithm builds D(h0). After-
wards, M distances are chosen for each multiplicity to perform the decoding trials.
This way of performing the attack is much more time efficient compared to the full
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Sub-Algorithm 3: Build H and corresponding D(h0) for current frame
Input: Size of the circulant Q (for our example Q = nk), protograph matrix
to be used B (for our example B = (45, 45)).
Output: Parity Check Matrix H and corresponding distance profile D(h0).

for B00 and B01 do

Place B00 /B01 ones randomly across the first/second half of the first row
of H .

for row 1 to Q do
Shift each one in first row as following:
Positionnew = (Positionold + 1) mod Q.

end
end

for all entries of first half of first row h0 do
Calculate all Lee distances from current entry in to all previous n - 1
entries.
if a distance d exists in h0

then
µ(d) = µ(d) + 1 in D(h0).

end
end

scale procedure explained in [26] and [25], in addition, it still manages to prove
whether the attack is effective or not. It should be noted that for an actual code-
based post-quantum cryptosystem, the only way to perform the attack is using the
full scale procedure.

5.4 Reaction Key Attack Effectiveness vs the QC-
MDPC Codes

Liva and Bratz implemented the attack described in [17] and [26] in their paper
in [25]. The attack proved to be effective versus the QC-MDPC codes introduced in
Chapter 4, as will be shown later. However, Liva and Bratz managed to counteract
the attack by modifying their decoders.
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5.4.1 GJS Reaction-Based Attack vs Regular Decoding Al-
gorithms and a Modification of Gallager B

In [25], the attack managed to expose the structure ofH for Gallager B, algorithm E,
and SPA decoding algorithms, which proves that this proposed cryptosystem is easily
breakable. However, Liva and Bratz also implemented the attack on a variation of
Gallager B, introduced by Nenad Miladinovic and Marc Fossorier in [27], and the
attack proved to be ineffective. The two modifications of Gallager B are reffered
to as Miladinovic and Fossorier (MF)-1 and MF-2. These modification work by
changing the VN to CN messages of Gallager B decoding algorithm at an iteration
l, with a certain probability p(l)

e . Defining the initial value of this probability at
iteration zero as p(0)

e = p∗, and a decrement pdec ≤ p∗, the probability update rule is
as following:

p(l)
e =

p
(l−1)
e − pdec if p(l−1)

e ≥ pdec

0 else
(5.2)

The two MF variants update rules work as following:

Variant 1 (MF-1): If the number of incoming CN messages different from cur-
rent CN message value cb that do not agree with c exceeds the threshold b, i.e. if
|{c′ ∈ N(v) 6= c : mc′→v = −cb}|≥ b, the VNs send the messages

mv→c =

−cb with probability 1− p(l)
e

cb with probability p(l)
e

(5.3)

and if they do not exceed b, then mv→c = cb.

Variant 2 (MF-2): For this variant, the iteration count needs to be introduced,
and it is denoted by l. At iteration l, if the number of incoming CN messages differ-
ent from current CN message value cb that do not agree with c exceeds the threshold
b, i.e. if |{c′ ∈ N(v) 6= c : m(l−1)

c′→v
= −cb}|≥ b, the VNs send the messages

mv→c =

−cb with probability 1− p(l)
e

m(l−1)
v→c with probability p(l)

e

(5.4)

and if they do not exceed b, then m(l)
v→c = cb.

Figure 5.3 shows the GJS attack trials on the (45,90) QC-MDPC code ensemble
using the MF-1, Gallager E, and SPA decoding algorithms. It is evident in the
Figure that using any decoding algorithm other than MF, will result in private key
H reconstruction and breaking the cryptosystem. Evidently having the VN to CN
messages changing randomly instead of deterministically, will conceal the structure
of the corresponding H ; hence, the ineffectiveness of the GJS attack on the MF
decoding algorithms.
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Figure 5.3: GJS reaction-based attack on Gallager E, MF-1, and BP decoding
algorithms with their corresponding decoding parameters. All decoding algorithms,
except for MF-1, have the pattern of decreasing FER for increasing multiplicity.
This means that only MF-1 is safe from this type of attack.

5.4.2 GJS Reaction-Based Attack vs Modifications of Algo-
rithm E

Liva and Bratz used the concept of introducing randomness to the VN to CN mes-
sages to conceal the structure of the correspondingH , to introduce two modification
for Gallager E in [25]. The two modifications use the random erasure message-
passing (REMP) approach, where the VN to CN messages are erased (set to 0)
under specific conditions with a probability p(l)

e .

First modification of Gallager E (REMP-1): In this modification, the
message from a VN to a CN is erased with a probability p(l)

e , if this message is not
an erasure. First, the original (temporary) message is computed as:

m̃v→c = sign
[
ωmch +

∑
c
′∈N(v)\c

mc′→v

]
(5.5)

Then if the temporary message is not an erasure, m̃v→c 6= 0, then the actual VN to
CN message is computed as following:

mv→c =

m̃v→c with probability 1− p(l)
e

0 with probability p(l)
e

(5.6)

and if m̃v→c= 0, then mv→c = 0. The update equation for the CNs and the final
bit decision is the same as the original Gallager E. In addition, similar to the MF
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Figure 5.4: GJS reaction-based attack on REMP-1 and REMP-2, compared to
Gallager E. Introducing random erasures to mv→c will conceal the structure of the
corresponding H .

decoding algorithms, the probability p(l)
e is allowed to change after each iteration

according to (5.4).

Second modification of Gallager E (REMP-2): Similar to REMP-1, the
temporary message m̃v→c is computed as in (10). However, in this modification, the
VN to CN message is erased with a probability p(l)

e , if the temporary message does
not agree with the cyphertext bit cb ; if m̃v→c = −cb :

mv→c =

m̃v→c with probability 1− p(l)
e

0 with probability p(l)
e

(5.7)

and if m̃v→c = cb, then mv→c = m̃v→c.
Figure 5.4 shows the GJS attack trials on REMP-1 and REMP-2, with their

corresponding decoding parameters, compared to the original attack trials on Gal-
lager E in Figure 5.3. It is evident that the attack is ineffective against REMP-1
and REMP-2, which further proves that introducing randomness to the VN to CN
messages will conceal the structure ofH . Furthermore, a modification was proposed
for BP decoding in [25], referred to as masked belief propagation (MBP), and it also
managed to conceal H [25].
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Figure 5.5: FER vs. Weight of error pattern of εA ensemble with Gallager B,
MF-1, MF-2, REMP1, REMP2 decoding algorithms.

5.4.3 Error-Correction Performance of Gallager B Variants,
and Algorithm E Modifications

Figure 5.5 shows the error-correction performance curves for εA ensemble with all
decoding algorithms introduced in this chapter. A simulation point was validated
with 100 frames in error, and a maximum number of iterations per frame as Imax =
50. These curves show that this ensemble with these decoding algorithms can be
used as codes for the McEliece cryptosystem.
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6
Proposed SC QC-MDPC Code

Ensembles

As mentioned earlier, SC codes will result in better error performance for a code
ensemble when compared to the original block codes case. So it is worth testing and
analyzing SC code ensembles as candidates for code-based post-quantum cryptogra-
phy. As a result, in this project, SC-QC-MDPC code ensembles were proposed, that
are the SC case for the code ensembles introduced in [2] and [3]. It is expected for
the SC codes to outperform the block codes in terms of error performance. However,
it is not clear whether the security level of the cryptosystem will be compromised. A
better performing code will place less constraints on the total code length that needs
to be used, which in turn will require a lower key size for a specific error correction
capability. On the other hand, the structure of the SC code might compromise the
security as the attack, whether using ISD or GJS reaction attack, might exploit this
structure and easily break the system. As a result, this project analyses and tests
some SC-QC-MDPC code ensembles.

6.1 Proposed SC-MDPC Code Ensembles
The SC-MDPC code ensembles tested in this project are as following:

εA : 44×80 =


9 9 0 0 0 0 0 0 0 0 0 0 ··· 0 0
9 9 9 9 0 0 0 0 0 0 0 0 ··· 0 0
9 9 9 9 9 9 0 0 0 0 0 0 ··· 0 0
9 9 9 9 9 9 9 9 0 0 0 0 ··· 0 0
9 9 9 9 9 9 9 9 9 9 0 0 ··· 0 0
0 0 9 9 9 9 9 9 9 9 9 9 ··· 0 0
... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0 0 0 0 0 0 0 0 0 0 0 0 ··· 9 9


where this ensemble is a SC version of εA =

(
45 45

)
, and has a coupling length of

L = 40 and memory length of msc = 4.

εB : 58×100 =



5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0
5 5 5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0
5 5 5 5 5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0
5 5 5 5 5 5 5 5 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0
5 5 5 5 5 5 5 5 5 5 0 0 0 0 0 0 0 0 0 0 ··· 0 0
5 5 5 5 5 5 5 5 5 5 5 5 0 0 0 0 0 0 0 0 ··· 0 0
5 5 5 5 5 5 5 5 5 5 5 5 5 5 0 0 0 0 0 0 ··· 0 0
5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 0 0 0 0 ··· 0 0
5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 0 0 ··· 0 0
0 0 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 ··· 0 0
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 5 5
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where this ensemble is a SC version of εA =
(
45 45

)
, and has a coupling length of

L = 50 and memory length of msc = 8.

εC : 84×120 =



1 7 7 0 0 0 0 0 0 0 0 0 ··· 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 7 7 1 7 7 0 0 0 0 0 0 ··· 0 0 0
1 0 0 1 1 1 0 0 0 0 0 0 ··· 0 0 0
0 8 8 0 7 7 1 7 7 0 0 0 ··· 0 0 0
0 0 0 1 0 0 1 1 1 0 0 0 ··· 0 0 0
0 0 0 0 8 8 0 7 7 1 7 7 ··· 0 0 0
0 0 0 0 0 0 1 0 0 1 1 1 ··· 0 0 0
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 8 8
0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0


where this ensemble is a SC version of εC =

(
1 22 22
2 1 1

)
, and has a coupling length

of L = 40 and memory length of msc = 5. The first VN, fourth VN, etc. are state
VNs.

εD : 92×120 =



1 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 3 3 1 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0
1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 3 3 0 3 3 1 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 3 3 0 3 3 0 3 3 1 3 3 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 3 3 0 3 3 0 3 3 0 3 3 1 3 3 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 ··· 0 0 0
0 3 3 0 3 3 0 3 3 0 3 3 0 3 3 1 3 3 0 0 0 0 0 0 ··· 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 ··· 0 0 0
0 4 4 0 3 3 0 3 3 0 3 3 0 3 3 0 3 3 1 3 3 0 0 0 ··· 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 ··· 0 0 0
0 0 0 0 4 4 0 3 3 0 3 3 0 3 3 0 3 3 0 3 3 1 3 3 ··· 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 ··· 0 0 0
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 4 4
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ··· 0 0 0


where this ensemble is a SC version of εC =

(
1 22 22
2 1 1

)
, and has a coupling length

of L = 40 and memory length of msc = 13. The first VN, fourth VN, etc. are state
VNs.

6.2 Implementing DE, Error Performance, and
GJS Attack Trials for Proposed SC Code En-
sembles

Any SC code ensemble will always be irregular, even if the base protographs used
are the regular ones. This is due to the fact that the first and last few CNs will
have different degrees compared to the rest. As a result, the DE for any SC code
ensemble will follow the same CN and VN update equations as the irregular case
for all decoding algorithms.

The error-correction performance and the GJS attack trials implementation how-
ever needs to be modified slightly compared to the block codes case. Since in this
case, a sliding window decoder needs to be implemented for the SC codes. As a
result, both algorithms 6 and 7 need to be modified to accommodate the sliding
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6. Proposed SC QC-MDPC Code Ensembles

window decoding procedure. The algorithm implementing the error-correction per-
formance, and the GJS attack trails of the SC codes are shown in Algorithm 8 and
9 respectively.
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6. Proposed SC QC-MDPC Code Ensembles

Algorithm 8: Error Performance Implementation for SC Codes
Assuming a regular code ensemble is used with two VN types and one CN
type (e.g. (45,45) ).

Define: Code length n, number of rows nk, coupling length L, maximum
number of iterations Imax, maximum, minimum, and decrement of weight of
error pattern wmax, wmin, and wdec, number of frames in error required
Fmax in error, and number of columns and rows of base protograph, Bn and Bk.

for current weight of error patter w, where wmin ≤ w ≤ wmax do
for frames in error Ferr ≤ Fmax in error do

Sub-Algorithm 1: Build the parity check matrix H for this frame.

Encode message m into codeword c. (In this project the all zero
codeword was used).

Sub-Algorithm 2: Generate error vector e and compute c′ = c + e.

for all different sliding window positions do

Decoding Algorithm: Using VNs and CNs of H that are within
the window span (ws), decode c′ws into ĉws.

end

for all elements in c and ĉ do
if ci 6= ĉi then

Ferr = Ferr + 1
exit

else
continue

end
end

end
end
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Algorithm 9: CJS Attack Trials Implementation
Assuming a regular code ensemble is used with two VN types and one CN
type (eg. (45,45) ).

Define: Code length n, number of rows nk, coupling length L, maximum
number of iterations Imax, required weight of error vector w, maximum
multiplicity number µmax, number of trials required M per multiplicity,
maximum number of frames in error required Fmax in error, and number of
columns and rows of base protograph, Bn and Bk.

for multiplicities from 0 to µmax do
for decoding trials from 1 to M do

for frames in error Ferr ≤ Fmax in error do

Sub-Algorithm 3: Build the parity check matrix H for this
frame with its corresponding D(h0).

Encode message m into codeword c. (In this project the all zero
codeword was used).

Sub-Algorithm 4: Generate error vector e according to equation
5.1 and compute c′ = c + e.

for all different sliding window positions do

Decoding Algorithm: Using VNs and CNs of H that are
within the window span (ws), decode c′ws into ĉws.

end

for all elements in c and ĉ do
if ci 6= ĉi then

Ferr = Ferr + 1
exit

else
continue

end
end

end
end

end
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7
Numerical Results

This chapter shows the numerical results of the proposed SC-QC-MDPC code en-
sembles. It includes the DE results, error-correction performance results, and the
GJS attack trials results.

7.1 DE Results for Proposed SC-MDPC Code En-
sembles

Density evolution for these ensembles were performed with Gallager A and algorithm
E decoding algorithms. The thresholds achieved for the SC code ensembles are
shown in table 4, compared to the block code ensemble. For algorithm E decoding
algorithm, the scaling factor ω was optimized over all the positive integers from 1 to
ωmax = 14. As expected, the SC code ensembles outperform block code ensembles.
In Gallager A, code ensemble εA : 44x80 threshold is more than double that of εA, and
code ensemble εB : 58x100 threshold is worse than that of εA : 44x80, but still outperforms
εA. In Algorithm E, all the SC code ensembles outperform the original εA, where the
DE threshold more than doubles for all. As expected, the SC code ensembles with
state VNs, εC : 82x100 and εD : 12x100, outperforms εA and εB : 58x100, with εD : 12x100

having the best threshold. From the DE results, we expect the SC-QC-MDPC
codes to give a better error-correction capability, and hence, better t-bit security
level when used in the McEliece cryptosystem.

Ensemble δ∗A δ∗E (ωmax)
εA 0.000255 0.011(14)

εA : 44x80 0.000557 0.023(14)

εB : 58x100 0.000291 0.023(14)

εC : 82x100 − 0.026(14)

εD : 12x100 − 0.027(14)
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7. Numerical Results

Table 7.1: DE thresholds for proposed SC-MDPC codes

7.2 Error-Correction Performance Results

Initially, error-correction performance was implemented with the simple SC-(3,6)
ensemble on the binary erasure channel (BEC). The error-correction performance of
SC codes on the BEC is the easiest to study, and several literatures have done work
in that area. As a result, error-correction curves for the SC-(3,6) ensemble on the
BEC were simulated to gain better understanding of SC codes. This will later help
in implementing the error-correction performance for the proposed SC ensembles.

The first SC code ensemble to be tested is as following:

ε(3,6) : 52×100 =


1 1 0 0 0 0 0 0 0 0 0 0 ··· 0 0
1 1 1 1 0 0 0 0 0 0 0 0 ··· 0 0
1 1 1 1 1 1 0 0 0 0 0 0 ··· 0 0
0 0 1 1 1 1 1 1 0 0 0 0 ··· 0 0
0 0 0 0 1 1 1 1 1 1 0 0 ··· 0 0
0 0 0 0 0 0 1 1 1 1 1 1 ··· 0 0
... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0 0 0 0 0 0 0 0 0 0 0 0 ··· 1 1



with coupling length of L = 50 and lifting factor of M = 500. This will result
in a code length of n = 50,000 bits. Two decoding algorithms were used for the
error-correction performance, the peeling decoder (PD) and BP decoder. Although
both decoders perform the same over the BEC, both were used to validate the
results achieved. Figure 7.1 shows the bit-error rate (BER) curves for the ε(3,6) : 52x100

ensemble using PD and BP decoder, for the full window case and a sliding window
size of W = 10. In these curves, a simulation point is validated with 100 frames
in error, and the maximum number of iterations used was Imax = 100 iterations for
the full window, and Imax = 10 iterations for W = 10. It should be noted that a
random code ensemble was used in this simulation, unlike the QC code ensembles
used earlier.

7.3 GJS Reaction-Based Attack Results vs. Pro-
posed SC-QC-MDPC Codes

GJS reaction-attack decoding trials have been performed in this project, and they
use the same procedure as suggested in [26] and [25]. The attack has been performed
on all the proposed SC-QC-MDPC code ensembles, using Algorithm E decoding
algorithm. Figure 7.2 shows the GJS attack trails on these ensembles, with their
corresponding decoding parameters, where Figure 7.2 (a) shows the full window
decoding case, and Figure 7.2 (b) shows the sliding window decoding case. A lifting
factor of M = 120 was used for all simulations. A simulation point is validated with
100 frames in error, and maximum number of iterations used in the decoding process
varies according to the code ensemble used and whether FW or SW decoding was
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Figure 7.1: BER curves for ε(3,6) : 52x100 on BEC, with full window decoding and
SW decoder size W = 10.

implemented. The scaling factor ω was not optimized for the attack trials; never the
less, the effectiveness of the attack is independent on the scaling factor used, since
error corrections can still be made with sub-optimal scaling factors.

It appears from the results that the reaction key attack is ineffective when used
on SC-QC-MDPC code ensembles used in this project, compared to the QC-MDPC
ensembles case. As a result, no modifications are required to be done on the decoding
algorithms.

The attack ineffectiveness is mainly caused by the fact that there will always be
more than one circulant under a VN type. When the attack is performed on the
block QC-MDPC ensembles used in this project, mainly the εA ensemble, it will
only have one circulant, H0 to act on. So when decoding trials are performed, and
a distance does appear to be present in h0 (µ(d) > 0), it can only be present in
H0. However, this is not the case for the SC-QC-MDPC ensembles used, since the
attack will always have to act on msc extra circulants along with the targeted one.

However, the FER for distances with high multiplicities does appear to be lower
than the rest of the multiplicities in some plots. This is due to the fact that µ(d) = 3
and µ(d) = 2 are much less frequent to appear in a vector (lower probability of
appearing), compared to lower multiplicities. As a result, when a µ(d) = 3 or a
µ(d) = 2 does appear to be present in h0, it will be present in the targeted circulant
H0 with high probability. Never the less, the security of the cryptosystem is still
intact, since all the distances with lower multiplicities will still not be differentiated
for each other (with high probability). Hence, the attacker will mistake the µ(d) = 3
distances as µ(d) = 1 or µ(d) = 2 distances at best.
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Figure 7.2: GJS reaction-based attack on εA : 44x80, εB : 58x100, εC : 82x100, and
εD : 12x100, using algorithm E decoding algorithm with FW and SW decoding
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8
Conclusion and Future Work

In this thesis, the error-correction and DE performance along with the security level
of several coding schemes were tested as code variants for the McEliece cryptosystem.
Investigating these parameters will first provide an insight on the t-bit security
level expected from these schemes from message attacks designed for the McEliece
cryptosystem. In addition, it will also give an indication on the security level against
the key attacks designed for this cryptosystem. First, QC-MDPC codes as variants
of the McEliece cryptosystem, which was proposed in [8] and enhanced in [10], were
tested and implemented. The original QC-MDPC code ensemble introduced in [8]
managed to achieve t = 84 error-correcting capability (80-bit security level) with
private key size of 4800 bits, while the enhanced code ensemble introduced in [10]
achieved an error-correcting capability of t = 102 with the same key size.

A key attack introduced in [17] that exploits a weakness in the QC structure of
the codes proposed in [8] and referred to as the GJS reaction-based key attack, was
tested and implemented as well. The attack works under the assumption that there
is a relation between the probability of a decoding failure, of the cryptosystem, and
the frequency of occurrence of a lee distance in the parity-check matrix of the code,
when decoding an error vector containing many copies of this distance. It has been
shown in [17] that a pattern of decreasing FER (probability of decoding failure) for
an increasing multiplicity of a Lee distance, will be noticed when used on QC-MDPC
codes. The attack was implemented on the QC-MDPC code ensembles in [8] using
several decoding algorithms, and it proved to be effective. The attack was also
implemented on a variation of Gallager B decoding algorithm introduced in [27],
where this new decoding algorithm introduces randomness into the message passing
of the decoder, and the attack was ineffective. Authors in [25] used the concept of
introducing randomness to the message passing to modify decoding algorithm E,
and the attack proved to be ineffective on the modification as well.

Finally, we proposed using SC-QC-MDPC codes as variants for the McEliece
cryptosystem, since SC codes are known to have better performance compared to
their block codes counterparts. DE was done on the proposed SC-QC-MDPC code
ensembles, and as expected, the SC codes have better DE thresholds, and hence
better error-correction capabilities, than the QC-MDPC codes. In addition, GJS
reaction-based key attack decoding trials were performed on the SC codes, and
the attack was ineffective; hence, no modifications were required on the decoding
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algorithms.
Regarding the future work, error-correction plots for the SC-QC-MDPC code

ensembles need to be simulated. This will give validation to the DE results and give
the t-bit level security guaranteed by the cryptosystem. Furthermore, key sizes and
key spaces for the SC-QC-MDPC codes need to be calculated and compared to the
QC-MDPC codes, which will give validation to the practicality of using SC codes
in the cryptosystem. Finally, the WFs of the McEliece cryptosystem attacks need
to be calculated for the SC-QC-MDPC codes, which will give an indication on the
security level of the cryptosystem compared to the QC-MDPC codes.
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