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Al-enhanced Algorithm for Structural Health Monitoring

An Image-based Concrete Crack Detection Method Using Convolutional Neural Net-
works

XI LUO

JIA GUO

Department of Architecture and Civil Engineering

Chalmers University of Technology

Abstract

The thriving of image-based damage detection methods for structure health moni-
toring especially the application of UAVs for structure inspection has been a trend
in the recent years. The concept of Digital Twin is to build a living digital repre-
sentation for structures which requires a very fast data processing procedure. This
paper proposes a CNN-based crack detection method that can recognize and extract
cracks from photos of concrete structures, which can enhance the data processing
for Digital Twin. The algorithm consists of two subsequent procedures, classifica-
tion and segmentation, achieved by two convolutional neural networks respectively.
First, full images are divided into patches and classified as positive and negative.
Then, those sub-images classified as positive where cracks are visible are further
processed by the image segmentation procedure to obtain the pixel level shapes of
the cracks. For the classification part, the performance of transfer learning models
based on pre-trained VGG16, Inception V3, MobileNet and DenseNet169 is com-
pared with different classifier. Finally, the CNN based on MobileNet was trained
with 30,000 training images and can reach 97% testing accuracy and 0.96 F1 score
on testing image. For the segmentation part, different neural networks based on the
elegant U-net architecture are built and tested. The models are trained with 3840
crack images and annotated ground truth and compared quantitatively and qual-
itatively. The model with the best performance can reach 88% sensitivity on test
data set. The combination of the classification and segmentation neural networks
can achieve an image-based crack detection method with high efficiency and accu-
racy. The algorithm can process any full image size as input. Compared with most
machine learning based crack detection algorithms using sub-image classification, a
relatively larger patch size is used in this paper and in this way the classification is
more robust and accurate. On the other hand, the negative area in the full image
will not be concerned in the segmentation procedure and this fact not only saves a
lot of computational power but also significantly increases the accuracy compared
to the segmentation performed on full images.

Keywords: Digital Twin, Crack Detection, Convolutional Neural Network, Com-
puter Vision, Image Classification, Semantic Segmentation.
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Introduction

1.1 Background and Problem Description

Structure Health Monitoring (SHM) refers to the discipline of regular inspection
or real-time monitoring of civil structures[l]. The information of the structure is
collected by human inspection or multiple kinds of sensors, based on which the safety
state of the structure will be assessed and potential risks can be recognized at a early
stage. In this way, a large amount of costs can be saved and more importantly, public
safety can be ensured.

The concept of Digital Twin (DT), which is first proposed by NASA in 2010, serves
as a digital representative of a physical object. It is a multi-physics and multi-
scale simulation that reflects the real-time state of the corresponding object, based
on both historical data and real-time sensor data.[2]. In the context of Structure
Health Monitoring, Digital Twin serves as a living digital model of the real structural,
providing structure performance predictions by processing varieties of data collected
by sensors[3].

Figure 1.1 illustrates the main procedures of Digital Twin for SHM. First, infor-
mation of the structure is collected by devises like a camera or embedded sensors.
Nowadays the thriving of Unmanned Aerial Vehicles (UAV) has provided a more
flexible method to inspect civil structures. These data, in the form of digital images
or signals form example , will be process and structural damages will be recognized
and located automatically. Finally the digital representative of the structural will
be updated with the detected damages and structural behaviour will be analyzed.

Data Collection Damage Detection Performance Prediction

N 2N N\

Figure 1.1: Schematic diagram of Digital Twin for SHM
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The application of DT in the SHM field provides a efficient and low-cost strategy.
However, integrating both time and space information, DT demands high level in-
formation analytic and computational power to support its up-to-date simulation.
Nowadays, with the fast development of information transmission technology like 5G
network and cloud computing, the concept of DT provides a grand new possibility
for SHM and arouse attention in the academial4].

For concrete structures, cracks are a kind of typical signs of performance deteriora-
tion. Detection of cracks is a important part of the SHM for concrete structures.
Traditional methods of crack detection are usually done manually. Nowadays, non-
contact sensors like high-speed cameras and Unmanned Aerial Vehicles (UAV) are
widely used in the SHM field. Crack detection based on image data has been proved
to be a more efficient option [5]. Strategies like image processing method and ma-
chine learning algorithms have been developed for this purpose, among which Con-
volutional Neural Network (CNN) has recently become a popular class of Deep
Learning algorithms for image recognition problems|6].

1.2 Goals and Objectives

This thesis investigates the second procedure of the Digital Twin work flow shown
in Figure 1.1 and the topic is the application of Artificial Intelligence algorithm in
the SHM field. Specifically, the aim is to establish a well-functioning image-based
crack detection method using CNN models, which is expected to recognize cracks
in an image and locate damage on the structure surface. Moreover, the algorithm
should also be robust to noise data collected from rough concrete surface to reduce
the false identification rate.

The outcome of this algorithm will be a part of the creation of a Digital Twin of a
concrete structure, which will provide practical information that can be used in the
simulation of structure performance. Many further applications can also be built on
this highly autonomous crack detection procedure. In the long term, this project
can contribute to the promotion of the non-contact sensors and Digital Twin in the
SHM field. Regarding the aspect of social effect, these advanced technologies are
expected to provide a more cost-efficient and sustainable way to perform structure
maintains, which eventually benefits both the industry and ecology.

1.3 Scope and Limitation

This thesis focuses on the topic of concrete structure health monitoring and the
proposed algorithm is designed for the specific task of cracks detection for concrete
structure surfaces. Raw image data collected from both concrete structure speci-
mens and real concrete structural elements will be used for training and testing of
the proposed networks. For data-driven algorithms like CNN, the database plays an
important role in the network training and testing procedure. The raw data collec-
tion is beyond the scope of this thesis and existing databases established previously
in other projects will be used.
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The proposed image-based crack detection algorithm is supposed to serve as a part
of the Digital Twin program and the output of the algorithm will be reflected in
the digital twin simulation of the physical concrete structural. The function of
this algorithm is limited to identify and locate the crack in a image of a concrete
surface. Absolute accuracy is hard to achieve and the applications of CNN in SHM
community have never reached 100% of accuracy either [6]. The proposed models
in this thesis aim at a faster and fully autonomous algorithm with a acceptable
robustness and a better applicability in the field inspection setting.

1.4 Literature Review

In the SHM field, image based crack detection using CNN algorithm has been proved
to be a feasible method[6]. A literature review is conducted first to study the
advanced techniques for image-based crack detection using CNN.

Many researches has studied the topic of image-based crack detection as a sub-
image classification problem. Zhang et al. [7] proposed a ConvNet model trained
with more than 500 pavement images, which can recognize the presence of road
cracks in a square image patch sized 99 x 99 pixels. Using a similar strategy, Kim
et al. [8] proposed an transfer learning network based on pre-trained R-CNN to
detect cracks on concrete bridge. Sobel edge detection algorithm was also used in
that study to quantitatively measure cracks. Inspired by the famous CNN model
AlexNet for image classification, Kim and Cho establish a algorithm that can classify
sub-images sized 227 x 227 into 4 classes (cracks, structural joints, plants and intact
surface). The multi-class model and the large window size significantly increased
the identification accuracy and by using a overlap window the region of cracks is
narrowed. All the researches mentioned above used the sliding window method
which first divide a full image of concrete surface into sub-images and perform image
classification on the sub-images. Thus the sub-images with cracks will be selected
and the area of damage is obtained. But this method has a resolution of sub-image
level and provides no quantitative information about the cracks like the width and
the length. Further, when small sub-image size is used, meaning the amount of the
input data is smaller, the accuracy and robustness of CNN classifiers also decrease.

Another direction of image-based crack detection is image segmentation, which can
reach a pixel-level resolution. Lin et al. [9] proposed a CNN model based on the
famous U-net architecture to perform full-image segmentation. Attention gate tech-
nique is employed in the model to improve the performance on small object detection
task. Zhang et al. [10] investigated different architectures based on U-net and com-
pare their performance on 256 x 256 sub-images, and generalized loss functions are
used in the training of the models. The image segmentation strategy can reach bet-
ter resolution of the target cracks then the sub-image classification, but it also costs
considerably more computational power to finish the task, especially for full image
processing. Another problem is that cracks are usually extremely small object in
a full image of a concrete surface. For this type of small target segmentation, the
training of CNN models becomes unstable.
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1.5 Approach and Outline

This thesis proposes a combination of image classification and segmentation CNN
models to reach a algorithm with high accuracy and efficiency. First, full images
are divided into patches and classified as positive and negative. Then, those sub-
images classified as positive where cracks are visible are further processed by the
image segmentation procedure to obtain the pixel level shapes of the cracks. The
combined algorithm has advantages in many aspect. Firstly, it can process any full
image size as input, which means there is no limitation for data collection devices.
Secondly, compared with most machine learning based crack detection algorithms
using sub-image classification, a relatively larger patch size can be used and the
classification is more robust and accurate. Lastly, the negative area in the full
image will not be concerned in the segmentation procedure and this fact not only
saves a lot of computational power but also fix the small target segmentation issue
and significantly increases the accuracy compared to the segmentation performed
on full images. This thesis consists of six chapters

1. Introduction: A brief overview of this thesis, including the background of the
SHM and Digital Twin concepts. Introduce the problem needs to be solved,
the objectives, scopes, relevant researches and approaches of this master thesis
project.

2. Convolutional Neural Network for Structure Health Monitoring:
Present the basic theory of CNN algorithm and it’s applications in the SHM
field. Several advanced techniques that has been developed to optimize CNN
algorithms for computer vision problems are also introduced in this chapter.

3. Image Classification: This chapter records all the hyper-parameter adjust-
ing process and the techniques has been used for getting a better accuracy.
Based on the final prediction results, one best model will be chosen and used
in the algorithm.

4. Image Segmentation: CNN models based on the elegant U-net architecture
for image segmentation tasks are built and trained with pixel-level annotated
crack sub-images. The model are evaluated quantitatively and qualitatively.

5. Experiment: Photos of cracks are taken by a drone in Chalmers campus,
from a damage wall in the structure lab and a concrete specimen. The photo
are used to test the proposed algorithm and the crack detection result is illus-
trated in this chapter.

6. Conclusion: Presents a discussion on the performance of proposed model and
a summary of this thesis, including the conclusion of this study and possible
improvements. The possible application of the outcome and the prospect of
the future study is also discussed.
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Convolutional Neural Network for
Structure Health Monitoring

2.1 Application of CNN in SHM field

Cracks on the concrete surface are the early sign of concrete degradation, as they can
accelerate the corrosion process and propagate to severer concrete defects in the later
stage. Therefore, early crack detection has always been an essential task in structural
health monitoring and ritual observation object on an inspection basis. Nowadays,
robots or unmanned-aerial vehicles can partial the collecting process, leaves only the
image-based crack detection work for the inspector. However, manually selecting the
crack in the concrete image is very time-consuming and labor-intensive, which will
exaggerate when the image database becomes large. Image enhancement technique
can highlight the cracked parts to ease the crack selecting process difficulty, thus
always show up as data post-processing step in image processing steps. The tradi-
tional image processing technique, known as the automated crack detection process
based on various edge detecting algorithms, can identify the cracked parts within
the concrete images without anthropogenic intervention. However, it still needs a
final check about the processed results. Unlike the traditional image processing
technique, the deep learning method can predict the results without review, just
with some labeled data for full training, which has become the hot trend of this
time.

The image processing technique (IPT) in the crack detection field generally indicates
the automated crack prediction process merely done by a mathematical algorithm.
The flowchart 2.1 below shows the work mechanism pipeline. Various edge detector
works exceptionally when the concrete image contains not too much noise at edge
detection step. The next step is to apply some image enhancement techniques to
increase the clarity of the edge feature. The final step is to extract the cracked
features by image segmentation techniques such as binarization or thresholding.
Based on a study done by Abdel-Qader et al.[11] who systemically studied the
Fast Haar transform, Fourier transforms, Sobel filter, and Canny filter, concluded
that conclusion that the fast Haar transform has the top performance with 86%
accuracy, followed with Canny filter. The following study involved different religion-
based crack detection techniques like support vector machine and the penetration
model developed in 2008 by Yamaguchi et al.[12] Nashikawa et al.[13] fought a way
to quantify the crack width by the illuminance distribution in one image in 2012.
However, the traditional IPTs have the mutual drawback of lacking the resilience
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for image noise like the clarity and lighting condition. Lecun et al.[14] who applying
the convolutional neuronal network to classify crack image brought an innovative
way of crossing the hurdle traditional IPT remains. Sattar Dorafshan, Robert J
et al. conducted a study in 2018 about comparing four edge detection methods in
the frequency domain (Roberts, Prewitt, Sobel, and Laplacian of Gaussian) and
two in the frequency domain (Butterworth and Gaussian), along with the AlexNet-
based DCNN in different training condition.[15] The author claim that DCNN in
the transfer learning model performs better than the IPT with higher sensitivity for
the thinner crack from 0.lmm down to 0.04mm and the accuracy from 53-79% to
86% in a shorter computational time for the prediction process itself. By proposing
a hybrid detection model at the end of this paper, this study revealed the promising
future application of CNN in the crack detection field.

Image
segmentation

Edge
:> enhancement ::>

Edge detection

Image
acquisition :)

Figure 2.1: The pipeline of IPT

2.2 The development of CNN

The history of the convolutional neural network (CNN) development has three dif-
ferent stages. The first stage is the invention of CNN. After the inspiration from a
biology experiment based on the visual cortex cell of cats, Hubel and Wiese devel-
oped the concept receptive field to describe the hierarchy transmission of stimuli in
the Visual system in the 1960s [16]. This biology observation begot the incipient
CNN called Neocognitron and coined by Fukushima in the 1980s [17]. As a hierar-
chical network like the biology cortex system, the Neocognitron has the properties
that once done the training, the recognition process will not be affected by a slight
deformation of input data or spatial change (Figure 2.2). The novelty of this re-
search is the innovative imitation of how the information passing between cells or
neurons. Back at that time, the unsupervised learning method was the choice. Al-
though the Neocognitron can manage to train the higher layer forward, this learning
process will strongly depend on the training pattern input, which will become the
main reason for upgrading difficulty when the recognition task becomes complex.

LeCun, et el.[18] who applied a backpropagation algorithm improve the deficiency
of the previous work. They trained the network known as LeNet-5 by using the
convolutional filter to extract the features in the original image, then proceeding it
forward, which has outstanding performance. Success in recognizing the handwritten
digit by LeNet-5 aroused the intention of academia. Despite the improvement on
training algorithm, the problems of deep connection such as vanishing gradient,
overfitting still are challenges to be resolved.

6
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Figure 2.2: The cell synaptic connections between cells, and the response of the
cells after completion of the self-organization

The fast growth of artificial neural network techniques over the past decades fa-
cilitates CNN development. For instance, Xavier, Yoshua, et al. brought up the
normalized initialization scheme to counter the vanishing gradient issue.[19] With
the image classification contest held in 2012, the champion Krizhevsky proposed the
well-known AlexNet[20], achieved a test error rate of 15.3 %, which is half less than
the runner-up, brought the field further heat. After AlexNet, the CNN research
field was blooming. For instance, the development of VGG-Net proposed by Visual
Geometry Group, GoogleNet from Google, drove CNN to become more and more
sophisticated for industry applications.

2.2.1 The architecture of CNN

2.2.1.1 The input layer

The input layer can represent the pixel value for one RGB image, often shows as
a multidimensional tensor. If the network processes the RGB images have three
channels, the input layer is a tensor with four dimensions. Generally, the first
dimension indicates the image number, then the rest of the dimensions are the
image width, image height, and image depth. After the input layer, the image will
be pass to the overall convolutional neural network.
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Figure 2.3: The 3-Dimensional tensor for a RGB image

2.2.1.2 The convolutional layer

The convolutional layer plays the most pivot part in the overall network by convolv-
ing the input layer then devolving it to the next layer. The convolutional filters,
which have the learnable weights for detecting the features to represent the original
image, did the actual convolution operation. The hyperparameter will also include
stride and padding size. Stride is the number of pixels that each time the filter leaps,
padding size is the complementary pixel added in a specified way for purposes like
confining output range.

In most situations, the non-linear activate function will follow the convolutional
layer to empower the network to learn non-linear characteristics.

The convolutional filter

111
The pixel value 110 Convolution output
517114 10| 6
62|13 Convolving
» (13|12 |12
519|182
3/16|4|6 17 | 23 | 14

Figure 2.4: Visualization of convolutional process with 2*2 fliter

2.2.1.3 The pooling layer

The pooling layer performs the sampling to reduce the output size. The pooling layer
only keeps the maximum value among pixels is called the max-pooling layer, whereas
it will keep the average pixel value in the average-pooling layer. In most cases, the
pooling layer can help to ease the cramming data flow and prevent overfitting.
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Max

12

23 | 23

Figure 2.5: Visualization of max-pooling process with 2*2 fliter and stride 1

2.2.1.4 The fully connection layer

The fully connected layer is a typical multi-layer perceptron neural network that
will connect the flattened convolutional layer to the final output class. Generally,
the last fully connected layer is the output layer to make the final prediction: the
probability of each target class or the actual prediction value.

2.2.2 The hyper-parameter

2.2.2.1 The loss function

The loss function, also known as the cost function, plays a vital role in the training
process since the overall goal is to reduce the loss function. The loss will be the
key value for updating the learnable parameters in networks like weights and bias.
Generally, the customized loss function is more popular for the actual task. Based
on three different task categories, this paper will list the most commonly used loss
function below.

1. The Regression Loss
e The Mean Squared Loss

The mean squared loss is also known as 1.2 loss, calculated by the mean
squared error between the truth and predicted value. This loss function
will always give a positive value where zero means the perfect prediction.

MSE = (y - f())? (2.1)

e The Mean Absolute Loss

The mean absolute loss is the distance between the actual value and the
predicted value. Be Known as L1 loss, which is more robust to resist the
outliers compare with L2 loss.

MAE = |y - f()| (2.2)

e The Huber Loss

The Huber loss is a step function that synthesizes the benefits of both
MSE and MAE. Thresholding the loss value by a factor §, the loss smaller

9
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than 6 will be calculated as MSE otherwise MAE.

- f@P - f@l <8
Ls = 1 (2.3)
Sy — f(x)| — 552 otherwise

2. The Binary Classification Loss Function

The Binary Cross Entropy Loss
The term entropy describes the uncertainty of one system or state where
higher entropy usually indicates higher randomness.

- /p(x) log p(z)dz if x is continuous

5= S (2.4)
— > p(x)logp(x) if z is discrete
If the prediction is binomial, the entropy function will turn into:
L =—yxlog(p) — (1 —y) *log (1 —p) (2.5)

If the binomial distribution is also mutex, means y can only be 0 or 1,
will generate the definition of cross-entropy:

L:{—log(l—p) ify=0 (2.6)

— log (p) ify=1

The Hinge loss

Hinge loss is suitable for the support vector machine, where the label y
can only be -1 and 1 so that if the predicted value has low confidence to
be the ground truth will also be penalized.

L =maz(0,1 —yx* f(z)) (2.7)

3. The Multi-class Classification Loss Function

10

Multi-Class Cross Entropy Loss
When the classification has multiple targets, the cross-entropy loss needs
expansion. With one-hot labeled vector as target y;, one can write the
loss function as:
C
L(xi, ys) = — > yij * log pyj (2.8)
j=1

where y; is a one-hot encoded vector, and only when i, element in class
j, ¥i; = 1, otherwise is zero:

Yi = (yi27 Yi2y ey yzc) (29)
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o The KL-Divergence
The KL-Divergence is a mathematical expression for evaluating two dif-
ferent distribution groups. The KL-Divergence equal to zero when two
distribution is identical.

Drr(P||Q)
Q() P(x . o .
— z)lo de = / z)lo dz if the distribution is continuous
B Q(x) p(x) . o
— z)lo = z) log —=~ if the distribution is discrete
% p() 8 o) Ew p(x) 8z

(2.10)

2.2.2.2 The optimizing algorithm

The optimizing algorithm defines the network learning process. The development of
the optimizing algorithm went through several stages, which can be represented by
different optimizes.

1. Gradient Descent

Gradient descent is the most fundamental updating algorithm across all types
of machine learning models. By subtracting the previous weights with the
derivative of itself in the loss function, the network updates after each training
epoch toward the loss-dropping direction.

Where 7 is the learning rate.

2. Stochastic gradient descent

The stochastic gradient descent optimizing method is the gradient descent
method with little reform. It updates the weights by using the loss over mini-
batch input instead of the whole dataset.

’LU/ = wl-j — nVLbatch(w)ij (212)

ij

In the later section, the notation g; will be adapted to represent factor V Lygen (w);.
3. Stochastic gradient descent with momentum

Both previous methods only use the weight gradient to train the network
and might lead the training process to impasse if the loss landscape becomes
"flat" as there has no weight gradient for the deduction. This phenomenon is
also known as the saddle point where some dimension in loss landscape has
minimum but not the global minimum place. The stochastic gradient descent
with momentum was ca-med up to resolve this insufficiency. The "momentum"
is the gradient of the weights accumulated in previous updating steps, pushes
the weights update so that the updating process can rollover the zero weight
gradient area, and appeared in the latter advanced optimizing function.

vy = (1 =7)gt + 7V Liaren(w) s (2.13)

11
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12

w:ﬁj = wij — NVUnew (214)

where ¢; is the momentum function and v is the hyper-parameter satisfying
0<y<1

. Adaptive learning rate

Adagrad is the optimizer with an adaptive learning rate and has the math-
ematical expression below. The learning rate becomes smaller if the weight
gradient gets small, which is more reasonable, as it considered the updating
of the weights based on the current weight state.

S§t =St-1+ 9t © gy (2.15)

)

Ui
VSt + Egt
The € is a dummy factor that prevents the dominator is zero and often be

1079, the sy will be initialized as zero, and the symbol ® means element
multiplication.

RMSprop is the optimizer very similar to Adagrad. Since in Adagrad, the
factor s; will keep increase, the Aagrad optimizer will have inefficient learning
in the later stage. Instead of keeping to add up, the RMSprop optimizer did
nothing but balanced the term s; between the previous and current state.

st =78-1+ (1 —7)9: © g (2.17)
/ n
=y — 2.18
wi; = Wi st+egt ( )

Where 7 is the hyper-parameter satisfying 0 <, < 1.

Further substitution done by Adadelta optimizer was replacing the constant
learning rate n to the dynamic factor Az associated with weights:

st =181+ (1= 71)9: © g (2.19)
YAV PR
/ t—1
= Wi — A 2.20
Wi = Wi \/:gt ( )
Az = Az g + (1 - ’72)gt © ¢ (2.21)

where: The factor € aims to stabilize the calculation. In most cases is very
small such as 1075,

The Adam optimizer kept the s; and Ax;. once the hyper-parameter vis fixed
such as 0.9 and both x and s have zero initialization, those two factors will
have a small value in the beginning as the only contributing term will multiply
by 0.1. In order to ease the effect, Adam optimizer has re-normalized the s,

and Axy:

1 -t

A

S (2.22)
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~ Al’t
A/\
Wl = wi; — —e=t (2.24)

2.2.2.3 The activation function

1. The sigmoid function

The sigmoid function is the mathematical function that has an 'S" shape.
For example, it can be the logistic function, the hyperbolic function, the Arc-
tangent function, etc. It appears to be the first generation of activation func-
tion in deep learning. The S shape endows the sigmoid function relatively high
speed of changing in the middle section comparing to the two polar extremes.

« Logistic function

Logistic function takes the formula o(z) = 5 +i—z and output the value at

[0,1], it has been pervasively used since it can concentrate the large real
output to the interval. However, the shape of the sigmoid function has
saturation at two polar extremes, which will slow the weight updating
process down once the output after the layer gets small, then produces
the vanishing gradient problem.

o Hyperbolic tangent
The hyperbolic tangent function has a very high resemblance with the
logistic function but confines output to [-1,1] and centralizes the result
to 0. It takes form f(z) = Sl

e2x41°
2. Rectified Linear Unit (ReLU)

The rectified linear unit function can solve the vanishing gradient problem. Its
activated output range is [0,1]. The mathematical form for ReLu activation
has the form:

o(x) = max(0, z) (2.25)

A lot of research has pointed out that the ReLU function can improve training
effectiveness. However, the network will not pronounce the negative output,
which might cause training insufficiency as well.[21]

13
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The activation function

Logistic function N
Hyperbolic tangent
—_— ReLu

l l 1 1 1

l
-6 -4 -2 0 2 4 6

Figure 2.6: The activation function

2.3 Improve the network performance

2.3.1 Data Augmentation

Data augmentation is one data pre-processing technique that can enlarge the image
database. Common was seen as flip, rotate, crop the original image. Data augmen-
tation has proven benefits for improving performance. For example, it can generalize
the network adaptability and prevent over-fitting.

2.3.2 Pre-processing

Data pre-processing includes re-scaling, standardization, normalization, etc. It can
help the network learn effectively.

2.3.2.1 Re-scaling/Normalization

In general, the RGB image has 8 bits, which makes the pixel value range from 0
to 255. Large average and variation will decrease the training efficiency. Therefore,
re-scaling the image to 0-1 is the first data prepossessing step for preparing the

training data.

X=— 2.26
Xmax - szn ( )

Where X is the pixel value in image.

If one only applies the normalization on the original image, since X,,,, = 255 and
Xmin = 0. Therefore, the formula has the form:

X = X/255.0 (2.27)

14
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2.3.2.2 Standardization/Image whiting

The standardization process makes the standard deviation to 1 and the means value
to 0, also known as the image whiting technique.

X —p
g

X —

(2.28)

2.3.3 Batch normalization

The batch normalization layer appears before non-linearity activation in general
cases. The purpose of batch normalization is to accelerate the training process to
reach the global minimum of loss. By adding the batch normalization layer, the
mean value and standard variation can be 0 and 1, respectively.

The underpinning of the optimizing effect has many explanations. The most widely
accepted one was reducing the internal con-variance shift, which means the neg-
ative impact of continuous weights updating proceeding between layers.[22] How-
ever, the study done by Shibani Santurkar et al.[23] has pointed out the posi-
tive effect attributed to the smoothing loss landscape during the training process
mostly. The "smoothing effect" is favorable for the non-convex optimizing process
by making the loss decreasing slowly with smaller weights and providing better
'B-smoothness'[24]to the gradients of the loss. The author also pointed out, this
smoothing effect does not bond to the batch normalization layer. It can get from
other regularization methods too. [23]

2.3.4 Regularization

Regularization is the method used in deep learning to prevent over-fitting. It gives
the modified loss function an additional penalty term(also be known as regular-
ization term) so that the weight can be limited in a small range and leads to an
uncomplicated model with a lower risk of over-fit training. The penalty term often
has two type:

L1 regularization:

L(w) = L(w) + 5 = Ju] (2:29)
Vo L(w) = asign(w) + V,L(w) (2.30)
Whew = Weig — €(asign(wog) + Vi L(wog)) (2.31)
L2 regularization:
L(w) = L(w) + % x |[w]|? (2.32)
VoL(w) = aw + V,L(w) (2.33)

Wnew = Wold — 6(O”Uold + VwL(wold))

2.34
= (1 — ea)weig — €V L(Werq) ( )

Where « is the penalty factor and € is the learning rate.

15
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The L1 and L2 regularization subtract the absolute value of the weights matrix and
the squared sum of the weight matrix, respectively. Therefore, L.1 regularization can
give a more sparse solution since the weights can be zero with a rate of -1 or 1.

2.3.5 Dropout

Dropout is a strategy for preventing over-fitting when the network becomes deep
and complicated. It makes the network drop some neurons during each training
iteration randomly with predefined probability p, which will force the remaining
neurons to learn more effectively. However, one thing worth noticing is that due
to the randomness of the turn-off neuron, it is unlikely to get the same inference
prediction results.

X[1]
X[2]
X[3
[
o N4
X[2] Y
X3

Figure 2.7: Visualization of drop out
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Image Classification

This chapter aims at developing a proper convolutional neural network that can
classify the input image accurately. In order to get the model with the best perfor-
mance, multiple trials executed by altering different influential factors for the CNN
will show up in the first section of this chapter. After this section, the best perfor-
mance model will be compared with the transfer learning model which connects with
different classifiers. Finally, the prediction results from both the transfer learning
model and the fully-trained model are presented in results section.

3.1 Experiment Set-up

3.1.1 Image Data set preparation

The data-set used in this project is 77 camera-token RGB images. It contains various
backgrounds including concrete scratches, stains, occlusion, wall edges, infrastruc-
ture ambient objects for example the grass and stone. The dimension for each image
data is [1836,3264,3].

Concrete scratch Concrete stain

Ambient objects

Figure 3.1: Image example from database
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3. Image Classification

As an image processing technique, data augmentation can enlarge the database with
limited image data, prevent over-fitting and favor the network generalization ability.

Rotating with a different angle, shearing, random brightness adjusting, and adding
Gaussian noise has been applied in the experiment, chose which augmentation
method was random.

Original image Rotation

Shearing  Random brightness adjusting Gaussian noise

Original image Rotation Shearing  Random brightness adjusting Gaussian noise

Original image Rotation
: e T

Shearing  Random brightness adjusting Gaussian noise

f

w¥e

Original image Rotation Shearing  Random brightness adjusting Gaussian noise

Figure 3.2: Data augmentation

3.1.2 The convolutional neural network

The convolutional neural network used in the experiment has the architecture below:

32 32\(1'h

Fully Connection layer ~ ISoftmax layer
Convolutional layer BRcLu layer WProoling layer MBatch normalization layer

Figure 3.3: The convolutional neural network
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3.1.3 Hardware and software environment

The models are training on Google Colab platform. The specification of the hard-
ware and software environment is illustrated in Table 3.1

Table 3.1: Specification of hardware and software environment

Platform Google colab
CPU | Intel(R) Xeon(R) CPU @ 2.20GHz
GPU NVIDIA Tesla P100-PCIE (16GB)
Python 3.7.10
TensorFlow, 2.4.1;
OpenCV2, 4.1.2;
Packages B?umpy, 1.19.5;
Matplotlib, 3.2.2

3.2 Implementation

3.2.1 Patch size

The sub-image size has a substantial effect on the network performance, as it will
define how many pixels one image subject will contain. In this project, crack width
generally propagates within the range of 8-16 pixels. But there also has a relatively
high number of cracks that take more than 32 pixels. The sub-image size will alter
the relative size between the crack feature and the un-cracked background, which
might end up reflecting on the final classification results. Therefore, the investigation
should be carried out about setting the appropriate sub-image size.

In order to carry out the single variable experiment, except for the patch size, which
is 64, 128, and 256 respectively, the rest of the parameters will all be kept the same.

The total number of sub-images for each group is 8K, which contains half of the
cracked images and the other half of the uncracked images. The train-validate-ratio
keeps as 4:1, one-tenth of the total image was used for final evaluating.

Table 3.2: The mutual hyper-parameter for training

Epoch
1000

Batch size
200

Learning rate
1e-05

Optimizer

Adam

Table 3.3: Comparison between different patch size

Patch size | Train acc(%) | Val acc(%) | Test acc(%) | Time(epoch/s)
64*64*3 89.81 84.51 83.75 1

128*128%*3 90.74 84.24 84.62 2

256%256*3 96.88 92.50 89.63 7
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3. Image Classification

As we can see from Table 3.3, the classification results are getting better when the
patch size is increasing. In order to understand the results better, the feature map
after each convolutional layer has been plotted for each patch size.

From Figure 3.4,3.5,3.6 below, we can see the first two convolutional layers can
extract shallow features of the crack. When the convolutional layer gets deeper, a
higher dimension of the features can show up after convolution. This phenomenon
can explain why big patch size gives better prediction results in an intuitional way.
A bigger patch size is favorable to the deep convolutional layers to extract more
complex information about the crack features by providing a wider pixels range. On
the other hand, a small patch size has no big scale of the information to give.
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input Conv 1 Conv 2 Conv 3 Conv 4

(a) Input image and the visualized output of each layer
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Figure 3.4: The feature maps of each convolutional layer, patch size 64*64
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Conv 2 Conv 3

(a) Input image and the visualized output of each layer
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Figure 3.5: The feature maps of each convolutional layer, patch size 128%128
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input Conv 1 Conv 2 Conv 3 Conv 4

(a) Input image and the visualized output of each layer
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Figure 3.6: The feature maps of each convolutional layer, patch size 256*256
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3.2.2 Parametric study

Database scale always is one of the most influential factors that can determine
the final prediction results. There have a lot of studies investigated how big the
influence of the database size can generate. In the parametric study, how the data
constitution ratio and total training image number change the network performance
will be discussed.

The scale study will compare the network performance under various total training
image numbers. Except for the training image number, all the rest of the parameters
will remain the same as Table 3.2 listed.

Table 3.4: Comparison between different number of training images

Image number | Train acc(%) | Val acc(%) | Test acc(%) | Time(epoch/s)
8000 91.50 89.00 89.05 2
10000 94.73 89.45 90.40 2
20000 94.03 92.11 92.15 4
30000 93.87 92.26 92.67 6
40000 93.86 93.28 93.52 8

The testing results suggest large database size has a positive effect on the train-
ing process. However, the most significant improvement is increasing the database
from 10000 to 20000. Keep enlarging the training image number will improve the
accuracy, but the training efficiency is getting down as the increasing rate gets slow.
Considering the overall training efficiency, the total sub-image number for training
will be 30K for the following experiment.

3.2.3 The architecture modification

3.2.3.1 The filter size

The original network has four convolutional layers with the same filter size. Based on
the study did by Cha et al.,[25] the CNN architecture has several convolutional layers
with different filter sizes, which performs exceptionally with sub-image dimension
256%256*3. For comparison purpose, network two modified with inspiration from
the CNN built by Cha et al.[25] As Figure 3.7 shows, the modified network still has
four convolutional layers. However, the convolutional filter size has replaced from
universal 3*3 to 20%20,15*15,10*10 and 1*1 respectively. Moreover, the network has
moved the batch normalization layer ahead and only uses the activation layer once.
It is not hard to see the network uses a relatively wide stride size in the first three
convolutional operations to reduce the dimension of the feature map.
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24 24

Fully Connection layer  MSoftmax layer

Convolutional layer MReLu layer WPooling layer MBatch normalization layer

Figure 3.7: The convolutional neural network with residue module

Table 3.5: Comparison between different network

Network | Train acc(%) | Val acc(%) | Test acc(%) | Time(epoch/s)
Original 93.87 92.26 92.67 6
Modified 97.09 88.83 89.43 5

As Table 3.5 shows, the modified CNN has lower accuracy than the previous one.
It is accredited to the stride size and potentially causes less convolutional layer.

3.2.3.2 Residue module

The residue module was first been proposed by Kaiming He, Xiangyu Zhang et al.
in 2015.[26] Residue module is designed for training the deep neural network. The
driven design motivation is predicated on the hypothesis that it is better for the
network to find optimal solutions from the previous optimized layers than a stack of
nonlinear layers.[26] By adding shortcuts for the deep layers, the identity layer from
the previous layer will be utilized for helping the network find the optimal solution
efficiently.

In this section, the strategy is to add the residue block to deepen the previous CNN
architecture. The number of residue models is the single variable in the following
experiment.
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28 'i“ 28 .
G G

6y > 64 64 64 P 61

32 320 Identity output

Fully Connection layer ~ MSoftmax layer Concatenate layer

Convolutional layer MRcLu layer MPooling layer MBatch normalization layer

Figure 3.8: The convolutional neural network with residue module

Table 3.6: Comparison between different residue module

Num. Residue module | Train acc(%) | Val acc(%) | Test acc(%) | Time(epoch/s)
0 93.87 92.26 92.67 6
1 96.04 93.17 92.93 7
2 98.49 96.35 95.87 8
3 98.31 94.13 95.93 9

As we can see from Table 3.6 above, the network has the best performance when
it has three residue blocks. But significant improvement hasn’t been observed from
increasing residue block two to residue block three, which suggests the limitation of
gaining accuracy only by adding more residue block. The network architecture used
in the rest of the experiment is the original network with three residue blocks.

3.2.4 The data imbalance

Data imbalance is a problem of data constitution when the data-set has a large
unbalanced ratio for different data categories.

Since the un-cracked background is the dominating category of camera token photos
in this project, the data augmentation technique was applied to ensure the cracked-
uncracked ratio. Switching different train ratios can inevitably alter the classification
results.

It is worth mentioning that when changing the cracked to uncracked ratio, the total
image number will remain the same. Moreover, the testing data will change to five
excluded full-scale images instead of the one-tenth image from the training dataset.
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The motivation of changing testing data is to differentiate the data composition
from training data to fully address the effect caused by the cracked and uncracked
ratio. The model that has the highest validation accuracy during training will keep
the same for the final test.

Table 3.7: Comparison between different cracked and uncracked ratio

Cracked-Uncracked ratio | Accuracy(%) | Recall(%) | Precision(%) | F1 Score
1:1 95.27 58.27 62.18 60.16
1:3 95.51 33.86 78.18 47.25
1:5 96.30 48.03 82.43 60.69
1:7 96.59 67.72 74.78 71.07

Table 3.7 suggests the best crack-uncracked ratio is 1:7. Although the results might
be counter-intuitive at first, there has a non-negligible reason behind it. Since the
total sub-image is unchanged as 30K, once the cracked image number decreased, the
uncracked image number will inevitably increase. And the uncracked image in the
training database has around 22K in total, which means if one increases the cracked
parts, potentially cut-off some important uncracked feature input and decrease the
accuracy in return. Another possible explanation is that when the uncracked portion
increased, the training data constitution will approach the testing data. Therefore,
the cracked-uncracked ratio for consisting training data is 1:7 for the rest of the
experiment.

3.3 Transfer Learning

Transfer learning is a technique that utilizes the model trained on a large dataset to
classify new data sets. However, the weights contained in the pre-trained model will
not update since freezing pre-trained layers is the first step in the training process.
One variation of transfer learning named fine-tuning chooses few layers not to be
frozen but trained by the provided data. The transfer learning method is prevalent in
the image classification field due to its convenience and capability of high accuracy.

3.3.1 The backbone of feature extractor

In this section, four pre-trained models will be the feature extractor, truncating the
fully connected layers in the original model then replacing them with the classifier
defined in the next section. The feature extraction means the convolutional process
what done by multiple convolutional layers.

The pre-trained models are VGG16, Inception V3, MobileNet, and Densenet in
Keras, which all include no classifier since the classifier will be custom-ed in the
next section.
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3.3.1.1 VGG16

VGG is the abbreviation of Visual Geometry Group, which designed this network
to find how the depth of the network will affect the final network performance in
2014.[27] The noticeable difference with AlexNet is that VGG16 adopts the big con-
volutional filter size in AlexNet with continuous and unified size 3*3 filter size, which
can reduce the training parameter for each layer to compensate for the increasing
depth. This network design concept is also known as factorizing convolution. Table
3.8 below lists the VGG16 network architecture.

Table 3.8: The network architecture of VGG16

Layers Output size VGG16

Input 128 x 128 x 3
Convolution | 128 x 128 x 64 3 X 3 X 64 conv
Convolution | 128 x 128 x 64 3 X 3 X 64 conv, stride 2
Max Pooling | 64 x 64 x 64 2 X 2 x 32 max pooling
Convolution | 64 x 64 x 64 3 X 3 X 64 conv
Convolution | 64 x 64 x 128 3 x 3 x 128 conv
Max Pooling | 32 x 32 x 128 2 x 2 x 128 max pooling
Convolution | 32 x 32 x 256 3 X 3 x 256 conv
Convolution | 32 x 32 x 256 3 X 3 x 256 conv
Convolution | 32 x 32 x 256 3 x 3 x 256 conv
Max Pooling | 16 x 16 x 256 2 X 2 x 256 max pooling
Convolution | 16 x 16 x 512 3 x 3 x 512 conv
Convolution | 16 x 16 x 512 3 X 3 X 512 conv
Convolution | 16 x 16 x 512 3 X 3 X 512 conv
Max Pooling 8 X 8 x 512 2 x 2 x 512 max pooling
Convolution 8 X 8 x 512 3 X 3 X 512 conv
Convolution 8 X 8 x 512 3 X 3 x 512 conv
Convolution 8 x 8 x 512 3 x 3 x 512 conv
Max Pooling 4 x4 x 512 2 X 2 x 512 max pooling
Classification 4096 4 x4 x 512 x 4096 fully connected

1000 4096 x 1000 fully connected
layer
sotmax
3.3.1.2 Inception V3

The inception V3 model has five different convolution module, which is all contains
multi-scale convolution process. The difference between Inception version three
and the previous version is that the added auxiliary classification part was just for
regularization purposes.
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Table 3.9: The network architecture of Inception V3

Layers Output size Inception V3
Input 128 x 128 x 3
Convolution 63 x 63 x 32 3 x 3 x 3 x 32 conv
Convolution 61 x 61 x 32 3 x 3 x 32 x 32 conv
Convolution 61 x 61 x 64 3 X 3 x 32 x 64 conv
Max Pooling 30 x 30 x 64 2 X 2 x 64 x 64 conv
Convolution 30 x 30 x 80 1 x1x64x 80 conv
Convolution 28 x 28 x 192 3 x 3 x 80 x 192 conv
Max Pooling 13 x 13 x 192 2 X 2 x 192 x 192 max pooling
Inception A x3 | 13 x 13 x 288 module processing
Inception B x1 | 6 x 6 x 768 module processing
Inception C x4 | 6 x 6 x 768 module processing
Inception D x1 | 2 x 2 x 1280 module processing
Inception E x2 | 2 x 2 x 2048 module processing
Average Pooling 2048 2 x 2 x 2048 global average pooling
Classification 1000 2048 x 1000 fully connected
layer softmax
| Base laver |
[ Conv(1*1) | [ Conv(1*1) | [ _AverPool | [ Conv(1*I) |
[ Conv(@3*3) | [ Conw(5*5) | [ Conv(1*D) |
| Concatenate

(a) Inception module A layer

| Base layer |
[ Conv(a*1) | [ MaxPool | [ Conv(1*1) |
l Y Y
| Concatenate

(b) Inception module B
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Figure 3.9: Different modules in Inception V3 network

3.3.1.3 MobileNet

Coined by Howard and Andrew G et al. at 2017[28], the MobileNet model applying
the depth-wise separable convolution in the network design and has 28 layers in
total. The so-called "depth-wise separable convolution work" includes two individual
convolutional operations with different purposes. And the work is achieved by the
The former can filter the input

depth-wise and point-wise convolutional layers.
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channel firstly then the latter can fuse the information. This elegant convolution
design can significantly reduce the number of parameters needed in the traditional
convolutional network.

Table 3.10: The network architecture of MobileNet

Layers Output size MobileNet
Input 128 x 128 x 3
Convolution 64 x 64 x 32 3 x 3 x 3 x 32 conv, stride 2
Convolution dw 64 x 64 x 32 3 x 3 x 32 conv, stride 1
Convolution pw 64 x 64 x 64 1 x 1 x 32 x 64 conv, stride 1
Convolution dw 32 x 32 x 64 3 x 3 x 64 conv, stride 2
Convolution pw | 32 x 32 x 128 1 x 1 x 64 x 128 conv, stride 1
Convolution dw | 32 x 32 x 128 3 x 3 x 128 conv, stride 1
Convolution pw | 32 x 32 x 128 1 x 1 x 128 x 128 conv, stride 1
Convolution dw | 16 x 16 x 128 3 x 3 x 128 conv, stride 2
Convolution pw | 16 x 16 x 256 1 x 1 x 128 x 256 conv, stride 1
Convolution dw | 16 x 16 x 256 3 x 3 x 256 conv, stride 1
Convolution pw | 16 x 16 x 256 1 x 1 x 256 x 256 conv, stride 1
Convolution dw 8 x 8 x 256 3 x 3 x 256 conv, stride 2
Convolution pw 8 X 8 x 512 1 x 1 x 256 x 512 conv, stride 1
Convolution dw | 8 x 8 x 512 3 X 3 x 512 conv, stride 1
Convolution pw | 8 x 8 x 512 1 x1x 512 x 512 conv, stride 1
Convolution dw 4 x4 x 512 3 X 3 x 512 conv, stride 2
Convolution pw 4 x4 x 1024 1 x1x 512 x 1024 conv, stride 1
Convolution dw 4 x 4 x 1024 3 x 3 x 1024 conv, stride 2
Convolution pw 4 x4 x 1024 1 x 1 x 1024 x 1024 conv, stride 1
Average Pooling 1024 4 x 4 x 1024 global average pooling, stride 1
Classification 1000 1024 x 1000 fully connected
layer softmax
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3.3.1.4 DenseNetl1l69

Table 3.11: The network architecture of DenseNet169

Layers Output size DenseNet 161
Input 128 x 128 x 3
Convolution 64 x 64 x 64 7 X 7 conv, stride 2
Pooling 32 x 32 x 64 3 x 3 maxpool, stride 2
DenseNet Block 29 % 32 % 256 1 x 1 conv <6
(1) 3 x 3 conv
Transition Layer | 32 x 32 x 128 1 x 1 conv
(1) 16 x 16 x 128 | 2 x 2 average pool,stride 2
DenseNet Block 16 x 16 x 512 1 x 1 conv 19
(2) 3 x 3 conv
Transition Layer | 16 x 16 x 256 1 x 1 conv
(2) 8 x 8 x 256 2 x 2 average pool,stride 2
DenseNet Block 8 x 8 x 1280 1 x 1 conv 39
(3) 3 x 3 conv
Transition Layer | 8 x 8 x 640 1 x 1 conv
(3) 4 x 4 x 640 2 x 2 average pool,stride 2
DenseNet Block A4 x4 % 1664 1 x 1 conv 39
(4) 3 x 3 conv
Classification 1664 4 x 4 global average pool
layer 1000 fully connected, softmax

Table 3.11 shows the full scale of the DenseNet169 based on the 128*128*3 input
image. Since the DenseNet169 is the backbone for extracting the feature, therefore
includes no fully dense layer in the original network. Adding which classifier will
achieve the best network performance is the content of the next section.

3.3.2 The classifier

3.3.2.1 The fully connection layer

After the last layer from the pre-trained model, the multi-dimensional data will be
flattened first, then connected with trainable weights and bias in the dense layer.
The weight updates were undergoing mainly in this part. In this experiment, the first
dense layer consists of 256 neurons was successively followed by the relu activation
and drop-out layer. The second dense layer contains two neurons representing the
probabilities for the target output 1 or 0 after the softmax activation.
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| Flatten I—'| Dense layer (256 neurons) |

| Dense layer (2 neurons) I—'| Activation (softmax) |

} |
| I
| I
| I
| |
I
l | Activation (ReLu) |<—| Dropout layer | :
I
: |
| I
| I
' |

Classifier one

Figure 3.10: The fully connected classifier

Table 3.12: Different feature extractor with fully connection layer

Pretrained model | Accuracy(%) | Recall(%) | Precision(%) | F1 Score
VGG16 95.24 31.50 72.73 43.96
Inception V3 95.43 50.60 68.74 o7.27
DenseNet169 96.74 62.20 78.22 69.30
MobileNet 97.11 66.14 81.55 73.04

3.3.2.2 Random forest

The random forest consists of many random decision trees. The building process of
each tree was by picking data randomly first, then sub-divide the tree node based
on the random feature in the data. The Figure below showcases one example of the
growth of one random tree.

Dataset

(0,1,1),(1,0,0)...

Data sampling ,(1,0,0)
Xi= % Nl =i
Producing the tree

,(1,0,0)
,(1,0,0)
X1, X2
| | [1oo]
!(llo)

Figure 3.11: The random forest classifier
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Table 3.13: Different feature extractor with random forest classifier

Pretrained model | Accuracy(%) | Recall(%) | Precision(%) | F1 Score
VGG16 95.88 38.58 83.05 52.69
Inception V3 95.23 28.35 76.60 41.38
DenseNet169 96.16 40.16 89.47 55.43
MobelNet 96.77 53.54 87.18 66.34

As we can see from Table 3.13, the random forest classifier has a lower recall value
than the fully connected dense layer but higher precision. In this project, there
needs to prioritize the recall ratio as the classification task should be on the passive
side. Hence, the fully connected layer is more suitable for the classification task.
But if one values precision more, the random forest classifier can also be a good
choice, which also takes less time to train.

3.4 Results

As the testing results in the previous section has revealed, the fully connected layer
with MobileNet backbone can offer highest F1 score for both classifier and even
higher than the shallow CNN proposed in the previous section. Moreover, as Table
3.14 showed, the parameter for fully training the MobileNet is not far more than the
shallow CNN. Therefore, it is worthy to implement the train-from-scratch process
on MobileNet with more testing data. Although the accuracy is very high, the
recall ratio still very low in all the training cases(the highest recall ratio was 67%).
Since the recall parameter needs extra attention in the study, applying the focal
loss function with parameter alpha as ten and gamma as one can ease the low recall
problem. Test images were added from 6 to 15 to prevent over-fitting further. The
total training image number still fixed as 3K. The cracked data up-sampling still
applied. However, the ratio was not 1:7 anymore but filled by the augmented-cracked
image and all the uncracked image.

The cost-sensitive loss function was a revised version of the binary cross-entropy
function taking the form:

WeightedCrossEntropy = —woylog(p) — wi(1 — y) log(1 — p) (3.1)

Where the w, and w; are used to prioritizing specified category.

Table 3.14: The parameter comparison

Model layers | Parameter(Million)
Shallow CNN 35 3.9
VGG16 transfered 26 16.8
Inception V3 transfered | 318 23.9
DenseNet169 transfered | 602 19.4
MobileNet transfered 93 7.4
MobileNet fully trained 94 4.2
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Table 3.15: Different network under cost sensitive loss function

Pretrained model PE?\Z?EEE? Accuracy(%) | Recall(%) | Precision(%) | F1 Score
MobileNet un-weighed 4.2 96.98 93.28 98.15 95.65
MobileNet oo = 1 4.2 97.29 94.70 97.54 96.10
MobileNet oo = 0.75 2.6 97.15 94.34 97.50 95.90
MobileNet a@ = 0.5 1.3 96.91 94.34 96.79 95.55
MobileNet oo = 0.25 0.5 95.04 94.34 91.91 93.12
Shallow CNN 3.9 91.03 83.02 90.91 86.79

From Table 3.15, we can see as the alpha value decreases, the reduction on the recall
ratio was not too much, but the precision ratio keeps dropping. When the alpha
ratio decrease to 0.25, the accuracy has plunged to 95%. As mentioned previously, a
high recall ratio suggests safe prediction is in this project. Al-through the parameter
will increase when o = 1, it will still be the final choice.

(b) Cracked image

Figure 3.12: The classification results

The Figure 3.12 below shows an example coming out from the classification results
of a fully trained Mobile network.

Based on the classification performance, it is reasonable to divide the testing image
into three categories. They were the image has an ordinary concrete surface, contains
noise, and has crack-like features. The network identifies the red patches as a cracked
sub-image.
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(a) ordinary concrete surface image (b) ordinary concrete surface

(c) Crack with noise image (d) crack with crack-like features

Figure 3.13: The classification results

From Figure 3.13, the whole scale picture for ordinary concrete surface has very
accurate classification results. Some cracked sub-images are still missing in the sub-
picture (d) and (c). It is reasonable to conclude that the network will be confused
once one image has too many cracked-like features, then the recall ratio will decrease
in consequence.

3.5 Conclusion

In this section, we have reached high accuracy in the cracked image classification
task. A series of testing has run on choosing proper training parameters and differ-
ent convolutional neural network architecture. The results show that the MobileNet
model has very high training efficiency and exceptional performance on image clas-
sification. Using focal loss function and data up-sampling technique has to get a
higher recall ratio. However, the results also show that if further optimization is
needed, how to distinguish the crack-liked features and the authentic crack should
be ameliorated. In this case, an image that contains too many crack-like features
will impair the recall ratio, the Despite the limitation, the results still show that by
providing the MobileNet appropriate training hyper-parameter, one can accomplish
the crack classification task with high accuracy successfully.
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Image Segmentation

Image segmentation refers to the process of recognizing and localizing different el-
ements in a digital image. More specifically, different labels are assigned to each
pixel in a digital image in the way that the pixels having the same label represent
the same object.

In Chapter 3, a CNN classifier is developed which can recognize the presence of a
crack in a sub-image context. But the sub-image resolution is still not sufficient for
the subsequent structure performance prediction procedure. Though cracks have
been located within the range of a sub-image, some information like the shape and
the width is still missing, and these features of cracks can be essential for structure
analysis.

The goal of this chapter is to develop an image segmentation technique that can
extract cracks from a sub-image classified as positive by the previous CNN clas-
sification step. With the image segmentation processing, geometry information of
cracks can be extracted and the resolution of the cracks will be increased from a
sub-image patch to pixel level.

There are few reasons for performing image segmentation on sub-images rather than
full-images. Full images usually cover a large area of the concrete surface and cracks
are usually very small objects in a full-sized photo. For image segmentation based
on CNN, the identifications of small objects are much more difficult to achieve, and
area that is not related to a crack can become unnecessary interference, which not
only consumes extra computational time, but is also harmful for the segmentation
results. With the help of CNN classification, only the sub-images that related to
cracks are concerned and all the other nun-concerned area is excluded, which will
significantly increase the efficiency of the image classification process.

In this chapter, CNN models based on the famous U-net architecture for image
segmentation tasks are established and trained with manually annotated crack sub-
images. To address the issue of small object detection, different loss functions are
used in the training. The models are tested on different kinds of crack sub-images
and evaluated quantitatively and qualitatively. Finally, the best model is chosen
considering both segmentation performance and computational efficiency.
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4.1 U-net architecture

Convolutional neural networks are mostly used for data classification purpose. Image
segmentation is basically the classification for pixels. This requires a network to
understand the entire context of the input image. The U-net architecture is one of
the most famous CNN architecture, which was first established for biomedical image
processing and won Cell Tracking Challenge at ISBI in 2015 [29]. The architecture
of U-net is shown in Figure 4.1.

4
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Figure 4.1: U-net Architecture

The U-net architecture has a symmetrical structure, which is similar to a encoder-
decoder neural network. It consists of a down-sampling path, an up-sampling path
and the skip connections between the layers of two paths. The interface of two paths
is the 'Bottle Neck’. For both down-sampling and up-sampling paths, 4 convolutional
units are employed. Table 4.1 shows the detail layer components of each unit. The
stride value for all the convolutional kernels is 1 pixel on both direction, which means
the kernel slides 1 pixel at a time on the input tensor. And the padding is set to
‘'same’, which means the output feature maps of convolutional layers has the same
size with the input tensor. The size of all the MaxPolling kernels is 2x2 and the
stride value is 2, which means the output of MaxPolling layers has half the size of
the input tensor.
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Table 4.1: Layer Components of Each Unit in U-net

Number of

Unit Layers Kernel Size Feature Maps
Conv, ReLLU 3x3 64
DownConv_1  Conv, ReLU 3x3 64
MaxPooling 2x2 -
Conv, ReLU 3x3 128
DownConv 2  Conv, ReLU 3x3 128
MaxPooling 2x2 -
Conv, ReLU 3%x3 256
DownConv 3  Conv, ReLU 3x3 256
MaxPooling 2x2 -
Conv, ReLU 3x3 512
DownConv_ 4 C%T;})PO{GHI;U 3 >_< 3 5}2
MaxPooling 2x2 -
Conv, ReLLU 3x3 1024
BottleNeck Conv, ReLU 3x3 1024
DropOut - -
UpConv, ReLu 2x2 512
Concatenate - (5124512
UpConv_6 Conv, ReLU 3x3 512
Conv, ReLLU 3x3 512
UpConv, ReLu 2x2 256
Concatenate - [256+256]
UpConv Ty, ReLU 33 256
Conv, ReLLU 3x3 256
UpConv, ReLu 2% 2 128
Concatenate - [128+128]
UpConv. 8 v, ReLU 3%3 128
Conv, ReLLU 3x3 128
UpConv, ReLlu 2x2 64
Concatenate - [64+64]
UpConv_ 9 v, ReLU 3%3 64
Conv, ReLU 3x3 64
Conv, ReLLU 3x3
Output Conv, Sigmoid 1x1 1

In the up-sampling units, the size of input tensor is first doubled in UpConv layers
and than convolutional transformation is performed, with kernels sized 2x2. Figure
4.2 shows a example of the UpConv layer. The extra columns and rows at the right-
bottom corner are added to fulfill the same padding condition and the pixels of
these area have values of 0. In this way, the outputs of UpConv layers are doubled-
sized. After UpConv layers, the doubled-sized feature maps are concatenated with
the feature maps from the corresponding unit in the down-sampling path and the
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merged feature maps are processed with 2 more convolution layers.
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Figure 4.2: An example of UpConv layer with 2x2 kernels, stride 1 and same
padding

The original U-net architecture is established for medical image segmentation, which
is a much more complicated task than the identification of concrete cracks. It is not
necessary to employ such a huge CNN model for crack detection purpose since it
takes more computational power. In this study, smaller models are built in two
ways. Firstly, the feature map numbers of each Conv layer are halved. Secondly,
one unit is removed for both down-sampling and up-sampling path. In these ways. 4
architectures are established, namely Unet-4 x 64 (original architecture), Unet-4 x 32,
Unet-3 x 64 and Unet-3 x 32. The first number denotes the unit number in each
path and the second number denotes the feature number of the first Conv layer in
the down-sampling path. These models will be trained and compared and the model
with the best performance will be chosen.

4.2 Data-set

Unlike CNN classification, the output of image segmentation CNN is not a single
number that indicates sub-image categories, but a single channel image, where pixel
values mean the possibility of being a crack. The ground truth of the training data
should also be binary images, where a pixel can either be the background (0) or the
crack (1).

230 sub-images sized 128 x 128 introduced in chapter 3 together with 220 images
selected from METU data-set [30] are used to establish the data-set. The METU
crack image data-set is a public image classification data-set. It provides images
images sized 227 x 227 with binary labels indicating whether cracks present in the
image but the pixel level annotation is not available. It is used here to enrich the
data-set for training and among the METU images, 170 are resized to 128 x 128,
and the rest will keep the size of 227 x 227 to generates more images by random
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cropping.

The original crack images were annotated manually with 4 x 4 pixel patch, consid-
ering the balance of efficiency and accuracy. A binary image indicating the specific
location and shapes of the cracks in the image is generated for each crack sub-image.
Figure 4.3 shows few crack sub-images and the corresponding annotations.

Figure 4.3: Visualization of the Annotated Crack Image data-set

The amount of crack sub-images is still far too less to train a neural network having
millions of parameters. Data augmentation is applied to expand the data-set. For
the sub-images sized 227 x 227, 4 images sized 128 x 128 are generated by random
cropping. For all images sized 128 x 128 including those cropped images, 7 more
images are further generated by flipping and rotating. Figure 4.4 and 4.5 show
examples of the data augmentation for sub-images with different sizes.

Figure 4.4: An example of flip and rotation for images sized 128x 128

41



4. Image Segmentation

50 100 150 200 50 100 150 200

Figure 4.5: An example of random cropping for images sized 227x 227

As a result, the final data-set has 4800 sub-images and annotation. The data-set
is divided into training, validation and test sets according to a ration of 24:5:1, i.e,
3840 for training, 800 for validation and 160 for testing.

4.3 Unbalanced segmentation and loss functions

For the specified crack segmentation task, a major obstacle for training is the fact
that cracks are usually very small objects in the sub-images. In the 4800 sub-images,
positive pixels only take approximately 10%. This unbalance of two classes can
causes problems for CNN models to recognize the target area in the input images.
Specifically, false negative predictions creates incredibly less loss than false positives
prediction during the training, thus the model learns more about the negative area
than the positive area and results in a poor performance.

One of the reasons for this unbalanced segmentation problem is the fact that the
commonly used loss function Binary Cross Entropy (BCE) treats the false positive
and false negative predictions equally. Researches in this area have tried to change
the definition of the loss function for the training. In this study, to generalize a
suitable models for crack segmentation task, models trained with generalized loss
functions are compared.

The definitions of generalized loss functions used in this study is introduced in this
section. Without loss of generality, the formulations of the selected loss functions
are expressed in multi-class classification case. For class ¢, float variable p,. € [0, 1]
represents the probability. Binary variable g,. € {0, 1} is the ground truth of pixel
n being that class. N is the total number of pixels in a sub-image. € is a small real
number to prevent the situation of dividing by zero.

1. Binary Cross Entropy (BCE): As introduced in subsection 2.2.2.1, Binary
Cross Entropy is the most common loss function. The formula of BCE can be
written as:

N
n=1
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2. Dice Loss(DCL): Dice Loss is established based on the Dice Score Coefficient
(DSC), which describe the overlap extent of the predicted result and the
ground truth.[31]. The formulation of Dice Score Coefficient is:

27];[:1 pncgnc + €
DSC =) — .
c anl pnc + anl gnc + €

(4.2)

Dice Loss (DCL) is a target function to be minimized in the training, first
proposed by Milletari et al.[32]:

DCL =1- DSC (4.3)

3. Tversky Loss(TL): Tversky Index (TT) also describes the overlap of predic-
tion and ground truth, but has different weights on false negative and false
positive predictions by coefficients o and § [33]. When a = = 0.5, Tversky
Index is equivalent to Dice Score Coefficient. In this study, the values for these
coefficients are a = 0.7 and 8 = 0.3, since for small target segmentation tasks
false negative predictions have more influence on the final prediction. The
expression for Tversky Index (TI) and Tversky Loss (TL) are:

N
—1 Pncne + €
TI = n=1 4.4
zc: 27]:[:1 Prncne + « 27]:[:1(]- - pnc)gnc + 6 ZnNzl pnc(]- - gnc) + € ( )

TL=1-TI (4.5)

4. Focal Tversky Loss(FTL): Abraham et al.[34] proposed Focal Tversky Loss
by adding a exponent index v to Tversky Loss. The index ~ is smaller than 1
and in this way, when TT is getting large, which means a better performance,
FTL decreases more significantly. In this study the v is set to 0.75. The
expression for FTL is:

FTL=(1-TI) (4.6)

4.4 Evaluation Criteria

In this study, the evaluations of models are based on two indicators, Sensitivity
(SEN) and Specificity (SPEC). These tow indicators are the correction ratio for
each class and represent the ability to recognize cracks and background respectively.
Sensitivity and Specificity can be expressed by the number of true positive (TP),
true negative (TN), false positive (FP) and false negative (FN) predictions, shown
in equation (4.7).

TP TN
EN=——"_ _SPEC=———"_ 4.
S TP+ N T EC = TN P (4.7)
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Figure 4.6 shows an example of prediction results and corresponding sensitivity and
specificity values.

11|00 |o0 1l1fo0fofo TP=10
11000 11|00 ]o TN=10
1|1]1]1]o0 1|1 W FP=3
H FN=2
o|lo|o|z1]|1 0o]|o 11
ololol|1]1 ol o 1l SEN=83.33%
SPEC=76.92%
Ground Truth Prediction

Figure 4.6: An example of true positive, true negative, false positive and false
negative predictions

In the field application the model faces complicated situations of input images. To
evaluate the performance of the models under different situations, the test data set
are divided into five groups of wide, thin, multi, blur and noise (shown in Figure

4.7) manually and the model performance is evaluated on each group in terms of
mean SEN and SPEC.

%:ﬂ
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(d) Blur - (e) Noise

Figure 4.7: Different groups of test images for evaluation

Lastly, an important aspect of concern is the computational cost of each model,
which is only related to the architecture of models but not influenced by the training
methods or loss functions. These four architectures mentioned in section 4.1 will
be tested on same computational environment and compared in terms of mean
processing time for one sub-image.
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4.5 Training and Results

The models are built and trained on Google Colab platform, the same machine
learning environment used in Chapter 3. The specifications of hardware and software
environment are listed in Table 3.1

All the models are trained for 100 epochs on the training data-set, with optimizer
Adam and learning rate 10~*. After each training epoch the Loss, SEN and SPEC
value for training and validation set is recorded to plot training curves. Figure 4.8
shows the training curves for sensitivity value, for the same model trained with
different loss functions. From the training curves it can be concluded that DCL, TL
and FTL can all improve the training progress and models trained with these loss
functions converge at a higher value of sensitivity, resulting in a batter performance
than those trained with BCE. But the effects of these loss functions differ for different
architectures.

(c) Model 3X64 (d) Model 3X32

Figure 4.8: Training curves of models trained with different loss functions

A prediction of an certain sub-image from validation set is made after each epoch to
learn and compare how different models progress. Figure 4.9 shows the predictions
of the chosen validation sub-image after first 3 epochs and after 10 and 100 epochs
for each training. The first prediction is a result of the random initialization of the
model parameters.
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Figure 4.9: Training progression of different models
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Table 4.2 and 4.3 shows the performance of different models in terms of Sensitivity
and Specificity on different test image groups as introduced in section 4.4. The
global column shows the indicator values for the whole test set. The optimal results
for each column are marked with bold font.

Table 4.2: Sensitivity of different models

Loss Architectire Sensitivity (%)

Functions Thin | Wide | Multi | Noise | Blur | Global
Unet-4x64 | 73.79 | 90.04 | 74.80 | 72.47 | 76.18 | 82.64

BCE Unet-4x32 | 71.46 | 89.70 | 71.33 | 74.77 | 73.80 | 80.32
Unet-3x64 | 76.73 | 90.00 | 76.07 | 71.99 | 76.23 | 82.72

Unet-3x32 | 77.58 | 91.30 | 77.62 | 70.05 | 74.33 | 82.44

Unet-4x64 84.62 | 94.89 | 84.48 | 79.11 | 87.24 | 87.62

PTL Unet-4x64 | 83.47 | 94.62 | 83.88 | 77.07 | 84.24 | 86.49
Unet-4x64 | 84.16 | 93.46 | 83.73 | 79.23 | 85.14 | 86.66

Unet-4x64 81.18 | 91.31 | 81.44 | 71.74 | 77.24 | 82.82
Unet-4x64 | 83.04 | 93.04 | 81.50 | 78.92 | 83.40 | 85.63

TL Unet-4x32 | 79.78 | 93.65 | 81.88 | 74.98 | 84.55 | 84.68
Unet-3x64 | 86.58 | 93.28 | 84.62 | 80.16 | 82.43 | 87.12

Unet-3x32 | 82.03 | 93.95 | 83.19 | 76.78 | 81.24 | 85.36
Unet-4x64 | 85.99 | 94.49 | 83.64 | 81.16 | 86.24 | 87.85

DCL Unet-4x32 | 88.35 | 94.18 | 85.07 | 78.71 | 87.07 | 88.36
Unet-3x64 | 74.59 | 89.31 | 76.49 | 72.35 | 75.38 | 79.56

Unet-3x32 | 77.02 | 91.49 | 77.27 | 73.96 | 76.53 | 81.39

Table 4.3: Specificity of different models

Loss . Specificity (%
Functions Architecture Thin | Wide N?ulti N(()ise)z Blur | Global
Unet-4x64 98.93 | 98.71 | 98.31 98.69 | 99.12 | 98.76
BCE Unet-4x32 99.03 | 99.00 | 98.35 98.83 | 99.24 | 98.92
Unet-3x64 99.04 | 98.74 | 98.26 98.78 | 99.21 | 98.81
Unet-3x32 99.12 | 99.02 | 98.65 | 97.72 | 99.35 | 98.86
Unet-4x64 98.44 | 97.86 | 97.14 97.94 | 98.41 | 97.99
FTL Unet-4x64 98.44 | 97.78 | 97.27 | 97.90 | 98.58 | 98.00
Unet-4x64 98.39 | 97.93 | 97.02 98.08 | 98.57 | 98.02
Unet-4x64 98.50 | 98.17 | 97.30 98.40 | 98.88 | 98.25
Unet-4x64 98.55 | 98.33 | 97.48 98.44 | 98.85 | 98.34
TL Unet-4x32 98.68 | 98.16 | 97.56 98.62 | 98.78 | 98.34
Unet-3x64 98.22 | 97.89 | 97.00 98.36 | 98.79 | 98.02
Unet-3x32 98.46 | 97.80 | 97.20 98.20 | 98.57 | 98.04
Unet-4x64 98.38 | 97.94 | 97.28 98.51 | 98.61 | 98.12
DCL Unet-4x32 98.18 | 97.86 | 97.10 98.34 | 98.54 | 97.98
Unet-3x64 98.93 | 98.79 | 98.12 98.85 | 99.24 | 98.79
Unet-3x32 98.85 | 98.58 | 98.01 98.38 | 99.04 | 98.60
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4. Image Segmentation

The performance of different models are also compared visually. Figure 4.10 shows
the prediction results of Unet-4x32 models trained with different loss functions.

Figure 4.11 shows the prediction results of different model architectures trained
with DCL.

Input Image Ground Truth 4X32,BCE 4X32,FTL 4X32, TL 4X32,DCL

¥
1
m
I

l
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Figure 4.10: Comparison of Unet-4x32 models trained with different loss functions
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Input Image

Ground Truth
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Figure 4.11: Comparison of different model architectures trained with DCL

Table 4.4 compares the computational cost of different architectures in terms of
mean processing time on a 128 x 128 sub image. The best result is marked with

bold font.

Table 4.4: Computational costs of models

Processing time

Model Number of Parameter .
per sub-image (s)
Unet-4x64 310,328,37 0.5197
Unet-4x32 7,760,645 0.1808
Unet-3x64 7,698,437 0.4018
Unet-3x32 1,926,149 0.1475
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4. Image Segmentation

4.6 Summary

Theoretically, a larger CNN architecture usually has more potential to finish a cer-
tain task than a smaller one. But it’s unnecessarily true that a larger model always
reaches a more satisfying result. It can be concluded from Table 4.2 that with the
training setup and data-set specified in Section 4.2 and Section 4.5, the best model
can reach 88.36% for sensitivity. The performance of models is also influenced by
different crack image types. Thin cracks, blurred images, cracks with complicated
shapes and the presence of noise can all have negative influence to the final pre-
diction at different extents. On the other hand, a larger architecture costs more
training time and computational power in the application. Comparing Unet-4x64
and Unet-4x32 illustrated in Table 4.4, more than 65% of the processing time is
saved by decreasing the number of feature maps.

From both training curves (Figure 4.8) and visualized training progression (Figure
4.9) it can be concluded that DCL, TL and FTL can make the models focus more on
the positive predictions and thus increase the sensitivity to crack pixels. While the
recognition ratio of true positive pixels is improved, false positive results are also
increased and cause decrease for the specificity. Comparing Table 4.2 and Table
4.3, it is obvious the benefit gained from these generalized loss functions is more
considerable than the compromise in specificity, especially for the thin crack cases.

Overall, the Unet-4x32 trained with DCL is proposed to be used for the sub-image
crack segmentation task, which not only has a stable performance for different test
groups and the highest sensitivity on the test data-set, but also save considerable
computational power.
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Experiment

As introduced in Section 1.5, the proposed algorithm is a combination of the classi-
fication and segmentation CNNs. In this chapter, the performance of this combined
algorithm is tested on photo of cracks.

The algorithm is first tested on the photos collected from real structures by a hand-
held camera, which has a resolution of 1836x3264 pixels. These photos are also the
data source of the sub-images used for training of the two CNN models. The image
classification and segmentation result are shown in Figure 5.1, where the sub-images
classified as positive are marked with red squares and the pixel-level segmentation
highlights the cracks with red color. Since the accuracy of CNN models are always
increased on training data, the test performed on these photos is just to show how
the combined algorithm works.

Figure 5.1: Full image test
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5. Experiment

To learn the performance of the proposed algorithm and the feasibility of this method
in the field application, a experimental inspection is conducted with a drone. In the
field situation, to get a clear photo of thin cracks, the drone needs to get very close to
the structure and the camera lens need to have a long focal length. DJI Mavic2 Zoom
(Figure 5.2) is chosen to perform this inspection. The powerful omnidirectional
obstacle sensing system and the 2x optical zoom function make it possible to shoot
cracks from a safety distance of approximately 1.5 3m. The specifications of this
drone model and the camera are listed in Table 5.1

Figure 5.2: DJI Mavic2 Zoom

Table 5.1: Specification of the Drone and Camera

Drone Model DJI Mavic2 Zoom
Takeoff Weight 905 g
Max Speed 20 m/s
Max Wind Resistance 38 kph
Lens 24-48 mm (35 mm Format Equivalent)
Camera sensor 1/2.3" CMOS
Image Size 4000(E3000
Image Format JPG

The inspected objects are a wall in the structure lab and a damaged concrete beam
specimen (Figure 5.3). The wall is inside a building and the drone has to be operated
at a indoor environment. A minimum distance of 1.5m from the wall can be reached.
The left photo in Figure 5.3 also shows the operation of the drone.

Figure 5.3: The damaged wall and concrete specimens
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5. Experiment

The wall experienced a crush by a truck and multiply cracks can been seen on the
surface. It is a brick wall but the rough surface has similar features with a concrete
wall. Figures 5.4 shows the photos taken by the drone and the crack detection results
of the algorithm. The cracks has been very well detected but there are also false
positive detection from both classification and segmentation procedures. These false
identifications mostly occurs at the edges of the bricks. This is most likely cased by
the fact that all the training data for both CNNs is collected from concrete structures
and the algorithm is relatively vulnerable to the brick wall situation.

Classifiction Result

Segmentation Result.

Figure 5.4: Images of the damaged wall and crack detection results



5. Experiment

The specimen is taken from Gutenberg harbor for research purpose. The specimen
is severely damaged and very wide cracks can be found at the mid-span. Some
marks on the surface indicating the location of the cracks have been made. As can
be seen from Figure 5.5, these marks cause some false positive prediction, while on
the same photo, the algorithm still managed to recognize the cracks. A very wide
crack appears in the third photo and the algorithm fail to detect it. The reason
of this failure is likely to be that the width of the crack in the image exceeds the
sub-image size.

Classifiction Result

Classifiction Result

Classifiction Result

Input Image Segmentation Result

Input Image Segmentation Result

Input Image Segmentation Result
BB R

Figure 5.5: Images of the damaged specimen and crack detection results
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Conclusion and prospect

6.1 Conclusion

This project proposes an image-based crack detection algorithm that can achieve
automatic crack extraction without any human intervention. Two CNN models are
used for classification and segmentation respectively. The whole prediction process
which includes both classification and segmentation will only take 86 seconds in
total. The visual performance on the whole scale testing image indicates the high
accuracy of both CNN intuitively. This project has shown the practicability of
applying the deep learning method into the structural health monitoring field.

The biggest challenge in this project is the variety of the image database. This
database is very raw and realistic of how a drone token close-up photo will look
like. The large image variation will debase the final prediction accuracy to some
degree without doubly. In the tough process of searching for the "best CNN model",
a lot of experiments have been tried out. However, the conclusion is that transfer
learning can actually give a quick first glance of how suitable the designed deep
CNN network can work on the cross-domain data-set. A more efficient way of
finding suitable network architecture can reach by applying the transfer learning
method firstly, then the appropriate parameter customized for each specified working
case should be sought by carrying out different experiments. For example, in this
project, the alpha value representing the number of the channel has been modified
and various loss function has been tried out. The series of loss functions rooted in
weighed cross-entropy has shown superiority when the data-set is highly imbalanced.
Finally, small ad-justification like the trade-off between computational power and
prediction performance indicator can be made based on the priority for different
environments.

Despite the good results on both the numerically side and visual effect side. The
training effort still should be counted. In this project, both CNN have a long process
for training if one pursues real-time crack detection. Moreover, the network trained
on the crack image not necessarily has high accuracy on the testing image if the
testing image differs a lot from the original training image, which might suggest
the network should keep training when it goes for industrial usage. The limitation
of this automated crack detection algorithm is that the classification step is deci-
sive to the overall performance, which will cause vulnerability once the classifier
pronounces false positive or false negative. One of the optimizing directions is to
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6. Conclusion and prospect

reducing the probability threshold for positive admission to decrease the false nega-
tives then developing a dapper algorithm based on the crack geometry feature after
the segmentation step to filter out the increased false positives.

6.2 Prospect

As mentioned in the introduction, the proposed algorithm serves as a part of the
Digital Twin concept. To achieve the target of SHM based on digital representa-
tions of real structures, the proposed crack detection algorithm should be integrated
properly into the work flow of Digital Twin.

Data acquisition:

The proposed algorithm takes digital images as input. Drones with high resolution
camera provides a highly efficient way to perform visual inspection and image data
acquisition. Different country has different regulations about the distance when
one flies a drone above the infrastructure. But it all needs the operator to find
cracked religion from a distance. With respect to this demand, the object detection
technique might be the solution. There has been a lot of researches built the object
detection method[35] in drone and located the cracked area successfully. By flying
the drone to the target location, the drone can bring the close-up crack pictures
back.

Figure 6.1: One example for applying object detection method to locate the
cracked area in concrete bridge

The finite element model:

In order to map the cracked sub-image into the bridge model, the 3D cloud technique
might be used. This means the image should contain its own location information
or relative location information in the first place. To successfully utilize the crack
detection results, this mapping process needs to be accurate as well.
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