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Abstract
Data science is a growing trend and the advancement in machine learning and AI
have been creating headlines in recent years. This has sparked an interest, not just in
traditional IT-industries but also in businesses such as manufacturing, medicine and
retail. Numerous industries are seeing potential in making their business more data
driven and seeks to implement these trending technologies but few people know of the
challenges that comes with applying it. This thesis aims at identifying the challenges,
bridging the gap and lowering the entry barrier for engineers and researcher to
contribute in the field of applied machine learning. In this case study, we examine
how software engineers, data scientists and researchers can structure their work
in order to increase the success rate of ML projects. Through interviews and a
practical implementation test we analyze the underlying key concept that could
help in bridging this gap. We conclude that software engineers can support in some
initial data science activities, that communication between different stakeholders is
crucial to the success of projects and that simpler ML models might be preferable
in projects with time restrictions.

Keywords: Computer, science, computer science, engineering, project, thesis, Ma-
chine learning, software engineering, anomaly detection.
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1
Introduction

Buzzwords1 such as Machine Learning (ML) are hyped words and concepts that
companies like to express in order to attract attention. However, ML and the Data
Scientist profession are relatively new, and the industry is still evaluating how to use
data analytics in an optimal way. Few people have actually been part of a ML project
and know what ML really means and the hidden challenges that come with applying
it (Black, 2019). One of these challenges revolves around the adaption process of
ML. For example, how can software engineers apply and quickly deliver value to
new customers when the training of high-quality ML models2 requires extensive
knowledge that is relatively rare (Allen, 2018).

This thesis revolves around a qualitative case study which aims to explore the process
of adapting ML algorithms and models towards new data, new environments, and
new software engineers. To be more specific, the focus was put on structuring
the process of finding and adapting machine learning models towards new data,
increasing the reusability of existing ML tools and adding a layer of support for
software engineers, data scientists and researchers in the field of ML. Another part
of the project is verifying the research result in a practical implementation process.

IBM is the main industry partner for this thesis and they see value in lowering the
entry barrier for companies to use ML. One of their exiting projects has been to
develop an ML anomaly detection tool that can be used in predictive maintenance3.
They wish to research how ML tools can be adapted and quickly used within an
optimal way out in the industry. This is relevant since there exists huge potential
in the field of predictive maintenance (Joblogic, 2019). This thesis is written in col-
laboration with IBM who contribute with the foundation to the problem statement
and a ML tool that was used together with an external client’s (Energy Machines)
data in order to test the findings of the thesis.

1Buzzword: "a word or expression of a particular subject area that has become fashionable by
being used a lot, especially on television and in the newspapers:" (Cambride, 2019)

2Models are ML algorithms trained with data.
3Planned preventive maintenance is the traditional way of tackling potential faults in the main-

tenance field and is a billion dollar industry revolving around equipment replacements.
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1. Introduction

1.1 Research questions

This research focused on identifying the challenges with applying ML in industry.
This was done by looking at ML adaption and challenges in the ML implementation
process from multiple angles. The thesis also aimed at identifying possible solutions
that could lower the entry barrier to implementing ML in the industry. This study
clarifies these objectives through the following three research questions:

RQ1:

What are the necessary tasks in the processes of embedding a ML algorithm in
a software system?

RQ2:

What are the challenges in regards to new software environments, new data,
new trends and new software engineers throughout the process of ML imple-
mentation in the industry?

RQ3:

How do time scope and increasingly rapid technological advancement affect
ML practitioners decisions and strategy during the process of adapting ML
algorithms, models and tools?4

There is a limited number of empirical studies that have conducted research related
to bridging the gap between ML research and industry. A topic that has been
researched even less is the software engineering aspect of the above-mentioned gap.
Řehůřek (2017) summarizes some challenges between the two entities and describes
the mummy effect which is the phenomenon where a research paper looks promising
but once you try to implement the new technology you realize that corners were cut
and everything crumbles apart.

This study aims to explore the gap between ML academic research and industry,
increasing the understanding of challenges that software engineers, data scientists,
and researchers need to face when looking to commercializing ML. Related research
and important concepts such as the mummy effect are described more thoroughly
in chapter 2.

To answer the above research questions, a qualitative case study was performed.
Data was collected from a total of 16 semi-structured interviews with data scientists,
researchers and ML practitioners from both industry and academia. The method
process of a case study with interviews is further described in chapter 3 together with

4Time, money, news, and other external influences affect our everyday decisions. This research
question aims to investigate how external parameters affect ML projects.
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1. Introduction

a method describing the practical verification process. In addition, the analysis was
done through transcribing interviews and a color-labeling method which is described
in detail in chapter 3. The results derived from the interviews in relation to the
research questions are presented in chapter 4 and are structured according to their
relevance. Furthermore, the results are discussed in chapter 5 and summarized in
chapter 6

1.2 Delimitations

This thesis has been done in collaboration with IBM and Energy Machines. Hence,
for safety reasons, details concerning their intellectual property rights have been left
out of the report. Furthermore, time restrictions limited the scope of the thesis, e.g.
what type of interviewees that was possible to interview. Early in the process, it
was decided to focus on data scientists and researcher in order to collect experience
relevant for ML projects as opposed to software engineers with ML experience, since
the later proved to be very hard to find.

The population interviewed where mainly data scientist from IBM. It would be
interesting to include more people from other companies in order to possibly make
the findings more general. However, focusing on IBM significantly simplified the
search for interviewees, hence it was an active decision that was needed in order to
fit the time restrictions.

In the planning phase, it was determined that the analysis of the case study would
be done semi-parallel to the practical verification. This was done in order to fit
the time scope but it may also have influenced certain choices and tools used in
the practical verification. The main idea behind the implementation test was to
test the findings but it may have introduced an amount of bias since it is largely a
self-reporting experience.

3



1. Introduction
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2
Background

In the following section, related research and important concepts will be is presented.
It starts with the basic principles behind machine learning, anomaly detection, roles
of data scientist and moves deeper into the existing gap and the challenges. Fur-
thermore, it continues with transformation and reusability.

2.1 Machine Learning

The quest for finding patterns in data is an old one according to Bishop (2006).
For example, Johannes Kepler discovered the empirical laws of planetary motions
through pattern recognition and these findings laid the foundation for the modern
world we know of today. Machine learning is fundamentally about the automatic
discovery of regularities in data through computer-based algorithms, in other words,
pattern recognition through automatic processing of data by evolving algorithms.

The author further explains that machine learning is also about probability theory
where uncertainty plays a key role. Given a fixed size of data, you are limited by the
information at hand since the model can only make predictions based on available
data.

Adding complex noise in the data that could be derived from non exact measure-
ments, the prediction becomes further probabilist. In machine learning, this uncer-
tainty is quantified and manipulated and together with decision theory, it creates
a powerful tool that lets people make an optimal prediction based on the gathered
information. Even though there may be noise and incomplete data.

2.1.1 The Machine Learning process

According to Sapp (2017), the first step of applying machine learning to a system
is understanding the problem. A problem taxonomy, i.e classification, is one way to

5



2. Background

start structuring a problem. These classifications can be; exploring and determining
new patterns in data or clustering; predictive ML; unsupervised ML learning when
there is no prior knowledge of the output and supervised learning, when labeled
training data is available. The next step involves a data preparation stage, iden-
tifying where data supports the problem and cleaning the data for ML execution,
including data transformation, normalization, missing values, etc.

Sapp (2017) further describes the process as modeling, validation, and execution.
These steps involve considering computer resources, numbers of features, computa-
tion time and criteria such as scalability, reliability, and efficiency. A range of ML
algorithms is scouted for training the model in this phase. Data is changeable, so
the most flexible algorithms are usually preferred. During an iterative execution,
the performance of the models is measured for validation. It is important to track
metrics of deployed algorithms periodically in order to properly measure the accu-
racy of models, i.e. in order to determine any seasonality. For the final deployment
stage, the outcome of models will inform decisions, feed applications or be stored
for future analysis. Models need to be updated and retrained in order to maintain
the quality and accuracy of prediction.

2.1.2 Different stages of ML

Lwakatare, Raj, Bosch, Holmström Olsson, and Crnkovic (2019) describes four dif-
ferent stages of ML systems and summarizes the challenges of each stage, see Fig-
ure 2.1. Each deployment iteration faces special challenges unique for that setting.
For example, in the prototyping stage, it can be hard to accurately specify a correct
problem formulation. While in a critical deployment there instead may arise prob-
lems related to scalability. It is clear that each step has its own specific threats that
may not be clear from the beginning. Instead, each ML project needs to face new
challenges as the model and surrounding environment progresses.

6



2. Background

Figure 2.1: Challenges in different stages of ML systems

2.2 Challenges in Machine Learning

In this section, existing challenges were listed from the literature including long
term costs in machine learning fast development – hidden technical debt, possible
challenges for commercial interests, problems related to huge data management for
training in ML and challenges in Deep Learning.

2.2.1 Hidden Technical debt in Machine Learning

Sculley et al. (2015) argues that ML systems have a high tendency to acquire techni-
cal debt1 since ML systems require all the traditional maintenance problems together
with all the unique challenges of ML. This involves issues at the system level which
is a higher abstraction level than at the code level. For example, a system might
subtly evolve differently depending on user data, introducing small corruptions that
gradually reduce intended structure and performance. Refactoring and other tradi-
tional tools that are used to tackle hidden technical debt are not enough to counter
these new, higher level challenges.

1Technical debt, first introduced by Ward Cunningham in 1992 refers to the concept of accu-
mulating long term costs as a consequence of moving fast in Software Engineering

7



2. Background

The authors further explain trade-offs and technical debt specific to ML systems
that are accumulating in the ML community. Bellow is a short summary list of
some of the challenges.

• Correction cascades can occur in a situation when it is tempting to reuse a
model that was intended for a specific problem A to solve a slightly different
problem A*. Using the first model as prior and quickly correct the model with
the new data. This may work smoothly and beneficially but it also increases
the correct gap for the next problem. Say this the scenario reoccurs five times,
then the original model may be vastly different from the fifth, cascading the
correction gap.

• Data dependencies are necessary in order to create ML systems but they are
also more costly than code dependencies since they are harder to detect. Ex-
amples of data dependencies that cause a disturbance are unstable data flow
from sensors. Signals that change their behavior over time such as mean tem-
perature in the winter half-year compared to summer. Furthermore, there can
be data dependencies in bundled features that together evaluate to be useful
but was the rushed decision in order to meet a deadline. Resulting in fea-
tures that may contribute little or no value. One way to tackle underutilized
features is to conduct the leave-one-feature-out evaluation.

• Feedback loops and scalability is also a reoccurring challenge where some algo-
rithms and settings in smaller pilot studies do not scale well to the real-world
problem. There may also be hidden feedback loops that cause the model to
take misguided action, one example being two stock-market prediction models
that trigger buy or sell on each others’ outputs.

• Glue code is the additional code required to adopt a generic ML package or
library to your own solution. The amount of supporting code that is needed
to get the right input and output to and from the model. It might be cheaper
and more efficient to create a customized solution from the beginning.

• Pipeline jungles is another phenomenon that may arise in the data preparation
phase. New signals may lead to a bundle of different supporting structures that
together becomes extremely complex to manage and needs extensive end-to-
end testing. To counter this it is important that engineers and researchers
work closely together.

• Other smells worth mentioning are multiple language smell, prototype smell,
prediction bias, and legacy features.
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2.2.2 Conflict between ML research and commercial inter-
ests

Dominique Foray (2009) argue that commercial interests may mitigate combined
research efforts. Industry to a large degree relies on intellectual property rights
(ITP) developed by the researcher. The lock-in mechanism may discourage other
researchers from building upon this research in order to advance the field. Hence,
there is a dilemma between commercial interest and scientific advancement.

The author further describes that commercial interest may affect some research more
than others. For example, government research laboratories (GRLs) and research
universities (RUs) are two main institutions for research. GRLs research is organized
to targeted objectives and naturally, is not as "free" as in RU, while RU researches
are carried individually, the possibility of research exhibiting hysteresis effects2 is
then typically larger at the later.

2.2.3 The Mummy effect

Řehůřek (2017) states that the Mummy effect is an increasingly reoccurring phe-
nomenon in the ML field. As mentioned in the introduction, the Mummy effect oc-
curs when research articles brag about revolutionary findings that quickly falls apart
during external reenactments due to poor methods. Like an Egyptian mummy that
looks intact but breaks at a light touch. The phenomenon is also applicable in an
industrial context since multiple companies may get drawn into trying a technology
that is not transferable or adaptable to their portfolio.

Jarmul (2017) exemplifies this in her talk at the PyData Conference in 2017 by
describing some challenges with deep learning and why it may be better to stick to
simpler, more reliable models. One reason is that the complexity of the deep learning
models may affect the interpretability of models. If a researcher cannot explain how
the model works, then it may lead to other problems such as reproducibility. Sticking
to Simpler models that the researcher can understand and argue for may be a better
way forth for the community surrounding ML and AI.

2.2.4 Important aspects in ML adaption

López, Mordvanyuk, Gay, and Pla (2018) describe the challenges in transforming
sensor data to useful information that can be used in clinical findings. The process

2hysteresis effect: researchers reputation increases the chance of receiving research grants which
further spirals reputation and new grants. Which may mitigate the system’s capability of identi-
fying the best research (Foray, 2004).

9



2. Background

of interpreting sensor data in their specific research requires expertise from nurses
and doctors. The author further states that AI an ML models can play an impor-
tant role in supporting the interpretation process. However, he also stresses that
knowledgeable people are required who can make the decisions regarding suitable
representations of data, what ML models to use in the vast selection of alternatives,
the wanted outcome, and quality of findings. The above challenges are relevant and
applicable also in IBM’s case since a qualified operator is needed in order to deter-
mine if a sensor is really abnormal3, if the data representation is useful and how the
alarm should be treated.

Menzies and Rogers (2015) describe some challenges with working with data, for
example, not all data from a client will be useful. You need to set up some relevance
filter that can help with sorting the useful data from the corrupt data. To have a
successful data science project there also needs to be (1) light on the users, not just
the algorithms, (2) the math and tools and problem domain should be well known,
(3) inspect and clean data before use, (4) Data science is an iterative process that
usually means that the prediction needs to be tested several times before it can show
useful results.

2.2.5 Challenges of Data Management in ML Production

Polyzotis, Roy, Whang, and Zinkevich (2017) aim to increase the awareness of the
data management challenges in regards to analyzing, modeling, validating, enriching
and debugging data in an industrial setting. The authors specifically highlight the
challenges in building robust data pipelines for ML in the industry. For example,
one problem described by the authors is making sure the data passed through the
pipeline is validated, in other words, that no invalid data is used that may affect the
model negatively or in later stages corrupt other reliant programs. Another problem
is that the countermeasures to deal with invalidated data such as enforcing a specific
format on the data is not always usable in a production setting.

Polyzotis et al. (2017) further describes that engineers and data scientist needs
to spend a big portion of their time understanding the raw data before it can be
deployed. Common methods used are different visual plots, the range of features,
correlations and removing outliers. This can be hugely time-consuming, especially
when up-scaled models require large amounts of data. Requiring domain knowledge
and mapping the external dependencies is also necessary in order to produce any
significant result.

Another important aspect in the preparation phase, related to developing a data
pipeline is the cleaning of the data. Polyzotis et al. (2017) describes the challenging

3IBM has chosen not to classify anomalies in detail, instead of the tool output the sensor ids
that are alerting the system. They are depending on operators to make the final judgment of the
systems state.
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process of cleaning a data pipeline, i.e evaluating a set of data. This is organized
in three steps, the first being: identifying where an error has occurred. If the
distribution of a parameter has changed over time, it is crucial to determine the
surrounding contributing factors. Is it a naturally occurring phenomenon in the
data or is it a real error. Localizing the start and stop for the occurring change.
Next is measuring the impact of the error. Sometimes it can be preferred to ignore
the error-prone data signal if it does not significantly affect the overall performance.
However, in order to measure the impact, it is necessary to run a test on the data
as described by López et al. (2018). The third step is to remove the error which can
be done by finding the bug or more easily updating the pipeline to not include the
data tag.

Polyzotis et al. (2017) also explains a few approaches to enriching the data. En-
riching meaning to increase the size of the training data, exploring new features
and using transformations of data in order to improve the model. Designing a data
catalog with responding correlations might help in this task and the author also
stresses that the team needs to understand the effect of the enrichment in order
asses it. Finally, the authors also describes the challenge of sensitive data (etc hos-
pital journals) in terms of excessive overhead. The administration might slow down
the development process, hence one possible action could be to approximate the size
and quality of the data without additional access before it is tested.

2.2.6 Challenges in Deep Learning

Arpteg, Brinne, Crnkovic-Friis, and Bosch (2018) analyzed 7 deep learning projects
and identified 12 challenges. These challenges were then further categorized into 3
areas: development, production, organization. Below is a short summation of each
area.

• Development: A large number of experiments need to be performed to iden-
tify the optimal model, so the exact version of components like hardware,
platform, configuration, training data need to be documented. This need ver-
sion control tools for DL. Another transparency problem is that in DL, it’s
difficult to isolate functional areas. If the model is complex and inherently irre-
ducible, the explanation would be complex too. In addition, using framework
and libraries make it difficult to debug problems and test the data. Manual
evaluation is impossible due to millions of parameters.

• Production: The training time for DL is few days up to several weeks while
the platforms update weekly or daily with noticeable improvements. In a
production environment, it may be increasingly important to maximize per-
formance in accuracy, this may lead to a conflict in speed. In addition, it is
hard to cover all edge cases in production. Models in a big data context can
make the prediction into a self-fulfilling prophecy. For example, a prediction
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about a students university acceptance rate based on the students’ environ-
ment may discourage a student from applying to a certain university. Another
problem is the glue code and supporting system. Not keeping those up to date
can introduce new challenges in production.

• Organization: The collaboration between different teams is a challenge. For
the ML project, it is unclear for the model could achieve the goal and hard to
decrease the scope and do effort estimation. From a privacy and data safety
perspective, it is hard for a designer to control where and how the big data
is stored. No comprehensive terms of service agreements from companies may
introduce a question of data safety and privacy. Another aspect is the cultural
difference between data scientists and engineers, where a data scientist cares
more about the prediction result and engineer care more about maintainability
and stability.

2.3 Roles in Machine Learning

Software engineers and data scientists have different tasks in ML processes. In
this section, the workflow of software engineers and the roles of data scientists are
described.

2.3.1 Software Engineering for Machine Learning

Saleema Amershi (2019) describes a workflow consisting of nine activities that every
data scientist goes through, see Figure 2.2 and presents a process maturity metric
that can help teams orient themselves in their AI development. The earlier stages
such as data accumulation and cleaning seem to be the most challenging for all
respondents while finding the education is ranked as harder by more junior expe-
rienced respondents while more experienced respondents rank model-evaluation as
more challenging etc. In the case study, they interviewed 114 stakeholders with ML
experience and later conducted a survey based on the results. In the study, they
also describe that some teams interviewed had developed their own best practices
to help in developing scalable AI applications which included combining some of
the workflow steps, automation of data streaming, agile workflows and modularity.
They also present three main differences in AI development and traditional software
engineering. The first being that the initial steps, i.e. discovering, managing, and
version control of data is more complex than corresponding activities in software
development. Secondly, that scaling and customization of models require ML ex-
pertise to be involved in the process to a certain degree, pure software engineering
is not enough. Thirdly, that modularity is more complex when working with AI
since models and data pipelines usually entangle. These findings can help to solve
challenges that may arise when creating large scale AI solutions.
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Figure 2.2: ML workflow process presented by Saleema Amershi (2019).

2.3.2 Data scientist roles

Kim et al. (2016) investigates the different roles a Data scientist can have in software
engineering. Only recently have companies started to understand the power of data-
driven decisions. Gathering and cultivating data is a growing trend but it also
requires competent engineers or data scientists. The young profession comes with a
variety of meanings for different people in the industry. After a series of interviews
with data scientists, the authors summarized the different roles into five types, see
Table 2.1.

Role Explanation
Insight
Providers

work with engineers to collect the
data needed to inform decisions
that managers make

Modeling
Specialists

use their machine learning exper-
tise to build predictive models

Platform
Builders

create data platforms, balancing
both engineering and data analy-
sis concerns

Polymaths do all data science activities
themselves

Team
Leaders

run teams of data scientists and
spread best practices

Table 2.1: The five main different data scientist roles as presented by Kim et al.
(2016).

2.4 ML Technologies

This section covers some of the technologies relevant for data scientists working
with implementing ML in industry. It also has a section describing different types
of anomalies in anomaly detection.
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Figure 2.3: Workflow process in Google clouds AI platform.

2.4.1 AI-platforms

Xing et al. (2015) investigates the problem of developing distributed machine learn-
ing frameworks, e.g. ML platforms, in terms of efficiency, correctness, programma-
bility, and tradeoffs. AI platforms are a recent trend that aims to provide space
for scalable ML models as a result of single machine bottlenecks that have a hard
time processing Big Data4. Many platforms provide partial solutions to making ML
more accessible but fail to address all problems. Xing et al. (2015) further aim to de-
scribe these differences and present a new distributed ML framework (Petuum) that
specializes in ML-centric optimization-theoretic principle instead of the more con-
ventional operational objectives centered platforms. Google’s Tensorflow is another
example of a ML platform (Tensorflow, 2019). According to Xing et al. (2015), AI
platforms are one area being developed in order to bridge the gap between research
and production. Figure 2.3 is one example of an AI-platform flow chart.

2.4.2 Narrow AI to Broad AI

Russell and Norvig (2009) describe Artificial Narrow Intelligence (Narrow AI) as an
AI that is programmed to be used for a single task such as predicting the weather.
Narrow AI trains a model for a specific problem and from a predetermined data set.
In order to make the Narrow AI more similar to human intelligence, i.e. conscious-
ness, Narrow AI needs the ability to transfer the learned skills. In other words,
the Narrow AI needs to be able to adapt to new information and objectives. This
concept is proposed to be named Broad AI or Artificial General Intelligence(General
AI). General AI uses multiple data streams in order to identify a specific situation
and make agile cognitive complex decisions that in the end can produce better re-
sults. In short, all "AI" that is used today is Narrow AI but the author predicts
Broad AI will eventually be developed to some degree.

4Big Data: Large sets of data e.g petabytes, terabytes of data
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2.4.3 Anomaly detection

Since this thesis also involves a practical implementation surrounding anomaly de-
tection it is relevant to elaborate on some of the concepts.

Chandola, Banerjee, and Kumar (2009) describes anomaly detection as the problem
of identifying patterns in data that do not reflect expected behavior. Nonconforming
patterns are generally referred to as anomalies but different domains may use other
terms such as outliers, exceptions, surprises, aberrations or contaminants. The
authors further explain that anomaly detection can be used in a verity of application
fields such as fraud detection in credit cards, health care, intrusion detection and
fault detection in safety-critical systems. The last being the critical focus point in
this thesis.

According to Chandola et al. (2009) anomalies can be divided into three different
categories:

Point anomalies, individual points are considered anomalies if they fluctuate com-
pared to the rest of the data. It is the simplest and most used category in anomaly
detection research. For example, in credit card fraud detection, it might be a per-
son’s transactions that are subject to modeling. If a transaction involves a high sum
in relation to the usual transactions it might be termed abnormal.

Contextual anomalies is when a data point might be out of place in a certain
context but not when compared to the whole data set. It would then be termed as
a contextual anomaly. This approach requires two sets of attributes. First, a con-
textual attribute which determines the context of the point and behavior attributes
that represents the noncontextual characteristics of the data point.

Collective anomalies, if a group of points is behaving in an non-typical way
compared to the rest of the data set, they might be termed collective anomalies. So
individual points of a group might not be anomalies by themselves but as a group,
they correspond to abnormal behavior.
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3
Methods

The research design and process is described chronologically and follows a case study
design and its corresponding structure.

The process of adapting ML algorithms and models is a contemporary phenomenon
occurring all over the world in different settings. According to Runeson and Höst
(2009) a case study lets researchers look at the phenomenon in their natural, real-
life context. This fits the purpose and research questions of this thesis, exploring
how researchers and practitioners are handling the gap between ML research and
industry. The factors in case studies cannot be controlled, instead, researchers can
look at the phenomenon interacting with the context it is in. The research findings
are obtained by looking at analytic depth in typical and special cases. This case
study was carried out based on what Runeson and Höst (2009) and Lenberg, Feldt,
Wallgren Tengberb, Tidefors, and Graziotin (2017)’s description in their articles,
the flow of our methods is shown in Figure 3.1.

Figure 3.1: Method process
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3.1 Design phase

According to Runeson and Höst (2009), the design phase defines the structure of a
case study into a work plan. The plan is also built upon juridical, professional and
ethical requirements of the thesis. In our case, Chalmers’, IBM’s and Energy Ma-
chines’ ideas were taken into account since they were all stakeholders in this thesis.
All parties had different value driven requests that needed to be addressed before
the actual work plan could be executed. Consequently, each RQ was developed to
incorporate a part of all the different stakeholder’s requirements, e.g. for Chalmers,
this mainly revolved around making a novel contribution to the Software Engineer-
ing field. After a few iterations of the proposal, the objective of the project was
divided into two separate parts: the first being a qualitative study and the second
being a practical verification of the findings from the first study.

Runeson and Höst (2009) describe steps that can help researchers in their case
study process. These steps can be used in order to help validate the research pro-
gression. For example, the author emphasizes that the initial steps of a case study
are depending on a thorough literature review in order to formulate good research
questions. In order to formulate relevant research questions, the theory for this the-
sis was organized by searching for topics related to software engineering and ML,
anomaly detection, challenges in ML, etc. Literature was chosen based on publica-
tion date, number of citations, and type of study primarily. After the first draft of
the thesis proposal and corresponding feedback, the search pivoted to look for more
literature regarding the software engineering role in ML implementation processes.
The amount of literature proved to be scarce but after a thorough search and some
tips about new research papers (about to be published), the combined theory was
deemed sufficient. From the theory and through dialog with the stakeholders, the
identified gap in the ML field and the scope of the thesis was decided to revolve
around; how to get ML out in the industry from a software engineering perspective.

3.1.1 Interviewees

The interviewees were mainly selected based on their experience and development
of ML. Both researchers, data science practitioners in the industry (IBM, Ericsson)
and in university (Chalmers University of Technology) with senior or junior expe-
rience were interviewed in order to get a wide spectrum of input. At the start of
each interview, the interviewees were asked to place themselves among five different
types of data scientist roles. According to Kim et al. (2016) there are five different
types of data scientist roles which are explained in subsection 2.3.2. This question
is highlighted for getting a clearer view of the interviewees owns perception of their
working role. In total, 16 interviews were conducted, Table 3.1 specifies all inter-
views, including the interviewee’s title, experience, and role type according to the
classification described by Kim et al. (2016)
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ID ML Expe-
rience

Title Type Gender From Working
Area

1 15 years Senior researcher Team leader, Poly-
math

male Europe Academia

2 2 years Postdoc Insight provider female Europe Academia
3 3 years Phd Polymath male Asia Academia
4 20 years Senior data scientist Modeling specialist male Asia Industry
5 5 years Senior researcher Platform builder male Europe Academia
6 15 years Senior researcher Team leader male North

America
Industry

7 2 years Junior data scientist Data specialist female Europe Industry
8 10 years Senior data scientist Modeling specialist

Insight provider
Team leader

male Asia Industry

9 10 years Senior researcher Team leader male Europe Academia
10 6 years Senior data Scientist Team leader female Europe Industry
11 2 years Junior data scientist Insight provider male Europe Industry
12 2 years Junior data scientist Polymath male Europe Industry
13 2 years Junior data scientist Platform builder female Europe Industry
14 5 years Senior data scientist Polymath male Europe Industry
15 5 years Data scientist Team leader female Europe Industry
16 15 years Senior researcher Modeling specialist male Asia Industry

Table 3.1: The participants interviewed for this study.
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3.1.2 Semi-structured Interview

According to Runeson, Host, Rainer, and Regnell (2012), three types of interview
formats can be chosen when conducting a case study: fully structured interviews,
semi-structured interviews or unstructured interviews. Since we did not know be-
forehand how homogeneous the interviewees would be, and we wanted to have the
freedom of adjusting the questions towards each individual subject, we choose to de-
sign a semi-structured interview protocol with a mix of open and closed questions.
Semi-structured interviews let the interviewer adapt the questions to a larger degree
than fully structured interviews but at the same time keeps a clear structure.

3.1.3 Interview design and iteration

The funnel principle of structuring interview protocol described by Runeson et al.
(2012) was selected, which starts broad with warm-up questions and then slims
down to targeted questions. Therefore, the first set of interview questions was
designed in parallel to the first thesis proposal, including 11 basic questions based
on our research questions. Furthermore, after some feedback from our supervisor, we
structured the interview protocol to include more in-depth questions. After the third
iteration, we conducted a pilot interview with a Ph.D. student in Machine Learning
and afterward adjusted some questions in the list based on the perceived flow of the
interview. The result from the pilot interview provided insights, so we decided to
keep the pilot interview and analyzed it together with the other 15 interviews. The
final set of interview questions can be found in Appendix A.

As stated in subsection 3.1.2, the semi-structured interview allows for tweaking of
questions to better reflect the background of the interviewee. In addition, the time
limit played a role in prioritizing of questions during some interviews.

3.2 Data collection

Data collection included identifying, contacting, scheduling and conducting inter-
views. The second phase proved to be more time consuming and challenging than
first anticipated since it was hard to access to people with ML experience. However,
our IBM supervisor provided a list of relevant IBM people of which the majority
agreed to participate in this research.

A total of 16 interviews were conducted due to the saturation of new insights. The
interview duration ranged from 35 to 65 minutes and all interviews were recorded
with the interviewee’s approval. Three or four interviews were scheduled every week.
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3.3 Analysis of interview data

In order to analyze qualitative data in a case study setting, Runeson et al. (2012)
and Vaismoradi, Turunen, and Bondas (2013) suggest that results should be de-
rived through theme identification. Themes, patterns, and relationships between
the answers of interviewees are labeled and later summarized in a structured man-
ner. Following subsections describe how the analysis was conducted as suggested by
Runeson et al. (2012) and Vaismoradi et al. (2013).

3.3.1 Analysis of transcripts and interview content

Runeson et al. (2012) build their analysis method on transcripts of interviews. This
approach was taken in this study, and all interviewees were asked prior to the inter-
view if they could be recorded. As soon as possible after each interview, transcribing
was conducted and in total it summarized to 128 pages or 78072 words. This made it
possible for both researchers to listen actively during the interviews without the need
for extensive note-taking. According to Guion, Diehl, and McDonald (2001), active
listening facilitates relevant follow-up questions which is one of the main advantages
of semi-structured interviews.

Transcribing interviews is time-consuming but it makes interviewers feel comfortable
that all questions and answers are covered and that the accuracy for a future result
is solid. However, some words and sentences were in some cases labeled as unheard
due to different accents combined with blurry audio. Furthermore, in rare cases,
the interviewee also asked not to be cited in certain areas that might be subject to
confidentiality. These paragraphs were left out of the transcriptions. According to
Bailey (2008) there is also a question of the level of detail that should be covered in
the transcription. The level was kept high by for example including relevant moods
such as laughter in the transcripts in order to more closely reflect the true meaning
of the answers.
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Figure 3.2: IBM Watson natural language processor API used in the transcribing
process

According to Runeson et al. (2012) transcribing interviews also increase the re-
searcher’s comprehension of the qualitative data and facilitates in-depth analysis
since the researchers are required to listen to the recording multiple times. In this
research process, we explored three online Natural Language Processors (NLP), one
being IBM’s own service shown in Figure 3.2, these were tested to conduct the test
edition of transcribed results. The NLP service we finally used generated a draft
text document which in the majority of the cases saved considerate amounts of time
and energy.

Figure 3.3: Highlighted example results from the inital analysis.

However, all transcripts required additional manual adjustments. In cases where
interviewees had strong accents, the NLP tools were not sufficient, therefore, we had
to manually transcribe those interviews. During the coding of transcripts, we also
conducted the first analysis of the data shown as an example in Figure 3.3. While
listening to the recordings and adjusting the transcript drafts from the NLP tool(s),
answers relevant to the RQs and other noteworthy paragraphs were highlighted by
us. This constitutes the initial high-level labeling of relevant findings.
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Figure 3.4: Theme extract example - columns where used to sort the result

3.3.2 Thematic content analysis

As shown in Figure 3.4, we extracted themes out of the transcribed interview texts
in regards to our three research questions, putting all valuable transcribed content
into a large excel table. The ML experience information of the participant is blurred
to protect the privacy of the participant, the research questions are put in the first
row, participant number and name are put in the first column. Each relevant theme
got a growing number of columns depending on the number of insightful answers.
The whole table is large and to give an idea about it, part of the different stages are
shown in Figure 3.5.
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Figure 3.5: Part of theme table with citations related to different themes.

The themes were reorganized in the color labeling stage. Besides, the explanation
of final edition theme table is shown in chapter 4 in Table 4.1.

3.3.3 Color Labeling and information extraction

After the two initial iterations of theme identification: one is described in subsec-
tion 3.3.2, another is what we did in the color labeling stage, in the next step, the
citations in each box were carefully inspected and highlighted with an individual
headline and theme color, shown in Figure 3.6. Some citation blocks spanned over
multiple themes. These were given the theme that reflected the specific questions
the most. All boxes got color labels with the exception of some irrelevant answers
and warm up questions. The headlines and respective theme colors are listed in
Figure 3.7. Color labeling helped us to investigate the theme in more detailed, with
new valuable themes were discovered.

While color-labeling the data, the citations were summarized into bullet points in
order to get a more compact collection of statements from every theme. These bullet
points were analyzed, combined and restructured in order to distinguish deeper
insights. The description of themes and bullet points in Figure 3.7 is presented later
in chapter 4.
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Figure 3.6: Part of color labeling table used to distinguish different themes.

Figure 3.7: Theme headlines with their color in color labeling
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3.3.4 Interaction analysis

Looking at the visual representation of the color labels it became evident that some
colors where reoccurring more frequently than others. Runeson et al. (2012) also
suggest to draw a structure to the themes in hierarchical order and to give them
priority in the analysis based on the times the themes were mentioned. This was
done at the beginning of the chapter 4.

Some of our most occurring themes where: the importance of preparing data, the
explainability of models and implementation procedures. We will present the dif-
ferent findings in ascending order. This observation will then reflected in chapter 4
and chapter 5 by presented.

3.4 Practical verification

As a supplement to the qualitative case study, a practical experimental verification
of the case study’s result was carried out. The practical verification included im-
plementation of IBM’s anomaly detection system and running the system on new
data gathered from a prospected client, namely Energy Machines. The purpose of
the experiment was to investigate and confirm the findings in chapter 4 and to test
the feasibility of reducing the maintenance cost for the client company by alarming
for leakage before it occurs.

The process overview of practical verification is shown in Figure 3.8, the two over-
lapping parts in the diagram and the final results will be described in section 4.6. In
the following sections, the first step of preparation in terms of the client and systems
will be explained.

3.4.1 IBM’s cognitive anomaly detection system

IBM has aimed at developing an ML cognitive anomaly detection system(CADS)
that is adaptable towards new customers. The CADS takes real-time data from in-
dustry machines’ sensors as input to two ML models (Boltzmann Machine, Isolation
Forest) and then outputs anomalies in the data flow which could potentially indicate
inference. As shown in Figure 3.9, the CADS system shows the status of the selected
sensors: for example, the dark blue line in the chart represents the real data from the
sensor tagged as SITE.ASSET71KL630 in cluster CONVEYOR_CLUSTER_16 by
using model 1, the light blue line represents the prediction value which apparently
has similar value with the dark blue line, and the anomalies points are marked as red
points in the diagram. The vision is that this type of ML predictions could lower
scheduled maintenance since the tool alerts an operator before a small anomaly
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Figure 3.8: Overview of method and result for practical verification
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grows into a potential failure.

Figure 3.9: Example view of IBM’s Cognitive Anomaly Detection System

3.4.2 Finding out the clients and their system

In parallel with the case study preparation described in section 3.1, the search
for a suitable client with corresponding sensor data commenced. The researchers
contacted companies such as Renova, Göteborgs Energi, Sweco, Energy Machines
and Västtrafik, requesting their data for future testing and model training. After
communication through emails, presentation, and meetings, the final chosen client
was Energy Machines. The reason to chose them was that Energy Machines re-
acted actively for the exploration and expectation of new ML technology during the
discussion, as well as they had their own existing human-machine interface(HMI)
named ControlMachines(TM) for monitoring their sensor data. Energy Machines
as a company offers two products: ClimateMachines(TM) the air handling unit
and EnergyMachines(TM) the heat pump and delivers it in complete designs on
integrated energy systems on cooling and heating. The HMI of Energy Machines
lets users monitor the status plants and sensors (see Figure 3.10), it also records
operations and alarms in the plant.
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Figure 3.11: The structure of sensors related to main leakage problem

Figure 3.10: Trend of sensors in ControlMachines(TM) HMI

3.4.3 Identify the problem

During the meetings with Energy Machines, they stressed that their highest priority
was to identify when there had been a leakage in the refrigerant system. To help the
researchers in their search they provided seven sensors out of around 60 which they
thought would show the highest correlation with a leakage. These sensors would
then be used for clustering (see subsection 4.6.2). However, after continuous dialog
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and several iterations of tests, the final number of identified sensors with possible
relation to the leakage problem was 11, see Figure 3.11.

In order for the researcher to distinguish a regular outlier from an anomaly, En-
ergy Machines explained their hypothesis of the leakage phenomenon; First, the
expansion valve E of sensor EMA_SV1_ActualReq is going towards 100%, where
the rate of increase speed dependent on the size of leakage. In the next situation,
there is a value X of the subcooling system is calculated by condensing temperature
minus liquid line temperature(sensor value EMA_GT14_PV - EMA_GT16_PV
in Figure 3.11). The key phenomenon is that the value X starts to go toward 0
kelvin or negative 2 to 3 Celsius. More specifically, one degree’s change within 30
minutes and the expansion value deviate from normal operation. So this means
that the abnormal operation is when the E value is open more than the normal
state while the condensation is low. After the value E up to 100% open, the suc-
tion pressure(EMA_GP11_PV) and evaporating temperature(EMA_GT11_PV)
will decrease. All these situations leading to decreasing COP of the unit efficiency
or break down, and superheat will be increased at the same time. As a result, we
put all related sensors into the physical cluster as shown in Figure 3.11. The interac-
tions inside those sensors would be further analyzed after inner clustering described
in section 4.6.

30



4
Results

Our result contains two parts, the main part is organized from the qualitative case
study, which were divided into five main areas: techniques, data scientist, software
engineer, management and client. The themes are divided based on different roles
in ML projects, where Techniques is also extracted as a separate area since it is
used by other roles, their relations are shown in Figure 4.11. The detailed hierarchy
of sections and themes is displayed in Table 4.1, where all the identified themes
are presented with a short explanation with the corresponding mappings to research
questions. Many themes are interconnected and can not be strictly separated, hence,
there may be reoccurring statements in different parts of the result section. The
second part from section 4.6 is the result from our practical verification test with
IBM’s anomaly detection tool and Energy Machines Data, whose method also was
described in section 3.4.

Figure 4.1: High-level mind map of roles and their interconnections identified in
the study.

1Areas fell into 4 high-level roles and 1 technique, which are extracted from the list of questions,
see Appendix A and the resulting themes are extracted from the transcripts, see subsection 3.3.2
and color labeling in subsection 3.3.3
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Figure 4.2: Overview of roles with corresponding themes.
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ID Theme Explanation Research
ques-
tion

1 Data exploration and cluster-
ing

Data understanding, cleaning, de-
veloping data pipeline, etc

RQ1

2 Data science and agile method-
ology and technical debt

Is there any conflict for data scientist
working in Agile method?

RQ2

3 Feature and algorithm selec-
tion

What features and which algorithm
should be used for a better result?

RQ1

4 Privacy vs open source Data, algorithm privacy, model pri-
vacy, possibility to build upon other
researchers’ existing models

RQ2

5 Engineering Comprehension Collaboration and ability to under-
stand, how to fit in the new group

RQ2

6 Explainability: what is the
business value?

How to explain the prediction re-
sult and how the model works, what
are the challenges towards customer
qualification

RQ2

7 Unique situation/adaptability Possibility to reuse the working
method, algorithm, data, model,
system, etc

RQ2

8 Time Scope Measure the scope of the project in
terms of time and money

RQ3

9 Anomaly detection algorithms This is preparation for IBM anomaly
detection system and our practical
verification part

RQ2

10 Implementation The process for developing a Ma-
chine Learning system.

RQ1

11 Goal of project Project goal in research and engineer
perspective.

RQ1

12 Conflict between academic and
industry

Time, accuracy, project scale, the
customer.

RQ2

13 Deep learning DL is a highly discussed trend. RQ3
14 Accuracy & Validation Validate the ML result, improve the

accuracy of the model.
RQ2

15 New trends: Normal to specific AI to AI, broad AI to specific AI RQ2
16 Implementation procedures What are the process and challenges

in implementing the model to the
system, to make ML into the indus-
try.

RQ2

17 Risk management Could the model be trained or re-
trained automatically?

RQ3

18 External Influence If new technology new algorithm
comes, what to change

RQ3
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19 Transformative retrain the model or set up a new
model based on an existing model

RQ3

20 GANS Generative Adversarial Networks are
deep neural net architectures com-
prised of two nets, pitting one
against the other

RQ1

21 Other new technology in ML The trends of ML in interviewer’s
perspective.

RQ3

Table 4.1: Identified themes and corresponding explanations.

4.1 Techniques and conflict

In this section, the most reoccurring technical challenges and that interviewees face
when applying ML are presented together with corresponding solutions used by
the interviewees. The section also covers future trends and technologies related to
possible future solutions.

Figure 4.3: Result Mind Map for techniques

4.1.1 Uniqueness and transferability

All interviewees talk about the uniqueness of projects. The challenges of transferring
and reusing any previous results to new projects are hard since customers have

34



4. Results

different data, goals, and environments. However, there are some techniques such
as AI-platforms which are up and coming that may alter this in the future.

4.1.1.1 Unique result and solution for industry

One challenge of applying ML in unique industrial settings is related to extracting
the right mathematical expression for the industrial problem. The reason behind
the difficulty of extracting mathematical expressions is that, although the theory
behind ML has existed for a long time, it is only now that the computational power
is available to the general public, and also for more and more available universal
education for ML. There can also be restrictive requirements that limit the project,
such as it may be prohibited to use multiple customers’ training data in the same
model. Still, it is the feature extraction and problem formulation that sets the
overall restraints of the industrial adaption of ML according to the interviewees.

"Principles of machine learning and AI are simple but we cannot apply these
principles to any situation. The problem is that we have many many different
situations in the real world so one specific real-world application is different than
others." - participant 8

Another interviewee states that creating a custom piece of technology (through a
pilot study) and making it applicable in other areas is typically not possible, which
is also the reason why it is usually very expensive to conduct ML projects. However,
the person in charge of the project should be aware of the resources required to scale
and also the learning outcome of the project. The big question for practitioners is
how much progress, in terms of learning outcome has been made.

Will we be able to reproduce this (ML project) faster and more efficiently next
time? - participant 6

4.1.1.2 Transfer and Transformative ML

Transfer ML is the act of reusing pre-trained models designed for a specific problem
as a starting point for another model. Furthermore, transformative ML is a specific
transfer method and different interviewees seem to have different views of what the
concept really means. However, there is a high-level agreement that it specifies
reusing data and already trained models, e.g. by reusing features from vehicle
recognition in car recognition. Transfer and transformative ML is mentioned by nine
interviewees, however only one had a positive experience with reusing pre-trained
models in other projects and domains, others did not have experience for reusing
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and most of them think reusing models especially in a specific industry scenario is
unrealistic.

"Both, we are going from storage to server so that’s the same field if you will.
But we are also trying to now move for example to wind turbines and wind
turbines are a completely different type of equipment." - participant 10

The overall consensus was that transfer model could work in theory but that it is not
used in practice due to the difference in data and industrial uniqueness that described
in subsubsection 4.1.1.1. Many interviewees have tried it without succeeding.

"You can not just simply take something from the shelf and apply it to your
specific data, you need to know or understand what’s going on." - participant 1

However, features from similar data can sometimes be reused and the field is be-
ing explored by some of the bigger IT-giants. IBM and Google are for example
developing platform services that are meant to cut out the data scientists work,
which is discussed in subsubsection 4.1.3.3. It is becoming more and more apparent
that companies want to reuse previous investments, especially in images recognition,
natural language processing, and customer identification. This is elaborated in sub-
section 4.1.3. In deep learning, for example, transfer ML could mean retraining the
last layer of the neural network as mentioned in the second quote below. Related
results are reusing the working method and increasing the modularity of the system,
which will be described in subsubsection 4.3.2.2 and subsubsection 4.3.2.3.

"You can take a part of that model and add a small extra part of it which is
specific to your problem. Then you retrain it but still rely on what was done
before. So then if you had your own image recognition problem then you don’t
need as much data for that problem. This is typically a cheap way to get good
accuracy first...retraining or adapting the model to a specific task is one way of
reusing previous work, in deep learning that could mean the last layer of the
learning network..." - participant 9

4.1.2 The gap between academia and industry

Seven interviewees also mentioned the clash between researches at university and
industry. The bigger IT-giants have the advantage of huge computational power
and data pipelines that make for the worlds most promising science in the ML field.
Companies see value in publishing their research in order to attract attention and
raising their stocks. However, it is almost impossible for the average researchers
to replicate these studies since they do not have access to the surrounding support

36



4. Results

structure needed, such as computational power and data streams. This leaves a
gap between top research and applicable ML since it is not accessible to academic
units and as a result, less validated. One interviewee mentioned that the IT-giants
might need to start providing their support structure for the researchers who want
to replicate and improve IT-giants’ studies as a possible solution. Other interviewees
mention that some companies already provide this but that it is complicated to get
them through the process.

"Today you get the data, you get the software, everything, for example, you
just don’t have the computing power, right I mean who has even tensor units to
train these humongous deep-nets, it is apparently because of its size. So the top
research in machine learning these days is not reproducible by academic units"
- participant 1

Another clash is the gap between research and industry, the scientists who conducted
the most innovative academic ML researches have a hard time translating it into
something that can generate value in an industrial context. Universities often have
a research solution looking for a problem while the industry has a problem looking
for a solution.

Another restriction is that in some cases researchers do not share their code with
their publications. If the access to the code is not given by the author, it will be
harder for new researchers to reconstruct the experiment through the description
of the article, industry included, to replicate and ultimately make use of it. One
reason for this might be that some the author works under a time constraint and
the code is too dirty to share.

The interviewees also expressed that the industry has been naive about the time
scope to integrate ML. Everybody has started to gather data in large data lakes but
few actually have any idea about what to make of it. One interviewee expressed
that this will probably be solved in ten years when data science education and
computational power is more widely accessible.

4.1.3 ML trends

Ml has been popular in recent years as an effect of more accessible computational
power. The theory has existed since the eighties, but it is not until recently that it
is has become usable on a broader scale. However, most interviewees agree that ML
and AI may have been overestimated in terms of how quick the industry would be
able to make use of the technology. What is certain though, is that industry and
educational institutions are catching up and that in the coming years the clearer
effects and use cases will be seen. In the following, we introduce the trends discussed
by the interviewees.
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4.1.3.1 Anomaly detection algorithms

Since the thesis has a practical focus on anomaly detection, one specific question in
the interview guide targeted if the interviewee knew of any particular useful algo-
rithms or use cases in anomaly detection. Some interviewees had no experience of
anomaly detection but in total nine people answered the question related specifically
to this subgenre of ML.

One challenge with anomaly detection is that there are generally too few failures to
do any properly supervised learning. Which makes it difficult to train and verify the
models on historical data sets. Hence, data scientist usually resort to unsupervised
ML. One possible solution though as mentioned by one interviewee is to create
fictional anomalies (manually made anomalies). But then these anomalies need to
be validated in the context of the real anomalies, which adds the complexity to the
project.

Another problem with anomaly detection is that there are no specific anomaly de-
tection algorithms as the quote below suggests. The traditional method to tackle
this is to try a bunch of different classification techniques that distinguish outliers.
These outliers might not even be anomalies if they are expected or allowed by the
operator. One possible technique mentioned was XGboost which is a ML library
specialized in gradient boosting which is used for regression and classification prob-
lems. Another reoccurring idea was to use high dimensional reduction and clustering
in order to see multivariate movements in the data.

"There is no special anomaly detection algorithm, you need to try a bunch." -
participant 10

The majority of the interviewees also express that a simpler model such as linear
models and tree models are preferable in most cases for anomaly detection since
they work on smaller data sets. The tree models like random forest are also more
forgiving in terms of data completeness and quality. Another technique mentioned
is Gated Recurrent Neural Networks (GRU) over Long Term Short-term Networks
(LSTM) but that these complex models are more dependent on the use case of which
they are supposed to fit.

4.1.3.2 Deep Learning

Ten interviewees talked about deep learning (DL). DL is a large neural network and
has been around since the 70s, but only now we have the computational power for
DL as previously stated. One interviewee said DL can find more fine-tuned patterns
that humans can not see such as in face recognition. Reinforcement learning like
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AlphaGo2 has mostly been successful in academia and industry. One interviewee
talked about a recently being researched technique in DL is adversarial machine
learning, which attempts to fool models by malicious input.

DL need huge amounts of data. Hence, DL is somewhat restricted to various fields
of vision, speech and video game research, since these areas have a lot of dense
information in them. The data requirement also restricts the applied field of deep
learning, some interviewees mentioned that clients express that they want the data
scientist to try deep learning or other complex methods which in most cases are
unrealistic since the amount of data in the clients’ companies are not enough. For
example, one participant described that their client had 20 years worth of finical
stock market data. This was still not enough for successfully implementing one of
their complex models.

However, there are areas as the ones mentioned above that naturally have dense
information in them. There are also some public records available, for example, one
interviewee mentioned that if a researcher signs the right forms one could get access
to huge data sets of medical records to be used for cancer prediction or other more
general approaches.

"Complex models are not applicable to small amounts of data. Big data is
limited to the web domain. Small data could be for example 20 years data in
the financial industry." - participant 16

In addition, computational power and time are other restrictions for deep learning.
The following cost of deep learning is higher both from computer power, time and
human part. Higher computational cost may give access to high performance for
better accuracy, but in the real case, the higher accuracy approach could not deliver
on the trying. So use the lower cost approach for backup is a better solution. Deep
learning is nice to try but not suitable for every case.

"So we had another person doing a deep learning LSTM model. But that took
several months for him to do that. And he was training and training and training
and it was taking forever, in the end, it turned out to be good." - participant 14

4.1.3.3 Normal AI to specific AI and AI platforms

Another reoccurring area from the interviews is the development of AI-platforms.
Some of the larger IT-giants see value in capturing previous research and embedding

2AlphaGo uses a tree search algorithm to find its moves based on knowledge previously "learned"
by a deep learning method.
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it into reusable formats. Since the number of ML projects is limited by the number
of people who can drill into the data. In short, they aim to build platforms where
ML modules and code can be reused in an accessible way for third parties, as already
mentioned in section subsubsection 4.1.1.2. The idea is that people will be able to
buy and use different kinds of advanced analytics without extensive coding. Normal
software engineers can easily apply the methods on the platform. AI infrastructures
are boiling down the science to practice.

Most of the businesses who invest heavily in ML and data mining today are the in-
dustries that are cash rich and data-rich, meaning it is mainly the IT-giants, financial
industry and the insurance industry who implements the technology. However, with
AI-platforms more industries can potentially capture value from ML. Participant
1 forecast that this together with scientific progress will lead to more disciplines
becoming increasingly data-driven. And as a result that the data science field will
change to be more area specific since a single data scientist cannot cover every-
thing. Just like Bio-informatics have transformed during the last 15 years to involve
specialized data scientists.

"For example, Microsoft’s have their own ML ways that we can drag and drop
their models. To make it more available for people. Host your Microsoft service
model and let the developers use whatever they want." - participant 12

ML works best on well-defined models, so the result crucially depends on how the
problem is described mathematically. Data scientists can spend a significant pro-
portion of their time making a problem more explicit in order to make use of the
technology: Is it computational expensive or not? Where is the main bottleneck?
Utilization of techniques and platforms is one way to make the process repeatable.
For example, a methodology called CRISP-DM (Cross Industry Process for Data
Mining) can be used in data analytic projects for business understanding said by
one interviewee.

"It’s the expertise that’s the bottleneck, at least form an economic perspective.
If you can capture the experience in an asset that allows regular people to exploit
the resources you can lower entry costs. You can have a much larger impact if
less detailed skills can use the encapsulated experience. Making it repeatable is
key." - participant 6

One senior interviewee also talked about the future trend of normal AI and specific
AI, which means from ANI to BAI to make the AI more human-like and adaptable
for various problems. This is described in subsection 2.4.2.

"When there are more common methods/validations it will eventually automate
or at least be more usable. " - participant 9
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4.1.3.4 GANS

Two interviewees specifically mentioned Generative Adversarial Networks (GANS)
as the new hype. GANS are deep neural net architectures comprised of two nets,
putting one against the other. GANS models can be trained to make up high-
quality images of fake human faces that look almost completely indistinguishable
from ordinary faces. Impressive technology that still is in the bud but that in the
future perhaps could be used in data augmentation for video simulations for self-
driving cars. Another idea that is being explored is using GANS for balancing out
labeled data in supervised ML. In short, creating own samples through GANS that
could help to balance the minority vs the majority labels.

4.1.3.5 Ensemble learning

Six participants talked about ensemble learning as an interesting future area but
only three had actually tried it out in practice.

"I think several times you find it hard to select just one model and then you’re
probably better to combine several models with some logic and more kind of
intelligence, putting in that voting system, for instance. So I think we will see
more of that in the future." - participant 14

"We think actually assembling models would be very useful in another project
about wind turbine, because the idea around them is, you may actually find
that some models work best in certain conditions or for certain subproblems of
your problem and instead of trying to find that model that does it all, which
may not always be possible. It may be worth investing in building three to five
models and letting them all running parallel each for different scenarios and then
combined the results." - participant 10

Ensemble learning is a combination of multiple learning models, where the structure
among these models can be flexible. As previously mentioned, multiple models and
tests can increase the validity of predictions. Ensemble learning is one technique
where the output of other models is used as input for an ensemble model, i.e. a
multilevel prediction. Since Narrow AI are optimal for certain sub-problems one
use case could be to let different models run in parallel for different scenarios as
expressed by the quote below.

"Some models work best in certain conditions or for certain subproblems of your
problem which is not possible to find that model. Building 3, 4, 5 models and
letting them all running parallel each for different scenarios and then combined
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the results could get better results than just one fits all." - participant 10

4.2 Data scientist

This section covers themes related to the role of a data scientist and strategies that
can serve as potential support in ML projects.

Figure 4.4: Result Mind Map for data scientist

4.2.1 Implementation process

The ML implementation process consists of different data science activities that
together create a usable ML model. In this section, some of these activities and
structures are explored.

4.2.1.1 Proof of concepts

One task in the implementation process is mitigating risk through small scale tests
such as Proof of concept (POC), pilot studies or experimental phase. The majority
of the interviewees expressed that when working in industry one rarely launch a
large scale project right away. There is usually a POC that exist for trying out the
uncertainties, delivering small but quick value for the clients. After that, a Minimum
Valuable Product(MVP) could be created for future collaboration. The challenges
and technical debt that may arise in POC are usually related to the scale of data.
The models created during a POC might not work for larger data sets, or the real
data is different compared to the data provided in the POC.
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"Where you’re deploying the models, while in real case you have a lot of more
data, but when you do it in your POC you get really good accuracy and ev-
erything’s pretty good. And then when you’re trying on a bigger than data set
with the same model, the accuracy actually very suddenly didn’t get as good as
in the POC because there are some problems with the complexity of the data,
these type of issues that we haven’t thought of." - participant 11

Also, important misconception from clients is that the POC can be transformed
into a large scale without much additional work, while in many cases, it may need
to be rebuilt from scratch. To tackle this the team can aim for higher modularity
that makes it easy to switch from one component to another, which is described in
subsubsection 4.3.2.3.

"I really think POC should be small. We should not focus on making them
scalable. But let’s play around (with the data) in the beginning. Clients don’t
expect you to actually recode stuff because you don’t want to scale (in the
beginning)." - participant 12

4.2.1.2 Visualization

Five interviewees talked about the use of visualization during the preparation phase
of data as well as in observing the prediction result.

Visualizations such as a graph of the distribution of data can help data scientist get
an overview of the data. It can also be used when talking to domain experts when
looking for explanations of bad quality data such as null values and abnormal values.
Visualization at the beginning of projects also helps data scientists to understand
the structure of the data, correlations and potential trends, for example, by making a
histogram of different features. It can also be used in order to validate the prediction
result, for example in the anomaly detection area. Data scientists can visualize the
anomaly index (model output) with actual sensor values, presenting the anomaly
scenario to the customer and validate the predicted result with the domain expertise.
Another example mentioned by the interviewees is to compare the model’s anomalies
with anomalies that observed by industry system operators: is it a clear disruption
from the normal data distribution?

"For cleaning up the data, we need to look at the whole debate... I also want to
do visualize and see if the detection has any fault and the visualization is always
right to do if you have time." -participant 4.
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4.2.1.3 Data exploration

As previously stated a lot in ML boils down to the data. All interviewees agree
that even if a project involves the most promising researchers and engineers, it is
still hard to get any useful results if the input data is off. Or as neatly described
by one of the interviewees: "garbage in, garbage out". Hence, one important aspect
in embedding a ML algorithm in an existing software system is to first explore
and clean the corresponding data. The theme seems to suggest not to start with
the cleaning right away, instead, the interviewees usually set aside a few days for
data exploration in order to get some insights on a general level. If the data is
not good enough, the common practice seems to involve writing a recommendation
of required fixes for the client before taking on the project. Furthermore, some
researcher express frustration over that people assume that once a data scientist has
the data they can solve anything, but in reality, that is not really the case.

"They (clients) just throw us the data and says: look at it and maybe you can
find something" - participant 7

4.2.1.4 Data quality

The initial gathering, screening, exploration of data takes the majority of data sci-
entists time and energy. Some of the necessary aspects that need to be taken into
consideration in the initial phase are the amount of data available, seasonality of
the data, unit of the data and the volume of the data. This can be done through
various visualization methods such as histograms and distribution of data points as
described in subsubsection 4.2.1.2. One interviewee expressed that in industry, data
rarely comes neatly in a CSV format, which is common in university projects. As a
result, the data scientist usually writes their own parsing and create their own data
flow since raw data is common.

What a data scientist are looking for are data corruptions of different characters
such as missing values, outliers or features that do not have any predictive power.
When these types of data points are identified the data scientist starts the filtering
phase which involves removing all the above mentioned noisy data points. Some
interviewees stressed that cleaning data semi-manually is usually hard and time-
consuming and quickly becomes unfeasible in large scales. It is an expertise that
requires extensive experience which in some cases results in a bottleneck in developer
teams since no one else can help in the decision-making process.

Consider if it’s worth doing imputation. And so many different methods of doing
imputation. Also if you see missing values you can try to figure out the root
cause." - participant 12
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4.2.1.5 Understand the data

Eight interviewees mentioned that in order to understand the data it is also neces-
sary to plot the data, consider data normalization and data scaling, what are the
minimum and maximum values. Furthermore, they emphasized the importance of
understanding the architecture of the machine and sensors that are being targeted.
For example, if there is no fixed max value for a data point one, the option is to
calculate average max value over a period of time and assume a maximum value.
One interviewee also pointed out that a data scientist can learn a lot from miss-
ing classified data, false positives: what are the correlations between the missing
classified data points. It is also a question of balancing potential value and ethical
aspects: is there a difference between a financial instrument and a cancer patient in
terms of miss-classification?

...if my algorithm predicts that this guy doesn’t have cancer but he or she does
then the cost is very high... - participant 5

To effectively get to the root cause of missing values, some interviewees mentioned
that discussion between the client and developers are needed. In other words, the
team needs to involve the subject matter expert. This can be done through a
workshop with the people who got the knowledge, gather all information that has a
direct or indirect impact. However, asking domain experts may also introduce bias
as formulated by one interviewee.

"The downside of asking customers or close collaboration with domain experts
is that might be biased, but it’s kind of been working quite well." - participant
13

4.2.1.6 Feature selection

Feature selection and clustering may be tricky since it depends on the use case:

"For example clustering in documents, come up with a division into groups. So
what is the right division into groups depends on what we want to use it for." -
participant 9

One reoccurring theme is the importance of gathering domain knowledge in order to
select good features. Data scientists require insight into the underlying mechanisms
of that field to interpret results properly. Having a proper business understanding
can help in this process. The feature extraction can be done either through the
researchers own experience or in combination with a feature selection algorithm.
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Also, it is unwise to not use the extracted features as it might result in loss of
important patterns as expressed by bellow quotation. However, a model might also
be strengthened by leaving out redundant features.

"You can’t just drop features because you can’t interpret them. You have to
replace it with something meaningful, if we just drop we have empty space
there, we might lose this very very important pattern." - participant 8

One interviewee talked about an end to end machine learning where the model can
pick out the features itself automatically rather than manually look at the weight
of the variables in the linear model.

Another approach is to separate feature engineering from the actual model. For new
problems a data scientist may use a separate feature extraction approach, starting
with a pre-trained model that has pre-learned features which can be reused. Other-
wise, the features are dependant on the domain knowledge shared by the client.

4.2.1.7 Algorithm selection

It is also a reoccurring statement among all interviewees that it is hard to choose
which algorithm to use. A data scientist is required to understand the details of
multiple algorithms in order to pick the optimal one. This is challenging since the
number of available engineering choices can be exponential in the search phase.
Furthermore, the interviewees agree that complex models have a tendency to overfit
more easily than simpler models since they usually require a larger quantity of
quality data. Instead, they suggest to start with something simple and if successful,
extend with more complex algorithms. For example, subset selection, random forest
or Lasso may be used to do some initial analysis depending on the problem. Many
interviewees seem to argue for easier algorithms simply because those are usually
the ones that make it into production.

4.2.1.8 Skills and other challenges for data scientists

Similar to software engineers described in subsubsection 4.3.1.2, requirement regard-
ing skills is also a challenge for a data scientist. Especially younger data scientists
may have a hard time making a good connection between high-level goal descrip-
tions of a task and the mathematical formulation of the task. Hence, sometimes
there needs to be an experienced data scientist that can help in this process. For
selecting the algorithms in ML, all interviewees agree that data scientists should
have a background in understanding the mathematical aspect of the algorithm, not
just use it but also understand why it works. This helps in the selection process in
choosing the right algorithm and also reduce the risk of needing to change later on.

46



4. Results

"Like I have interest in what data scientist said during the meeting, so I pick up
the literature and I read and I noticed the data scientist they follow up so much
on their progress of research." - participant 2

Another reoccurring theme is that data scientists are becoming more specialized,
mainly because it is unreasonable to cover all topics, like anomaly detection, text
analysis, and NLP. However, programming languages used by data scientists are
limited to mainly Python, R or SPSS. Since there is no magic tool for all, sometimes
data scientists have to know all these languages with corresponding libraries, which
is difficult and takes time.

4.2.2 Agile methodology and technical debt

In this section, we present the theme of agile methodology that raised from the
interviews. Some interviewees expressed negative experiences with following agile
methodology and the technical debt that may arise as a consequence.

4.2.2.1 Compatibility between agile and data scientist

Three of the more research-oriented interviewees mentioned that agile methodology
can be tricky to implement in data science projects. Agile methodology focuses
on quick value bringing activities and stresses the importance of short iterations.
This seems to be in conflict with the research aspect of data science that aims for
high performance through a rigorous exploration of different methods and models.
Clients in many cases do not care about the details of the model, they only care
about whether it works or not which might cause a misalignment between researcher
goal and client goal. However, ten interviewees expressed that agile methodologies
worked just fine in data science and some even stated it is a key aspect in the data
scientist consultant role.

When working with Agile methodology it is essential to have a continuous dialogue
with the customer in order to validate progress. According to the ten interviewees,
this methodology very much aligns with the data science-consultant role, especially
in POCs where the time scope and resources are usually quite limited.

However, the research-oriented interviewees also expressed that code developed too
quickly might cause problems later since it may be hard to remember exactly how
the code is structured, in short, technical debt may arise. And as a result, the
prediction might not prove to be as good on a larger data set when the surrounding
infrastructure is limited.
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"...if you have more research-heavy projects then, of course, it’s possible to ques-
tions the (Agile) methodologies." - participant 15

" I’ve never really thought of it that much of a conflict. I mean one of the things
about data scientist is actually that it has to be adaptive." - participant 6

Another problem expressed by the interviewees is that in many cases the data set
for a POC and a full-scale project will be different, For example, maybe it is not
in real time or it runs on an older machine. Hopefully, a data scientist can reuse
previous logic to some extent but there is a remaining question of how to develop
and test a model for future uncertainties that up-scaling may introduce? There is a
risk involved according to the agile sprint cycle and the majority of the interviewees,
taking it to step by step is one way to mitigate that risk. The other interviewees
prefer to have a longer time plan set from the beginning.

4.2.2.2 Solution for conflicts

When starting a ML project, one solution could be to try to split the machine
learning process into different areas so someone specializes in working with refining
and another in building the model. There are no well-established principles in data
science like in software engineering so most projects are unique in terms of the
working method. Also, working with quick deployments requires infrastructure that
supports short iterations which can be tricky since the support structure of software
engineering is different compared to data science since the data is a moving variable.
This leads to the difference in software maintenance and ML maintenance where the
later requires more specialized competence.

Another reoccurring tip was to bring in a data scientist from the beginning in order
to scope the project: Is the project feasible? Furthermore, how experienced should
the data scientist need to be in order to determine the potential of the data is hard
to determine at the beginning of the project.

4.3 Software engineer

In this section, the role of a software engineer is explored together with traditional
software engineering challenges that also may arise in ML projects.
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Figure 4.5: Result Mind Map for software engineers

4.3.1 Engineering comprehension

All interviewees talked about the importance of better communication among team
members to understand the ML problem and increase engineering effectiveness and
by different tools and working methods. Challenges exist such as how to enroll a
new member faster, effective and humane; how to collaborate, how to deal with
the conflict of different roles in a team, for example, between data scientists and
software engineers. These will be answered in this section.

4.3.1.1 Documentation and tools

The tools and techniques used in the machine learning area sometimes are not
documented well compared to the software engineering area because of the rapid
emergence. No documentation on how to run the tool, no exploratory data analy-
sis files and no reference points make it really difficult for engineers to understand.
This makes it hard for data scientist and software engineers to understand what the
output should be and how to connect it. Based on the interviewee’s opinion, there
should be more documentation for machine learning tools, framework, and libraries.
One good example of comprehensive documentation is a tool called Rapidminder.
Some interviewees also suggest using cloud services for data storage and computa-
tional power since it can scale up well when needed. Apart from this, engineers are
advised to learn how to use Pickles, Spark, Scikit-learn and other packages in order
to save and run models.

For machine learning project itself, sometimes there is no off shelf documents for
project details, most case the team only use presentations to understand. In a
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machine learning project, one interviewee mentioned that documenting what is being
done for pre-processing can help the understandability between data scientists and
software engineer, even for clients. Also document the clear separation of phases
such as the purpose of the machine learning models, the input and extracted output,
the purpose of the engineers and so on. One good example of documenting and
managing tasks told by one interviewee:

"We have documentation in the code, we actually also use tools for managing
tasks so you can always look at what has been achieved right. We make sure that
we keep version control working. I think that is the very best way." - participant
10

Furthermore, one of the goals of documentation is to reduce bias according to one
interviewee, which means to keep none obvious biases for all method and lead to
further non-obvious biases for the whole project. Transparency and self-explaining
code lower the risk of projects since developers might change during a project’s
timeline.

4.3.1.2 Skills

All techniques have their fields of application. When it comes to machine learn-
ing, one question often asked and also described in subsection 4.1.2 is where do
the problem-solving start. In university, it is common to have a technology and
researchers are looking for a problem to fit it, while in industry, on the other hand,
the engineers are seeking a solution from a problem. Therefore, developed skills
that lets engineers dig deep in understanding of a problem before selecting the tech-
nologies is important. This predicament also exists for data scientists described in
subsubsection 4.2.1.8.

4.3.1.3 Cooperation

One interviewee recommended that meetings and workshops organized by data sci-
entists to explain their work and method can make everyone on the same schedule.
Companies also do weekly stand-ups together including data scientists and software
engineers, speaking about their work. One interviewee stressed that deep learning
engineers or data scientists are core located for frequent discussions.

For the newly enrolled engineers, team members can help the person to find related
work to look at. Besides, one interviewee mentioned that the project team has all
access ready when they start, so the newly enrolled engineers don’t need to set up
anything themselves. Another aspect of cooperation is version control tools for the
code, data, and documentation, tools for managing tasks is also used.
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4.3.1.4 Enrolling new member

For newly enrolled members, most interviewees suggested first to go through some
examples in the repository and go through the source code factory, for example, to
understand the Dev-Ops pipeline.

"For the softer part, I think the only ways is to jump into the cold water and
just try to hack and well, learn by doing." - participant 9

As the interviewee said above, new members should run the code and see what
happen. They need to learn the software and learn the theory. They need to have
that required code abilities like using PyTorch. This could be verified by giving the
person different tasks that lead to an end to end knowledge. For example, let them
take one feature from the source to the dashboard.

At the same time, the manager or the old employers will use PowerPoint to explain
the project, sometimes they may use the same presentation used for customer, to
help them understand the background, value, common goal for the project. New
employees should ask for a better understanding since they need the full perspective
of the project.

In a big project, using different containers could break down the solution and en-
gineers can explain the purpose of each part to the new members and how it con-
tributes. The old employees describe the input and output of the project and hear
the new coming engineer’s first impression, they may have some new insights. But
old employees should understand the new engineers need some time. One interviewee
expressed that, typically the time for the new members to get fully assimilate into
the group might be a week or longer, depending on the complexity of the project.
They get to know the project gradually from meeting to meeting, from workshop to
understand what is going on, what should they present to clients.

4.3.2 Implementation process

With data science becoming more widespread, more and more software engineers
will be involved in ML projects according to the interviews. This section covers
where software engineers are needed and how modularity plays a part in making the
ML projects more accessible.
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4.3.2.1 Where are Software Engineers needed?

All interviewees believe that software engineers can help in structuring and devel-
oping data pipelines. For this type of development, software engineers are equally
suitable since it does not involve any data evaluation. However, some of the more
straight forward initial data science activities involving data cleaning such as clus-
tering can be done by software engineers by using already existing packages.

"(before starting a ML project) There are already so many problems in the com-
pany on preparing the data pipelines and streamlining the data." - participant
2

Furthermore, software engineers could help in projects where the code needs to be
ported to other languages such as from python to C# in order to make it faster
or to make it compatible with a proper UI. One interviewee emphasizes that when
changing the language in a ML project it is important that the developer understand
the algorithm being used in order to implement it correctly in the new language.

In addition, some interviewees emphasize that the client sometimes need to provide
additional access and support in order to get the project up and running. Support
in terms of API access, insight into their manufacturing, service or technology. This
might be sensitive information but allowing data scientists or software engineer to
access key features is important in order to have the possibility to determine the
quality of the data which ultimately decides the future of the project. This dialog
with a customer can be conducted by a software engineer as well as a by data
scientist depending on who has responsibility for the initial ML activities.

However, a drawback to introducing software engineers in ML project is the commu-
nication problems that may arise. There may be a challenge in terms of technical
language since there may be misconceptions about how the model works etc, as
described in subsubsection 4.3.1.2 and subsubsection 4.3.1.3.

In addition, three researchers expressed that these POCs can usually be done with-
out much support from software engineers. Stating that it is not until the scaling
stage that more experienced software engineers and business people need to be
present.

4.3.2.2 Reusing the working method

Half of the interviewees talked about how to reuse a pilot study. For example,
knowing what type of input data and how the modeling process the data could be
used in the next project. Once this working flow is created with ingestion and the
parsing to plug in the new model, there is no need to rebuild everything. Especially
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for general projects, it is important to define the input and output of features and
make some documentation in order to make it accessible to other researchers and
practitioners.

4.3.2.3 Modularity

One question is the strategy of building the program around the ML model or
building the ML model to fit a certain system. If the program is built around
the model, there might be a problem with scaling. For example, if in the future
there is a need for another algorithm, additional work is needed in order to rebuild
the program to fit the new model, which is time-consuming. To tackle this, some
interviewees suggest that a team should try to build a framework that can support
additional models from the beginning. Participant 3 also emphasizes to implement
the ML component separately from any kind of software in the purpose of having
low cohesion between the parts as described by the quote below.

"I would try to implement these components or machine learning components
separately from any kind of software that you are building." - participant 3

One interviewee specifically said it is preferable to use containers such as Kubernetes3

in order to isolate different parts. In addition, the sliced architecture makes it
easy for the new person to contribute and understand (see subsubsection 4.3.1.4
for detailed describe), even if it is just simple tasks. Another positive aspect of
Kubernetes is that it also holds a lot of small microservices that can be useful when
scaling a ML project.

4.4 Management

In this section, topics related to high-level decisions and their possible effects are
presented.

3Kubernetes is an open-source container orchestration system for automating application de-
ployment, scaling, and management.
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Figure 4.6: Result Mind Map for management

4.4.1 Time scope

All interviewees express that predicting the required time for a project is hard.
In early POCs most researchers agree that a set deadline of three months is nor-
mal. However, with the disclaimer that it is the quality of the data is what really
determines the required effort for a restrained three-month time scope. A POC con-
tributes with a minimum quality check, letting the data scientists explore the data,
therefore, the data scientists can determine if it is usable for the continuation of the
project. The exploration phase also depends on the experience of the data scientists,
which is a combination of the skills of the person as one interviewee stressed: the
more a data scientist understand, the easier it is to make a good time estimation.

"We’re not the best at doing time estimations. I think we generally underesti-
mate the effort it takes to try out new things... - participant 10

In terms of time scope, there can be a difference between academia and industry
since in industry the customer may assign the level of the desired accuracy, and
the freedom to choose their own path for data scientists and software engineers is
limited. While as a researcher, the quality of the classification might be the most
important thing since the only customer is the researcher and the university. For
example, developing new algorithms with trial and error is very time-consuming
which might not suit POCs.

The general opinion of the interviewees is that two to four weeks are needed to do
an initial analysis of the data but that building a data pipeline, getting the data
in the right format is time-consuming and should not be taken for granted. One
interviewee who coming fresh out of university expressed that the customer data is
usually not ordered in neatly CSV files as a minor shock, realizing that formatting
the data and building the pipeline is a big part of the data scientist work.

In bigger projects such as governmental projects, the time plan is usually longer, for
example, 5 years. One interviewee said that in these types of projects it is common
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to write a project plan and a summation of every year in order to keep the funding.
This takes time but it also provides freedom ones completed, freedom to explore
model options. One important result was also that the timing of the project can
have a huge impact.

"For governments project, is required to make a proposal, also to make projected
plans every year and guess the sum of the year we are accepted by the govern-
ment. The client project can be long. But each contract unit is not so long,
maybe a half year. Usually when new contracts are, renew a short contract
multiple times, is the way that we can avoid as a risk.

4.4.2 Goal of project

Specifying the goal of potential collaboration is the starting point for many data
science projects according to the interviewees. Below some of the challenges that
may arise in the process.

Eight people specifically mentioned the importance of making the goal of the project
clear. Before looking at the data, it is important to point out the goal of the project.
For example, according to the interviews, some companies have started to gather
large data lakes (since they have come to the conclusion that data) while not having
an understanding of what to do with it, hoping for miracles without a clear view
of their own resources. Therefore the initial focus from a data scientist should be
to evaluate the client’s expectations. After the initial evaluation, the data scientists
could assess the client’s data in relation to their expectation. Jumping straight
into the data lake is unadvised since it is hard to make sense of it without a clear
goal. For example, data gathered from expensive sensors may not be equivalent
to good measurements of quality in a product. It is important to know what the
data should be representing and why before investing in expensive data gathering
equipment according to the interviewees.

"You get surprised in how much time you need to put into disclaimers in the
beginning. If I could I would put even more time to handle the expectations.
What are the requirements of the company?" - participant 15

4.4.3 Risk management

Risk management is an important task for leadership in companies. According to
all the interviewees, this is highly relevant in the ML field since a large part of data
science is about providing insight that can help people make better decisions. If
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customers are not aware of the potential shortcomings of a ML recommendation,
they might end up making blind and harmful decisions.

"The analytic objective needs to evaluated, is ML even the right way to approach
the problem?" - participant 15

4.4.3.1 Responsibility and uncertainty

Eleven data scientists from the study agree that data scientist has a responsibility
to convey the risk of the model. In for example anomaly detection, there is usually
a probability distribution incorporated in the model output. This is by the fact a
distribution that a span of possible outcomes with more and less uncertainty. Worth
noting is also the fact that two of the interviewees expressed that they thought it
was ultimately the user’s responsibility. Stating that data scientists cannot make
the final decision for the customer but to provide the best possible recommendation,
letting the customer make an informed decision. Another interviewee stated that
data scientists should sign a contract renouncing the future responsibility of the
model prediction that is mostly a public relation issue.

"I think a customer who blindly trusts things should not be one. I mean risk
management is the prime task for leadership in companies right." - participant
1

Sometimes data scientists do not have time to explore all possible scenarios of a data
set. Hence, a local peak might be found in the result but not the optimal global peak.
In this case, data scientists could provide this information to the customer, letting
them make decisions accordingly. Additional lab tests are needed to confirm exactly
what the right approach is for things that might have a big impact. This is related
to not overselling the solution but show the potential pros and cons of the model.
This is sometimes contradictory since humans tend to dislike approximations and
management want clear cut recommendations. However, the full picture should be
presented to the customers if they are going to be able to make an optimal decision.
A data scientist should combine human inspections from external sources such as
domain experts together with the model output in order to increase the security.
For example, in the stock trading market, one safety measure could be to not let
the model buy stocks itself, only providing recommendations for humans. At the
same time, keeping in mind that humans are not perfect either, people have biases.
Another method in order to increase the predictive validity is to combine multiple
models, predictions and test are described in subsubsection 4.1.3.5.
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4.4.3.2 Cost

In order to further increase the explainability of the solution, the data scientist
should convey the potential effect of the model, for example, what does this recom-
mendation mean in terms of financial saving or cost for the company, etc. Other
effects include what is the cost of risk, cost of one miss-prediction, the alternative
cost for not choosing the ML solutions. For example, one interviewee mentions that
in the area of cancer detection, false positive is much less risky than a false negative.
This is crucial in adjusting the sensitivity parameter of an algorithm since it could
potentially save peoples lives. What is the cost of a false positive and false negative
prediction? Another interviewee expressed that this type of packaging of a model
can be handled by another business unit where they compute the financial risk in
regards to requirements, expectations, and features of the problem. In that way, the
data scientists can focus solemnly on increasing the quality of the model. Another
reoccurring theme related to risk management is to start the project with simpler
common models in order to quickly deliver value to the customer, reducing the risk
of complexity. In addition, another important aspect of mitigating risk is as stated
in earlier chapters (subsubsection 4.2.1.1) to conduct conservative pilot projects.

"If I have a smaller number of models that are good enough I may actually get
into the range where my solution is economically viable. As opposed to, you
know technically optimal and that balance between what is economically viable,
the cost and then the quality of the solution. This is what we call engineering."
-participant 6

4.4.3.3 External influences

ML field is continuously under development. Some interviewees thought that reading
about these external influences, keeping oneself updated from articles, blogs, etc
were crucial in their day to day work. Data scientists rarely develop anything from
scratch, instead, it is common to rely on existing systems and libraries, which means
that there is no point in hugging a specific solution if there is a new better method
accessible. At the same time, several interviewees point out that it is wrong to trash
previous efforts, instead, try to integrate it or reuse it in another project.

"We don’t trash our own efforts because I think it’s always a mistake to do
that. We try to integrate that new idea into what we have been doing. We can
always modify our pipeline. We can add or remove components as we see fit." -
participant 10

Most interviewees express that trying out a new technique usually does not require
extensive amounts of time but can be done rather quickly. Of course, more complex
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models require more time and resources to evaluate. But according to the intervie-
wees, the most time-consuming part is actually to figure out how the input should
be fitted into the model, in other words, how the data should be parsed and how
to transform and formulate the clients’ problem in a quantitative way. Another
reoccurring thought is to be sceptical of hyped techniques since it might be hard to
adapt them to another specific problem.

"If the methodology is like big success then I would be first sceptical of it because
I know that it not like magic..." often is not the case that a method works well
for other tasks can be applied directly to my task or to my project. So it needs
some adaptation and some work. So usually I would be sceptical or conservative
about the fixed tool to have sharp change or transition." - participant 5

4.5 Client

In many ML projects, there are different stakeholders involved. In this section,
explainability and economical aspect are presented from a client’s perspective.

Figure 4.7: Result Mind Map for client

4.5.1 Understandbility and trust from clients

According to nine of the interviewees, translating the technical aspects into busi-
ness value and building trust with the client are the most challenging parts of ML
projects.

"It’s the people part that’s the hard part." - participant 15

The client wants to know what the business value of the output of an algorithm
is. Therefore, data scientists need to make people trust their model or their idea.
For example, according to one interviewee, data scientists can not show machine
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learning validation game charts to a business person but is required to translate
the output in the client’s own natural language while being honest about its faults.
There are different ways to validate a model, for example, a technical evaluation
which solemnly focus on the prediction rate, or a series of measures of business
impact. Different types of evaluation criteria need different explanations in order
to make the client comfortable in the models. For example, 95 percent prediction
accuracy can be great in one small project but unusable in a larger project.

"It’s tempting to oversell but you need to make sure there are no legal conse-
quences if mistakes arise." - participant 9

Another common experience is that clients want the most complex models, e.g. a
deep learning model. 9 Interviewees stated that this is usually rooted in a lack of
machine learning experience. There is a possibility that simple linear regression
analysis is the easiest, quickest and best way to go. Furthermore, perfect perfor-
mance and detailed explanation of the algorithm is usually not required, it is more
about showing that the model can predict something valuable to the client, visualiz-
ing the usability and output in simple terms, which naturally is easier with simpler
models.

"In smaller projects, it’s always about visualizing everything very nicely and
structurally. So it’s not about the model but more of like the usability and
understandability." - participant 11

Ultimately, all interviewees agree that reaching a business consensus for the contin-
uation of projects largely depends on the data and how well the model prediction
output is translated to usable insights for the client. However, some Web-based
companies help in this process by doing A/B testing in order to evaluate the busi-
ness value. It is naturally easier with younger companies who were raised in the
cloud of ML era.

4.5.2 Cost and Economics

All interviewees mention the challenge of balancing resources and model output
quality, specifically the data scientist consultants from IBM emphasized the impor-
tance of having a paying customer. The solution needs to be economically viable
as opposed to technically optimal. The data scientist needs to take in consideration
external parameters related to business value: what it the cost of a repair? How
to balance between cost, accuracy, economics? All these are unique for most ap-
plication, and higher target prediction accuracy usually comes with higher costs.
The interviewees also mention that in industry, clients only pay for coding, not
for the learning processor for a better comprehension of the problem and choice of
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algorithm, which is essential for data scientists.

4.6 Practical verification result

As mentioned in section 3.4 and Figure 3.8, the implementation process including
preparation in terms of data and the problem, implementing the models, and the
final results will be presented in this section.

4.6.1 Understand data and preparing the data pipeline

Plant K whose sensor structure is shown in Figure 4.8 was the chosen project of
Energy Machines due to its size, accessible history data, and relevance in terms of
known failures. (The plant name is left undisclosed due to privacy aspects.) Several
meetings were arranged with engineer D and architecture L in Energy Machines
in order to set the basic understanding of the system, structure, and data. The
system had a pre-written API in Swagger4 for extracting historical data, alarms,
and information for projects and sensors. However, it was not possible to use the
API directly since the required data format needed to apply the ML models was
different from the data format given by the API. After explaining this, Engineer D
assisted in providing the correct data format by updating the API to provide the
necessary data extraction options. The post request running in Postman5 could then
return a CSV data file in the right format after authentication from the new API.

The next step was to clean the data and since the researchers did not have the
authority to rewrite the API of Energy Machines which connected to their database,
and the new API offered by the engineer in Energy Machines was not adaptable
for every case. The researchers manually worked on the data, formatting such as
changing the data time format from million-second data into "yyyy-mm-dd-hh-mm",
removing unused data columns as well as identified and replaced bad quality data
which would benefit the further clustering work according to the interviews.

4.6.2 Clustering

Clustering is commonly used in unsupervised learning in order to help structure the
data. Furthermore, clustering data makes it easier to look for further similarities,
e.g, in anomaly detection it can be used to identify points outside of the main data
distributions, hence an anomaly. Another aspect is that the prediction could get

4Swagger is an open-source software framework that helps developers design, build, document,
and consume RESTful Web services.

5Postman is a complete API development environment for API developers.
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Figure 4.8: Overview of system and sensors in Plant K

more accurate results inside clusters since in this case, the sensors inside the same
cluster have similar behaviour and may influence each other. Energy plant K has
some physical correlated sensors (based on domain knowledge) which according to
the interviewees should be prioritized, such as sensors placed on a single module.
As we mentioned in subsection 4.6.1, meetings were held with engineer D in Energy
Machines in order to determine the optimal sensors for a physical cluster. Below
in Figure 4.9 a visual structure of the data cleaning and structuring process is
presented.

Figure 4.9: Steps conducted in the clustering process of the practical verification.
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Figure 4.11: Dendrogram of the identified Correlations

Figure 4.10: Heatmap of the identified Correlations

Clusters are made based on correlations of sensors. After the cleaning and formatting
of the data, correlations between each pair of sensors were calculated. A heatmap
was drawn as shown in Figure 4.10, increasing the understandability through visu-
alization which several interviewees mentioned as described in chapter 4. Then the
sensors were ranked based on correlation values for further calculation. To conduct
the clusters, a dendrogram(shown in Figure 4.11) analyzing the taxonomic relation-
ship is calculated and the threshold index was adjusted several times to make more
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reliable clustering result. The number of cluster group is 13 in the first iteration. The
result would be changed during the iteration period described in subsection 4.6.4.

4.6.3 Hyper parameter tuning

Hyperparameter tuning is also called hyperparameter optimization ((J. Bergstra,
Yamins, & Cox, 2013)). Tuning of hyperparameters is an important part of un-
derstanding algorithm performance and should be a formal and quantified part of
the model evaluation. There are a number of available algorithms used for tuning:
sequential model-based global optimization, Gaussian process approach, and tree-
structured parzen estimator approach(J. S. Bergstra, Bardenet, Bengio, & Kégl,
2011). Considering our algorithms, Isolation Forest algorithm contains one param-
eter, and Dynamic Boltzmann Machines algorithm contains 5 hyperparameters. In
addition, the researchers are junior data scientist with limited experience of the dif-
ferent hyper tuning methods and as a result, decided to do hyperparameter tuning
manually. The analysis and validation of the anomaly detection indexes were done
by comparing the results to the leakage information provided by Energy Machines.
The core hyperparameter is contamination level in both algorithms, it is used when
specifying the proportion of expected anomalies in the training data set. The result
of the final hyperparameter value will be presented in chapter 4.

4.6.4 Iterations

During the process of exploring the models of the two algorithms, the researchers had
three iterations based on Energy Machines’ and one senior data scientist’s feedback.
In the first iteration, 60 sensors divided into 13 clusters where identified. These were
then presented to Energy Machines who emphasized detecting the leakage problem
is their vital issue, rather than analyzing the whole system in plant K. They also
presented the leakage problem again and added additional sensors to the physical
sensor group. In the second iteration focus was put on the physical cluster only
which including 11 sensors as shown in subsection 4.6.1 in Figure 3.11. To get a
more precise result, we dug into the data trend by visualizing the data from recent
years. It presented that the data depended heavily on temperature and seasons
and after consulting with the senior data scientist form IBM, the input data was
limited to only the winter period from October to April. Lastly, the data science
expert from IBM also advised doing a second clustering inside the physical cluster,
aiming to find more correlations and multivariate prediction result. This was the
final iteration which provided the best prediction.
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Figure 4.12: Detected anomalies in the winter of 2018

Figure 4.13: Detected anomalies reflected in real data for winter data
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4.6.5 Final result, configuration, and feedback from client

The input data for training was organized by per hour and because of the seasonal-
ity, the selected time range was three winter: 2017/01/01-2017/04/15, 2017/10/01-
2018/04/15, 2018/10/01-2019/04/15. The prediction finally spotted a group of
anomaly points throughout three winter periods. As shown in Figure 4.12, the
most detected anomaly period where 25 anomaly points and ranged from 2018-02-
02 to 2018-02-08. These were suspected to correlate to the leakage problem in the
refrigerant system which was later confirmed in the meeting with Energy Machines
in the middle of April 2019. In addition, the real data chart is shown in Figure 4.13
also verified that there was an abnormally high value at 2018-02-04.

At first, the data cleaning and the hyperparameter tuning were started in March
2019 on all available data. Then, Energy Machines provided two time periods with
suspected leakage problems. According to their service technician: one leakage
was first discovered and fixed in 2016-12-01 (it had probably occurred on 2016-11-
17, the service technician did not know for certain); the second leakage had been
discovered and fixed at 2018-01-08 (it had probably occurred on 2017-11-15, the
service technician was also uncertain about this).

Regarding Energy Machines history data, the starting date is 2017-01-17, as a result,
the first leakage problem in 2016 was discarded since there was no available data
in the system. Hence, we decided to narrow the data closer to the winter of 2018,
focusing on the second leakage problem. We explored the data quality according
to the interviewees’ suggestions, e.g looked for missing values and max/min values
and irritably changed the hyperparameters until a matching number of anomalies
as suggested by Energy Machines occurred. We also got support from an experi-
enced data scientist from IBM as to how to handle the missing values. However,
after multiple weeks, the time period of our predicted anomalies did not match the
suggested time period of the second leakage problem. We concluded that we needed
more domain knowledge in order to make a better prediction. Hence, we scheduled a
meeting with Energy Machines with the hope of extracting more details about their
data and their system. At the meeting, we decided to draw the timeline of their
system and visualized our outputted anomalies(shown in Figure 4.14). Since these
anomalies did not align with the service technicians presumed dates, we tried to
think of new ways to better the prediction. This resulted in a discussion about how
the systems energy consumption hypothetically would be affected by a leakage, e.g
if the energy consumption would go up and how that could be measured. As it turns
out, thermodynamics is a complicated area but if we could capture the behavior of
the systems SEI feature, we could possibly measure the energy consumption more
thoroughly and hopefully see a clearer pattern.

After further discussion, developer D recalled the service technician responsible for
plant K to ensure the reported dates where correct. As it turns, they were not, the
corrected dates, also shown in Figure 4.14 stated that the leakage was detected 2018-
05-14, which indicated the leakage must have happened before the middle of May

65



4. Results

Figure 4.14: Meeting record of anomaly validation process at Energy Machines

Figure 4.15: The tuned parameters used in the final models.

2018. He also said no leakage had been discovered during the autumn service check
in October, the previous year. This updated information verified our prediction
which meant that our anomalies, centered around 2018-02-04 were in the stated
time frame. The next step involved a presentation of the anomalies to the domain
expert at Energy Machines. He concluded that the discovered anomalies where
indeed abnormal behaviour that should not occur in the system and was intrigued
to further investigate the specified dates.

Final settings
Regarding the final dates for the anomaly prediction and the final hp parameters, is
shown in Figure 4.15. The final cluster configuration is shown in ?? and the inner
cluster is shown in Figure 4.17. In addition to the prediction on the winter data,
we also trained the models by using all available data (three years of data). The
results is presented in Figure 4.18 and points to an anomaly period during 2018-06-
04 to 2018-06-19, which is reflected in Figure 4.19. These were also connected to
the leakage since the repairing operator reset the system during this period.
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Figure 4.16: The final cluster group

Figure 4.17: Inner clusters of physical cluster provided by Energy Machines do-
main expert.

67



4. Results

Figure 4.18: Detected anomaly result on all available data.

Figure 4.19: Detected anomalies reflected in real data in whole season
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5
Discussion

In this chapter, the results from chapter 4 are discussed and analyzed. The discus-
sion covers the main findings from the result chapter based on a number of men-
tions, their interconnections, and interviewee emphasis. It is structured according
to challenges and strategies, lessons learned, future trends, a reflection of theory and
threats to validity and each section covers the analysis of interview results with the
corresponding experience of the practical verification test. An overview structure
is shown in Figure 5.1 and Table 5.1 display the themes together with summarized
descriptions and correlations to roles.

Figure 5.1: Mind map overview of discussion involving three main areas, corre-
sponding themes and practical verification.
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Challenges Description Relevant
Roles1

Initial ML activities The initial ML activities include
setting up a data pipeline, clean-
ing data and other supporting ac-
tivities

SE

Reusability The challenge revolves around
capturing ML experience in
reusable formats with the help
of e.g. transfer models and AI
platforms

SE, DS

Time scope Time is a limiting factor in almost
all projects. In ML projects it
may have an effect on preference
towards simpler models.

SE, DS,
CL, MG

Introducing new team
members

There is a lack of structured
methods regarding how to get
members up to date in ML
projects.

SE, DS,
MG

Lessons Learned Description Relevant
Roles

Modularity Keeping parts of ML systems sep-
arate may increase the success
rate of projects since ML is itera-
tive and naturally dynamic.

SE, DS

Agile methodology Traditional agile workflows are
important in ML, especially as-
pects such as close customer con-
tact but it usually comes with a
price of model accuracy.

SE, DS

Selection of tech-
niques

Simpler models may be prefer-
able in ML projects where time,
data quantity and computational
power are restraining factors.
However, there are cases where
more complex models have shown
great results such as in NLP

DS

1SE: software engineers. DS: data scientists. MG: management. CL: clients.

70



5. Discussion

Matching academia
and industry

There is often a miss-match be-
tween the two entities in terms of
problem-solving. GANS is a good
example of a technology that it is
fascinating but hard to find an ac-
tual use-case for.

SE, DS,
CL, MG

Collaboration with
stakeholder

Domain knowledge is a central
part of ML. In many cases, the
project is dependent on collabora-
tion between different stakehold-
ers and their willingness to share
information.

SE, DS,
CL, MG

Future ML trends Description Relevant
Roles

Ensemble models Combining models outputs in or-
der to address problems from
multiple angels is one interesting
future possible trend.

DS

Anomaly detection
techniques

Anomaly detection is a relatively
unexplored area in the indus-
try, multiple approaches and al-
gorithms can be used it will be
interesting to see if there arises
any particular standard method
in the field.

DS

Table 5.1: Summarized challenges, lessons learned and future ML trends

5.1 Challenges and strategies

In this section, the main identified challenges with ML implementation is presented
together with possible solutions and practical implication.
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Figure 5.2: Mind map of challenges and strategies

5.1.1 Challenges in initial ML activities

As presented in subsection 2.3.1, Saleema Amershi (2019) discussed the different
stages of ML projects and three parts of the AI domain that distinguish it from
other software engineering domains. An important aspect being that managing and
structuring the data needed for ML applications is a complex and difficult process
compared to regular software engineering activities. This resonates well with the
results in subsubsection 4.3.2.1 and subsubsection 4.2.1.3 that present the initial
activities in ML projects.

5.1.1.1 How can software engineers help?

The initial activities of implementing machine learning algorithms require a certain
amount of data science knowledge, for example, choosing which method to use to
replace missing values in a data set. This can be a more difficult and challenging
task than regular software engineers perceive. However, as the subsubsection 4.3.2.1
show, we believe that software engineers can provide support in the earlier phases
even with limited data science knowledge, primarily in the data gathering phase
which usually requires setting up the data pipeline. Many existing algorithms and
systems depend heavily on a strict data format that differs from the clients’ data.
Extracting data, formatting data through for example adapting APIs, is not the
primary tasks of a data scientist who should instead focus on more specialized tasks
such as cleaning, feature extraction, and model evaluation. Setting up the data
pipeline and parsing data are initial steps that software engineers can help with.
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5.1.1.2 Practical verification on initial ML activities

That the initial ML activities may be challenging was also confirmed through the
practical implementation carried out (see section 3.4). A large portion of the practi-
cal project’s time with Energy Machines went to waiting for the right data access and
updating the client’s data API to support the required data format. Two activities
were reliant on the client’s help. Another time-consuming activity was identifying
missing values and figuring out what method to use in order to replace them. These
steps required domain knowledge of Energy Machines system, i.e what happen to
the missing values, as well as ML knowledge about which algorithms and methods
to be used for replacing missing data. Replacing missing values may seem trivial
to an experienced data scientist while from a software engineer’s perspective it can
be challenging and time-consuming. However, this does not mean that it is not
possible for the later to complete the activity. Therefore, it is not unrealistic that
in the future, more software engineers will work with and contribute to these early
phase ML activities.

5.1.2 Challenge of reusability

One main challenge is the uniqueness of customer problems in the industry. Largely
because ML models are heavily data dependent and unique data leads to unique
problems. One possible solution to tackle this, according to the interviewees, is
transferable models as stated in subsubsection 4.1.1.2. However, there is a discrep-
ancy between theory and practice among the interviewees, since many believed that
transferable model is a good solution to the reusability problem in theory, but few
seem to have done it in practice successfully. Hence, in theory, transferable models
could be a fast way to start up a new project but so far it seems to be too complex
for the average data scientists. Furthermore, the most promising successful attempts
have been done in vision and language recognition area by reusing the lower layers
of a convolution neural network (see subsubsection 4.1.1.2).

5.1.2.1 Lowering the entry barrier to ML

In subsubsection 4.1.1.1 some interviewees mention the reason that the number
of experts who can distinguish usable data and dig deep into its implications is
relatively scarce. The reason being that the computational power needed to make use
of data has been unavailable until recent years. However, according to interviewees,
universities are slowly catching up to the growing demand. Still, some IT-giants are
working on their own solutions, such as AI-platforms as exemplified in Figure 2.3.
These platforms are made in order to capture data science expertise in an asset that
lets people use ML at a lower entry cost and to provide easier access to scalable ML
solutions. Some data science tasks can be tedious and time-consuming as expressed
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by the interviewees in subsubsection 4.2.1.3, this could indicate that there is a
demand for automated services that simplify the daily work of a data scientist. For
example, in supervised ML you need to build a reliable ground truth in order to
have validated models. This can be expensive to do from scratch. If an AI-platform
can provide support in this challenge then it could potentially provide significant
value. Another positive aspect could be that the platforms lower the entry barrier
to ML so that, for example, regular software engineers can use them and by that,
bridges the gap between regular software development and ML in industry.

5.1.2.2 Practical verification

For the practical implementation test, IBM provided an anomaly detection tool. Not
exactly a complete platform as described in subsection 2.4.1 but the tool did contain
two moderately easy to use algorithms with supporting structures. This helped us in
clarifying the specific input data required from the client and accelerated the start-
up phase of finding and adopting a suitable algorithm which would otherwise have
taken valuable time from the project. Hence, our practical case study confirms that
at least some parts of AI-platforms/tool can support even junior software engineers
in their work.

5.1.3 Challenge of introducing new team members

Enrolling a new member to a ML project comes with many of the same challenges as
in regular software development according to subsection 4.3.1. The typical answer
consisted of keeping the system documented, version controlled and walking through
the system bit by bit. The main thing interviewees agreed on was that there did
not exist a well-established method for on-boarding new members. What stood out
from the trivial answers was that a few interviewees mentioned assigning a small and
easy task in an end-to-end format. That way the person got eased into the system
with a sense of contribution. In ML that could mean taking a data point from the
data collection phase to the model training phase as visualized by Saleema Amershi
(2019) in Figure 2.2. It would be interesting to research the subject more thoroughly
in the future and investigate if there are any well-established methods.

5.1.3.1 Practical verification

Getting up to date with IBM’s anomaly detection tool can be related to enrolling
a new member in a ML project. Seeing a high-level overview and looking at re-
quirements was the main supervised introduction, looking at the code and trying
to run the different parts was however more useful. The main resonating idea from
the interviews was to try the end-to-end format with a couple of data points. Our
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experience is that this, in many cases, is easier said than done and for us, it was
challenging. However, once the required data format was solved other things fell
into place but the feeling of accomplishment and contribution as mentioned by in-
terviewees was nonetheless true.

5.1.4 Challenge of time limitations

Estimating the time-scope for ML projects is challenging according to the intervie-
wees in subsection 4.4.1. Time restrictions introduce stress to the project which
might encourage the data scientist to cut corners which ultimately affect the quality
of the model performance. This might be acceptable if the performance meets the
requirements of the customers, however, it is still worth questioning if this is a sound
development for the data science field as a whole.

5.1.4.1 Practical verification

Time is a restraining factor during a thesis project. Structuring, limiting and evalu-
ating the scope of the project was challenging, especially since different stakeholder
saw value in different aspects such as academic height vs model output quality.
Having an iterative dialogue with the stakeholder throughout the project helped in
conveying reasonable expectations and ultimately served as risk mitigation. The
time restrictions did affect the quality of the two models negatively but since the
time-framework was set from the beginning it was well thought through strategy.
Working as a data scientist consultant with customer expectations will probably
always limit the scope of the project but as long as the time is enough to produce
value for the client, it will probably not change.
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5.2 Lessons learned

Figure 5.3: Mind map of lessons learned

5.2.1 Modularity and Agile development in ML

In this section, factors that could increase the success rate are analyzed regarding
the perspectives from the project itself, the working method and techniques, people.

5.2.1.1 Modularity and high cohesion

In subsubsection 4.3.2.3, it is emphasized that increasing modularity is preferred in
ML since the flexibility for adapting new algorithms and new data is important. For
example, a framework can be used to support multiple models to avoid the work of
rebuilding the system, and containers can be used to isolate different parts of the
big system as described in subsubsection 4.3.1.1, making the system understandable
for new members (subsubsection 4.3.1.4). However, as stated in subsection 2.3.1,
the adaption process can be more challenging than in normal software engineering
projects since the model customization requires data science expertise rarely found
in pure software engineering teams. It also argues against the idea of short POCs
mentioned in subsubsection 4.2.1.1 since developing a flexible system generally re-
quires more resources than hard-coded solutions.
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5.2.1.2 Working method – using Agile methodology

Connected to the challenge of developing systems with high modularity is the idea
stated in subsection 4.2.2 that some researchers prefer not to work in traditional
software engineering agile workflows. The mindset of software engineers, data scien-
tists and researchers may differ in the sense that some researchers want to explore
different models and approaches more thoroughly in order to present the best pre-
diction possible. In each iteration, exploration and customization of new models
take valuable time that is scarce in POCs, while software engineers have a tradition
of working in agile environments and are more comfortable focusing on small value-
bringing activities, better suited for short iterations. Another consequence of agile
methodology in data science is that technical debt as described in subsection 2.2.1
may arise. One dept mentioned by Sculley et al. (2015) which also occurred in sub-
subsection 4.2.1.1 is the challenge of scalability. In contrast, there are also positive
aspects with following an agile working method such as close customer contact that
will be further elaborated in subsection 5.2.4.

5.2.1.3 Practical verification

From the practical verification, it can be concluded that high cohesion and low
coupling, i.e. modularity, was important for the usability of the anomaly detection
system. The success of the project was very much dependant on the fact that the
two ML algorithms could be used separately from the system and the architecture
provided an idea of how future algorithms could be tested. The project was also
structured to follow an agile workflow which proved to be useful. For example,
by keeping a close dialogue with Energy Machines, the number of sensors could
be restricted to those who presumably would be affected by the potential failure,
increasing the quality of the data. Through the project, it became clear that when
working with limited resources and fixed deadlines, the room for extensive testing is
small, but by following an agile methodology, we still managed to produce value for
the client. Hence, even if there is a clash between agile workflow and high-quality
predictions the former can still produce value within the time-scope.

5.2.2 Selection of techniques

The challenge of implementing an agile workflow in data science also concerns the
selection of methods and algorithms. As suggested by Jarmul (2017) in subsec-
tion 2.2.3, most interviewees agree that they prefer working with simpler models as
opposed to complex models. The reason is mainly that they are easier to under-
stand, less prone to overfitting and robust. If the algorithm is hard to understand,
it does not provide the user with information about how the output is produced,
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similar to a blackbox2. The risk of overfitting is a result of a lack of quality data
and even if there is enough data, there will still be a need for large computational
power. That said, it is clear from the results in subsubsection 4.1.3.2 that deep
learning is a growing trend and that there are some areas where it shows great
potential, for example in image recognition, video and NLP since these by nature
contain compact information. Some interviewees also suggested the medical field as
having sufficient data for deep learning. The main obstacle, in this case, is finding
and signing the right forms in order to get access to public medical records. In the
future, subsubsection 4.1.3.4 also suggest that GANS could be used for image and
video augmentation which could help the training of autonomous vehicles.

5.2.2.1 Practical verification

It is not entirely fair to compare Isolation Forest and Dynamic Boltzmann Machine
(DBM) since the later only target multivariate data, i.e clusters of sensors. However,
both algorithms could predict the anomalies but in terms of usability, isolation forest
was more straight forward since it only had one tuning parameter compared to five
for DBM. Further strengthening the argument that simpler models may be preferable
in short projects.

5.2.3 Matching Academia and Industry

One reoccurring problem expressed in subsubsection 4.3.1.2, not only in the ML field
is that academia develops existing solutions but the applicability on real problems
is hard to match, which is obvious with a technique such as GANS (described in
subsubsection 4.1.3.4). One use case example being Snapchat’s gender-swapping
filter which might rely on the neural network CycleGAN model based on the billions
of selfies as input. On the other hand, the industry is searching for solutions to
problems that are hard to match. There is a gap between the two that can only be
filled through further dialogue and cooperation. Another interesting result is that
it is mostly the financial sector that has the economical prerequisites required for
investing heavily in ML at the moment apart from large IT organizations. The entry
cost for the ML project is too high for the average company. Introducing software
engineers to support in the early ML activities is one way of bypassing the lack of
data scientists bottleneck.

2Blackbox: You put something in and it spits something out and you do not know what hap-
pened or why.
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5.2.3.1 Practical verification

The struggle to match academic and industry also became obvious in the early phase
of the thesis. The stakeholders; Chalmers and IBM, did not integrate smoothly in
their ideas about the project. It required three iterations before all stakeholders
gave their approval of the initial thesis-proposal. Introducing Energy Machines to
the project added another layer of complexity to the thesis since they also had their
own idea for the project. However, after meeting face-to-face, discussing their needs
and our resources, it became clear that we could integrate their main idea into the
already existing scope.

5.2.4 Collaboration between stakeholders

This section covers the aspects of collaboration among different stakeholders and
ML projects is largely dependent on a free flow of information. Transparency and
bureaucracy are some important aspects that need to be addressed in most ML
projects

5.2.4.1 Communication among experts and knowledge sharing

Another limiting factor related to the uniqueness of projects is the communication
with domain expertise as described by López et al. (2018) in subsection 2.2.4 and
expressed by interviewees in subsubsection 4.2.1.5 and subsubsection 4.2.1.6. The
relevant features and the model results evaluation are in many cases in need of
expertise input. The world is complex and one data scientist cannot be an expert in
all fields and therefore needs support from people with relevant domain knowledge.
One interviewee mentioned that this will lead to more specialized types of data
scientists. Each field of science will get their own data analyst experts, for example,
the bioinformatics field has transformed over the last ten years to include data
science tools and methods in the research.

5.2.4.2 Transparency and explainability

Bureaucracy and confidentiality can also be restraining factors in this ML projects
as described in subsection 4.4.2. The results suggest that the primary solution is
an early quality check to determine data feasibility. If not, a list of suggested fixes
should be presented to the client in order to start the project. It is also crucial to
analyze the customer’s needs and problem as ML might not be the best approach,
to begin with. Furthermore, multiple interviewees mentioned that they no longer
take on vague projects involving large data lake dumps as it is difficult and time-
consuming to extract useful information as the result in subsection 4.4.2. Another
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solution is to keep a continuous dialogue with the customer throughout the project
in order to specify the appropriate scope of the project and to deliver validated value
to the client.

The gap in ML understanding between ML practitioners, managers and clients are
also one of the themes mentioned in the result subsection 4.5.1. Focusing on simpler
models is not necessarily in the best interest of a data scientist since it may not
provide the best prediction. However, in many cases, the result of a simpler model
can be seen as support for implementing more complex models, as well as providing
better explainability for the client and high-level project managers. Some intervie-
wees expressed that the interaction with people, such as visualizing and explaining
the model, is the hardest part. If the model cannot be explained, uncertainty is
introduced to the project, which could increase the risk of the project and should be
avoided. From a data scientist consultant’s perspective, it is necessary to explain the
business value of the model result, by translating the ML output to understandable
client language in common words based on client’s technical knowledge level.

5.2.4.3 How transparency can help reduce the risks

The previous paragraph leads to the subject of risk, described in subsubsection 4.4.3.1.
One risk is that ML solutions are "oversold", for example, if they can produce quick
results. Most of the interviewees agree that it is the data scientist’s responsibility to
accurately convey the risk of their result to the best of their ability. Transparency
should be stressed as stated by an interviewee. Furthermore, it is easy and danger-
ous to get blinded by the performance of models. For example, looking at numbers
of true negatives may be of great economic value but in some cases such as in cancer
prediction, the cost of sending a patient to a second referral needs to be weighted
against the statistical uncertainty and the ethical aspect if the prediction is actually
a false negative. Another example of two-layered risk mitigation is to restrict the
ML models from making direct changes in the customer’s environment, for example
in financial markets, by not supporting direct stock trading but instead providing
predictions to a trader who then makes the actual trade.

5.2.4.4 Practical verification

Bureaucracy and accessibility
As stated in section 4.6 the initial phase of getting access to IBM’s system and
Energy Machines data proved to be time-consuming. The external researcher has
no real means of accelerating the process more than encouraging the stakeholders
to do their part. It is understandable that companies cannot simply grant access to
their resources without question but as junior data scientists it came as a surprise
that the required time was more close to weeks rather than days, and that was even
without extensive bureaucracy (no signed NDA). However, once the initial phase of
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access was done the project flowed smoothly. In the later stages of the project, it
also became more clear how irreplaceable the domain expert was for the outcome of
the project. Since the anomalies found could not be validated, i.e. translated into
faulty behaviour of the system without an expert from Energy Machines.

Explainability to the customer and team
In terms of delivery and explainability, the practical verification indicates that two
junior software engineers can produce value for an industry partner even with lim-
ited previous ML experience. The most challenging part turned out not to be un-
derstanding and explaining the algorithms but instead assessing the required data
structure and data quality. The explainability became a secondary focus until the
data was in a usable format. Even if the explainability is deemed important by the
interviewees, it loses in regards to data structure according to the practical verifi-
cation. Throughout the project, we also actively conveyed the uncertainty of the
project to the client and tried to mitigate the risk by following an agile strategy with
a continuous dialogue with the client, domain experts and senior data scientists.

5.3 Thoughts about future ML trends

Some of the findings from the interviews had more of a futuristic character. In this
section two of the more reoccurring ones are presented and analyzed as shown in
Figure 5.4.

Figure 5.4: Mind map of Machine Learning trends

5.3.1 Ensemble models

An interesting question for the future is if ensemble models will become more widely
used. In subsubsection 4.1.3.5 it is mentioned as a potential trend but the inter-
viewees limited successful first-hand experience introduces uncertainty to the tech-
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nique. It is believed to be best suited for projects which have multiple data angles.
Hypothetically, this could be cases such as in medicine when you handle different
types of data from the same patient. Another growing futuristic trend is the de-
velopment of strong AI, which means the AI not restricted to one specific task as
mentioned in subsubsection 4.1.3.3. Whether or not it will happen is uncertain but
most interviewees predict that it will be developed eventually.

5.3.2 Anomaly detection techniques

The anomaly detection field has potential according to the interviewees in subsub-
section 4.1.3.1. However, there are no straight answers to which algorithm that best
fits a certain problem and data set. According to the interviews, they are no specific
anomaly detection algorithms, instead, data scientists should explore and adapt dif-
ferent types of classification techniques which could, for example, be XGboost which
is a ML library specialized in gradient boosting, Gated Recurrent Neural Networks
(GRU) over Long Term Short-term Networks (LSTM). However, most interviewees
express that linear models and tree models are preferable in most cases since they
work on smaller data sets and are more forgiving in terms of data quality. It will be
interesting to see if there emerge any specific algorithms in the anomaly detection
field as it becomes more widely applied in industry.

5.4 Theory reflected by findings

Most of the technical challenges of ML presented in the discussion have already
been addressed to some degree by other studies. For example, Sapp (2017) describe
the initial ML activities and Sculley et al. (2015) describe technical dept related to
ML. A new insight presented in this study is how software engineers can navigate
between these challenges and still contribute to the ML project.

It is worth noting that Saleema Amershi (2019) reasoning surrounding their pro-
cess maturity metric and identified challenges are to some extent reflected in this
study. One example is that all levels of experienced people rank the challenge of
data availability, collection, cleaning, and management as the hardest. Which was
also implied by the interviewees in this case study as seen in subsubsection 4.2.1.3
but still, these activities are deemed possible for a software engineer to conduct.
Saleema Amershi (2019) also describe three differences between developing ML ap-
plications and other IT application domains. One particularly interesting aspect
being that the second differences that customizability and extensibility almost al-
ways requires a software engineer to have extensive data science knowledge are also
reflected by the interviewees in this study, see subsection 5.2.4. However, the results
of this study also argue that this knowledge can be obtained through close dialogue
and information sharing with more experienced data scientists during a project and
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still be successful, i.e. it may not be required for a software engineer to have this
knowledge prior to the project.

Reusability and platforms have been addressed in previous studies, e.g by Polyzotis
et al. (2017) but capturing data science experience is a complex procedure and it
will be interesting to see if ML becomes more accessible with presented techniques
such as transfer ML and AI platforms. Will software engineers be able to easily use
these techniques?

The conclusion that time and computational power affects ML projects is also al-
ready addressed by e.g. Sapp (2017) but the insight that it might lead to a preference
of simpler models have not been identified in related theory.

The challenges with introducing a new member to a team were not deemed specific
to ML projects. Instead, what was engaging was that no interviewee knew of any
particular method to use in such situations. No theory was found beforehand related
to the introduction of new members in ML projects. Maybe theory related to the
introduction of the team member in software engineering teams can be applied to
help solve the challenges in the future.

5.5 Threats to validity

The thesis result is mainly based on 16 interviews which are further tested through
practical implementation, a POC. In this section, the validity of the thesis method
and results are discussed as well as steps to mitigate potential threats to the validity.

5.5.1 Internal validity

Internal validity is the causal relationship between the conclusions presented in
the discussion and the actual result. In this study, high validity means that the
conclusions are correctly supported by interviews as well as through the practical
test. If the interviews, the conclusions and the practical verification point in different
directions, it may indicate a lower internal validity.

According to Runeson and Höst (2009) the validation of the result of a case study
is related to the traceability of original answers and the interview format. Since all
interviews were recorded and transcribed, all results should be traceable to at least
one of the transcripts. However, due to confidentiality, the names of participants are
not disclosed together with the citations. Runeson and Höst (2009) also mention that
the demography of the participants and how different backgrounds of participants
can give a wider information input. To tackle this, potential participants were
contacted both inside and outside of Sweden, both men and women. Though the
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majority of the interviewees, in the end, had a strong connection to IBM and Sweden,
we managed to conduct interviews with data scientists and researchers in Japan,
USA, Ireland, and Switzerland. Some interviews were conducted with participants
working outside of IBM and a third of the interviewees were women as described
in Table 3.1. Furthermore, an emphasis was put in interviewing data scientist and
researchers from different roles, junior, senior, polymaths, team leaders, etc as shown
in Table 3.1.

Bias is a threat that the researcher should be aware of according to Runeson et
al. (2012). In this case study, for example, bias was introduced in the discussion
chapter chapter 5 since the practical verification is largely self-perceived. However,
the practical verification helped support the results by putting to test some of the
interviewees’ statements. Not all results proved to be as "simple" or "hard" as im-
plied by some of the interviewees but in general, the thoughts and meaning of the
interviewees became clearer during the practical verification described in section 3.4
and section 4.6. For example, deciding the number of clusters may seem trivial to
an experienced data scientist but not for a junior one. There is also the aspect of the
interpretation of interviews and leading questions. Bias interpretations were avoided
by recording all interviews as previously stated, making sure the information was
kept solid.

In order to keep a transparent analysis, the main findings in the result chapter
disclose the number of interviewees who support each theme. Some of the themes
are more supported than others, for example, the results regarding data cleaning
are among the most supported while potential future trends such as GANS are in
the lower end. Naturally, future speculations regarding technology such as GANS
were broad and each interviewee had unique thoughts. There is a risk that some
of these less supported conclusions have a weaker correlation to the results since
fewer participants talk about them. However, only in rare cases are the results
supported by less than half of the interviews, instead, these findings where either
deemed particularity interesting or emphasized by an interviewee.

5.5.2 External validity

External validity refers to the degree to which the findings can be generalized. If
the results are based on a unique case it might be hard to test it in on a broader
scale. Hence, lowering the relevance for other researchers, i.e. external validity.

According to Runeson et al. (2012) a case study is supposed to be useful for other
application and studies with similar characteristics. Bridging the gap between ap-
plied ML in industry and academia is a broad term. However, the characteristics
of the study are mainly based on interviews with people working for hands-on with
researching and applying ML. There is no real niche except that a majority of the
participants were working at IBM and that it can be challenging to get access to ex-
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perienced data scientist. The possibility of replicating the study should be relatively
high if the potential researchers could find interviewees with a similar background.
The practical verification may be harder to replicate since the project in itself is
unique in regards to data and the confidential aspects. The method of applying ML
will need to be adapted to that specific case since data is a restraining factor.

There might also be a tendency towards certain results depending on the ratio be-
tween the interviewees’ backgrounds as seen in subsection 5.2.1 where data science
consultants verses researchers have a tendency towards different directions. An-
other interesting aspect would be to include software engineers with data science
experience in future studies.
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6
Conclusion

This thesis aimed to investigate the process of ML implementation in industry and
intended to structure how software engineers, data scientists and researchers can
work in order to progress in the field of applied ML. This was concertized by three
research questions revolving around the implementation process as seen below. Data
was collected through 16 interviews and further confirmed through a self-experienced
practical implementation test.

6.1 Answers to research questions

RQ1:

What are the necessary tasks in the processes of embedding a ML algorithm in
a software system?

The process of embedding a ML algorithm in industry, in a narrow sense, consists
of identifying the problem in the industrial scenario, assessing the scale of the prob-
lem, getting data access, understanding and preparing the data, iterated training
with ML algorithms, validation of model output, in parallel with developing the
surrounding software system (subsection 5.1.1 and subsection 2.3.1). Besides the
purely technical work of data scientists and software engineers, the process in a
broad sense, also consists of a managerial and communication aspect: interactions
between humans, different stakeholders and different domain experts could be seen
as more central than in general software engineering processes (subsection 5.2.4).
In terms of complexity of the project and the acceptance of new ML techniques for
the client, simpler models and communication that breaks down technical language
can be seen as steps that increase the success rate of ML projects as presented in
subsection 5.1.4.

RQ2:

What are the challenges in regards to new software environments, new data,
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new trends and new software engineers throughout the process of ML imple-
mentation in the industry?

Challenges in the process of ML implementation in the industry can be seen from
three different engineering roles as summarized in Table 5.1. From a data scientist’s
perspective, the most challenging part is the initial steps: understanding and col-
lecting quality data, building a data pipeline from manual to automatic, choosing
an effective way to clean the data. This is challenging because real-world problems
and corresponding data varies greatly and is to a large degree uncontrollable. An-
other challenge for data scientist relates to the working methodology: the conflict
between an agile-like methodology that focuses on quick consistently small value
bringing tasks, and a research perspective where longer time sprints may be pre-
ferred in order to reach higher quality models.

From a software engineer’s perspective, the challenge is more related to communica-
tion and cooperation with data scientists in ML projects. Apart from the common
challenges in the software engineering area such as increasing the system modularity
and working efficiently in an agile methodology. In order to bridge the knowledge
gap, knowledge sharing through walk-throughs and dialogue with stakeholders is
highly required. If this requirement is satisfied, a software engineer can in some
cases contribute even in the more traditional data science activities such as data
cleaning.

The challenge of communication and cooperation also exists among the whole team,
managers and especially towards clients. Compared to common software engineer-
ing projects, the volatility of time scope and outcome for the ML project can be
higher. As a result, conveying the uncertainty and keeping a relatively high level
of transparency throughout the project mitigates the risk since it lets stakeholders
make their own decision in regards to the model’s accuracy, and potential impact.

RQ3:

How do time scope and increasingly rapid technological advancement affect
ML practitioners decisions and strategy during the process of adapting ML
algorithms, models and tools?1

Cutting-edge ML techniques such as GANs and Deep Learning are currently be-
ing explored. Customers and data scientist might be tempted to use these hyped
technologies but it might be safer to start with simpler techniques as described in
subsection 5.1.4 and subsection 5.2.2. New algorithms and techniques emerge in
large numbers in the wide-ranging ML area and some of them do not have extensive
instructions, examples or documents, some are even impossible to replicate due to
the fact that they require huge computational power, in many cases limited to large
corporations. Especially for students and researchers in academia, the energy and

1Time, money, news and other external influences affect our everyday decisions. This research
question aims to investigate how external parameters affect ML projects.
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the access to resources such as computational power may be limited in comparison
as discussed in subsubsection 5.1.2.1. From our result, most researchers will try to
explore cutting-edge technologies and select the most optimal ones after considering
the time, cost and match to their problem.

In projects involving paying customers, in order to increase the success rate, more
and more data scientists are leaning towards simpler models, since the explainabil-
ity of models and quick economical value for the client is prioritized. The timely,
deliverable result through visualizations can quickly establish a client’s trust and
foundation for further projects. Although a solution from an early POC may not
be perfectly suitable in a larger setting, some parts can usually be reused. In addi-
tion, extreme accuracy and cutting-edge algorithms may be tempting to use, but in
practice, the industry may not need that level of accuracy and simpler algorithms
can get good-enough results, sometimes ML may not even be the best approach to
the industry problem, as mentioned in subsubsection 5.2.4.2. In order to increase
the accuracy, multiple algorithms can be applied and ensemble models and transfer
ML may be future answers to this as well as adding additional operational experts
to strengthen the final decision. Adding a second layer of human interpretation may
become increasingly important from an ethical perspective when implementing ML
in e.g. health care, since the model will have a clear impact on peoples lives, as
described in subsubsection 5.2.4.3.

In terms of tools, using platforms (see subsubsection 5.1.2.1) and frameworks is
becoming increasingly more effective than building a project from scratch. Using
cloud services for computational power and data storage may increase the scalability
of projects. Furthermore, using libraries for algorithms and separating the system
into containers, increasing the modularity could make the project more flexible and
scalable as expressed in subsubsection 5.2.1.1.

6.2 Future work

This study revolves around the implementation process of ML, the challenges as-
sociated with it and how software engineers, data scientists, researchers and other
stakeholders can structure their work to mitigate these challenges. As stated in the
discussion, there is a need for further research regarding what degree simpler models
increase or decrease the success rate of ML projects. Is it beneficial for the data
science field as a whole or will it slow down the innovation rate?

Another interesting area for future research is how AI platforms can make ML
technologies more accessible and how it will impact other industries. It would also
be interesting to further investigate the ethical aspect of machine learning and AI,
e.g. how people experience a computer-based prediction versus a medical doctor’s.
Is there a difference in trust and is it ethical to make systematical decisions based
on a ML model’s output. Furthermore, research regarding the prediction mentioned

89



6. Conclusion

in the discussion: that all sciences will have specialized data scientists, would be
interesting to look more closely at. Is it possible to be an expert in all types of data
science or will the field progress to more separated fields of expertise.
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A
Interview Questions

Background question

1. Can you tell us a little bit about your background, where you are from, edu-
cation? (What is your position/roll right now?)

2. How long have you been working with ML? How long have you been working
with ML anomaly detection, if any?

3. If you consider yourself a data scientist: what type of data scientist are you:
Insight provider, Model specialist, Polymaths, Platform builder or Team leader
(Kim et al., 2016).

• Insight Providers, who work with engineers to collect the data needed to
inform decisions that managers make.

• Modeling Specialists, who use their machine learning expertise to build
predictive models.

• Platform Builders, who create data platforms, balancing both engineering
and data analysis concerns.

• Polymaths, who do all data science activities themselves.

• Team Leaders, who run teams of data scientists and spread best practices.

Project Example

1. Can you walk us through a recent, finished ML project.

2. What was the most challenging part of that project? (which part takes the
most time/money)?

3. What is the greatest insight in terms of working method/process you learned
from that project, if anything?
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Algorithm

1. What are your favorite ML algorithms/techniques, and why?

2. Are there any specific algorithms you think have potential in the anomaly
detection field?

3. What are the pros and cons for these algorithms (what is the suitable area for
this Algorithm)?

4. What are some recent trends in the general field of ML algorithms do you
think?

5. Have you heard about the Dynamic Boltzmann Machines algorithm? it is a
new neural network algorithm developed by IBM research center in Tokyo in
2016. It is different from many neural networks by having a memory capacity
so that it can remember long term dependencies and behaviors of a time series.

6. Can you describe the process of implementing a fully trained ML model in an
existing system or tool.

7. How do you package your model for easy implementation in a software service
or a business use case?

New data

1. When starting a new ML project, what do you look for in terms of data?

2. What are common pitfalls when presented with new data in ML?

3. How do you select the features at the initial training model stage?

4. When using an external data source such as an API, producing real time data.
What would be your initial steps in utilising that data?

5. How do you process the original data from the clients before training the
model?

Models

1. To what extent do you need to retrain the models in regards to only changing
smaller conjunction like settings or features?

2. How often do you retrain, what factors would you consider? (retraining time,
cost, the model size)
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3. Is there any specific situations where you reuse the finished models? (For
example, A model trained with one company’s data and reused for analyzing
another company’s data.)

Engineer

1. How do you most efficiently introduce and integrate a new software engineer
into one of your ML projects.

2. Can you describe the latest introduction/integration process of a new member
of your team.

Time and risk

1. Considering the time efficiency, how do you predict required time/effort for
applying the new algorithm?

2. What happens if you can not deliver on that prediction/deadline? Do you
trash the project or put in more money/time?

3. What do you consider to be a reasonable time scope for training a new model
that you have no previous experience with.

4. If a much better algorithm/new tech is created during the process of your
team’s implementing, what will you do?(add more freedom general questions)

5. If the fully trained model malfunctions during an ongoing client operation.
How do you consider the risk?

6. if the implementation is not a failure, but considering the commercial and
market it’s a failure, how do you deal with that?
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