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Abstract

External cavity lasers (ECL:s) have found widespread use in various applications, and many different wave-
length tuning techniques have been demonstrated over the years. A novel wavelength tuning concept, uti-
lizing longitudinal cavity dispersion provided by a diffractive optical element (DOE) has been invented by
Dr. Kennet Vilhelmsson [1]. The laser design has been demonstrated and tested, but various aspects of the
laser performance have not yet been fully understood. The work carried out in the master thesis project
presented in this report has been focused on the characterization of the critical cavity components of the
ECL functional prototype.

In the report, an overview of the field of external cavity lasers is given, as well as a presentation of different
wavelength tuning methods found in the literature. The new concept for wavelength tuning (see [1]) is
explained. The results from characterization of the external mirror and spectral measurement equipment
are described. The external mirror properties are shown to fulfil the design criteria. However, the power
reflectance is only about 87%, and the laser threshold could probably be reduced by choosing a mirror with
slightly higher reflectance.

In this work, the first main issue has been to study the gain chip used in the laser, which was known to pro-
duce an astigmatic and elliptical beam. The design, assembly and test of a lateral shear interferometer for
beam characterization is presented. The white-light compensated interferometer can be utilized to measure
the astigmatism and beam parameters of the semiconductor gain medium. Test results from the interferom-
eter are given, proving the functionality of the equipment. A method for extraction of the wavefront radius
of curvature from captured interferograms by means of the Gabor transform was implemented. The full
characterization of the gain chip still remains to be carried out, when the laser is assembled, so that the gain
medium can be studied under lasing conditions.

The second important task of the project has been to study the properties of the diffractive optical element
(DOE) used to provide the necessary longitudinal dispersion of the cavity. An experimental method for
determination of the DOE focal length is introduced. The results show that the relative focal lengths of the
four different elements available are in very good agreement with the design criteria. When the measured
focal lengths are normalized to the measurement on the DOE with the longest focal length, and compared
to normalized design values, the agreement is almost perfect.

When absolute focal lengths are considered, a discrepancy of 7-10% between the measured and intended
values is detected. This observation can probably be explained from systematic errors in the measurement
setup and difficulties in locating the focal points correctly from simple ocular inspections of camera images.

The most extensive part of the project has been to quantify the diffraction efficiency of the DOE. Only the
DOE having the longest focal length has been subject to this investigation. A direct measurement technique,
measuring the optical power in the principal diffraction order and comparing to the total power, has been
tested. The estimated diffraction efficiency is found to be 77±5% (including one Fresnel reflection). The
value is rather uncertain due to limitations of the measurement method.

The need for a more robust way to measure the DOE efficiency was obvious, and led to the development of
a self-interferometric measurement method. The idea is to measure the interference pattern formed by the
overlapping diffraction orders from the DOE. A theoretical model of the DOE has been set up, which can be
adjusted until the agreement with the measured data is as good as possible. In this way, the DOE profile can
be determined, and the efficiency can be simulated when the micro-scale shape of the DOE is known. This
method led to an estimation of the DOE diffraction efficiency of 82±2% (including one Fresnel reflection).
The measurement method can be modified to work for diffractive optical elements of arbitrary shape, as
long as their diffraction orders overlap spatially.

Finally, the more robust DOE model mentioned above was used to simulate the behavior of the DOE
focal length as a function of the wavelength, thus verifying the paraxial model of the DOE. The paraxial
model is shown to overestimate the DOE focal length by about 3%. Also, data from the interferometric
measurement were used to calculate the focal length for one of the DOEs, and after compensation for the 3%
overestimation introduced by the paraxial model, the focal length is found to be only 0.75% from its design
value. Hence, the combined results from this investigation and the previous focal length measurement
indicate that the focal lengths of all four DOEs are very close to the intended design values.
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Chapter 1

Introduction

In this chapter, a short introduction to the field of external cavity lasers (ECLs) will be given, as well as the
aim and methods of this master thesis project. Also, the scope of this report will be presented.

1.1 Introduction to external-cavity lasers

The demonstration by T. Maiman of the first laser in 1960 [2] was the starting point of a tremendous
development. The laser is one of the key components for the the entire photonics industry and field of
research. Lasers have found widespread use in the most diverse disciplines, such as telecommunication,
metrology, industrial mass production, medicine, entertainment and military applications.

A vast number of different laser configurations have been developed over the years. The construction of the
first semiconductor laser in 1962 [3] has subsequently led to the possibility to fabricate cheap, miniaturized,
stable lasers for virtually any wavelength. The semiconductor laser is nowadays the most widely used laser
of all, and a topic for intense research.

With time, developments in various fields of applications has led to new demands on coherent light sources.
Fiber optical communication systems utilizing wavelength-division multiplexing (WDM) or coherent de-
tection, high resolution spectroscopy, and precise coherent measurement techniques are some instances
where semiconductor lasers must fulfil stringent requirements [4][5]; in particular: stable single mode op-
eration, narrow line-width, wideband mode-hop free wavelength tunability, high speed, and insensitivity to
environmental changes.

Various techniques to achieve longitudinal single-mode operation of a semiconductor laser exist; they all
have in common that some kind of wavelength-dependent loss is introduced to suppress lasing at side
modes. The distributed feedback (DFB) laser and the distributed Bragg reflector (DBR) laser are examples
of devices exploiting such mechanisms [4]. When it comes to wavelength tunability, these lasers can indeed
be tuned, but only by varying the injection current and/or the temperature of the diode [4]. This comes at
the expense of variations in the optical output power and other characteristics of the laser radiation, and the
tuning range is also rather limited.

The problem of limited continuous tuning range can be addressed in different ways. One way is to modify
monolithic lasers by introducing additional sections in the structure, used for wavelength control. Wide
tuning ranges can be achieved by more or less complicated methods. This is a large area of research,
with many different techniques demonstrated over the years [6]. One main advantage is the possibility to
integrate the laser and tuning elements in a very compact single monolithic structure. Also, no movable
parts are needed for the wavelength tuning.

A different approach to the wide tuning issue is the external-cavity laser (ECL). These lasers have, for a
long time, been the subject for great interest, as they offer an opportunity to meet the requirements outlined
earlier using quite simple designs. The term ”external cavity” refers to the fact that the resonant cavity is
extended (often quite far) beyond the end facet(s) of the gain medium. The external cavity can be designed
to have the required wavelength selective properties needed to force single-mode operation of the laser,
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and also very narrow line-width. The long propagation distance in air outside the gain medium makes the
laser very insensitive to variations in the refractive index of the semiconductor material, hence overcoming
a well-known problem of solitary laser diodes [5].

In addition to the above, the ECL provides the possibility of wavelength tuning by altering the properties
of the external cavity itself, thereby placing the wavelength selection mechanism outside the gain medium.
This leads to very stable operation as well as a large number of ways to perform wavelength tuning, mechan-
ically or electronically [4]. To stress the important aspect of wavelength tunability, the term external-cavity
tunable laser (ECTL) will sometimes be used.

A few, by now classic, ECTL configurations are still dominating, although many other designs have been
proposed and tested. As mentioned before, narrow line-width and single mode operation can be considered
inherent of an ECL (if properly arranged). However, the different techniques utilized for wavelength tuning
so far have proved to have various drawbacks. In particular, the concept of wide band continuous tunability
remains a difficulty.

A number of methods to perform mode-hop free tuning have been proposed (an excellent review can be
found in [4], and a more extensive survey is given in [7]). Mode-hop free tunable lasers are indeed commer-
cially available, even as lab equipment [8][9], but usually are both costly and bulky. A simple and stable
method for mode-hop free tuning of ECTLs, suitable for mass production, could reduce device cost and
size of semiconductor ECTLs, thereby making them available as standard components for a huge number
of applications. The foundation for this project is a new type of ECTL, utilizing ”longitudinal dispersion”
for continuous wavelength tuning [1], addressing the stability and ease-of-tuning issues. The concept is
outlined in section 2.5.

1.2 Aim of the project

Extensive work has been carried out at Alfa Exx AB during the last 10 years to build a functional prototype
of an ECTL with longitudinal dispersion, including build-up of a theoretical model of the laser gain medium,
simulations of the laser cavity, design and manufacturing of a dispersive element, design and assembly
of a prototype setup, and test and characterization of the wavelength tuning mechanism. Mode-hop free
wavelength tuning over a bandwidth > 10 nm has been successfully demonstrated. Nonetheless, mode-hops
have been observed when tuning is performed over a wider bandwidth, and the reason for this behavior is
so far not understood, although various explanations have been proposed.

One of the more probable reasons for the observed mode-hopping could be the fact that the gain medium
used in the cavity is an edge-emitting semiconductor optical amplifier (SOA), whose beam divergence is
different in the lateral and transverse directions (a factor 2-3), and has a certain astigmatism as far as the
beam waist locations in the two orthogonal directions are concerned. The idea is therefore that the existence
of different focus positions in the x and y directions could give rise to mode-hops.

The aim of this master thesis project has been to develop techniques and tools for verification of the func-
tionality of the components in the functional prototype external-cavity laser built at Alfa Exx AB in 2007.
In order to improve the performance of the laser, the cavity components must be evaluated. If components
deviate from the intended design, this might be part of an explanation to the observed unexpected behavior
of the laser. Also, quantification of the possible errors is crucial in order to allow a new setup to be built,
with a modified cavity, thus compensating for the measured imperfections.

The most important cavity components are the diffractive optical element (DOE) and the semiconductor
gain chip, and these are subject to most of the attention in the project. In addition, the external mirror is
examined. The project has been focused on the development of experimental techniques and equipment
for measurements of the relevant parameters of these components. Also, one object has been to propose
modifications to the functional prototype setup for improved stability and ease of measurements. Finally,
as a smaller part of the project, an overview of the field of external-cavity lasers has been compiled, with
the intension to look for designs similar to the Alfa Exx laser in recent research publications.
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1.3 Method

As described above, the purpose of the thesis work has been to examine various aspects of the laser cavity
components, and in order to make this possible, suitable experimental techniques, technical equipment and
theoretical models have been developed. The method can be summarized in 8 different steps:

1. Identification of relevant component parameters for quantification.

2. Development of a theoretical framework, relating the parameters in question to measurable quantities.

3. Development of an experimental technique for measuring the quantities necessary.

4. Development of software tools for measured data analysis.

5. Design and assembly of an experimental setup.

6. Conduction of the experiment.

7. Evaluation of measured data by means of the software tool.

8. Interpretation of results, ultimately telling the performance of the component under test.

It has not always been possible to determine the performance of the component examined, due to different
limitations in the preceding steps, and in these cases, the reasons for the shortcoming are discussed, and
alternative/improved methods are proposed. Finally, a literature research has also been carried out in order
to get a knowledge of external-cavity lasers in general, and to confirm the absence or identify the possible
existence of a wavelength tuning concept similar to the Alfa Exx patent, in the laser research community.

1.4 Overview of thesis work and report

In this section, an outline of the different topics of this master thesis’ work and report will be given, before
results are presented from the major parts of the project in the following chapters.

Literature research

The first important step of the project has been to make a literature research, to get an orientation in the
field of external-cavity lasers, in particular to give an overview of different wavelength tuning techniques.
Also, the intension has been to look for ECTL designs similar to the concept with longitudinal dispersion
described in the patent [1]. In chapter 2, the results from the literature study are presented. Also, the novel
tuning technique [1] will be outlined in the last section of chapter 2.

Gain medium astigmatism

One important object in the project has been to develop a measurement technique to quantify the astigma-
tism and beam parameters of the SOA used in the system. When these parameters are known, their effect
on the wavelength tuning characteristics could be calculated and compared to measurements. When knowl-
edge of these quantities has been gained, possible changes in the cavity design could be proposed in order
to overcome the unwanted phenomena related to the astigmatic gain medium. Consequently, as a part of
the thesis work, a lateral shear interferometer for beam characterization has been designed, assembled and
tested on a known laser. In addition, methods for extraction of the relevant information from the measured
interferograms have been developed.

The interferometer is white-light compensated and is therefore functional also under non-lasing conditions.
It can be used to study the naked SOA used in the ECL, although it is indeed questionable whether the
beam parameters extracted from the amplified spontaneous emission of the SOA are representative for the
characteristics of the SOA under lasing conditions in the external cavity. The intension has been to study
the output beam from the lasing ECL. These experiments remain to be carried out, as the laser has not yet
been assembled to the extent that a collimated output beam has been accessible during the project. The
interferometer for beam characterization is described in chapter 3.
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Laboratory setup design

Further, a few limitations in the functional prototype setup were identified during the laboratory work
carried out a few years ago, and therefore, time has been spent during the thesis work to address these
problems in the design of a new setup. First, the external mirror was mounted on a manual translation
stage in the previous setup, which proved to be rather unstable, and repeatability was difficult to achieve.
A piezo-electric translator (PZT) and some mechanical components were ordered. The PZT was vertically
mounted, and the output beam emerged inside the PZT (which was not solid).

After verifying lasing and tunability with this new setup, further modifications were made in order to im-
prove stability and add the possibility to collimate the divergent output beam. A flexure mount for high
precision translation of the external mirror and a mechanical interface for mounting of a collimating lens
behind the mirror were designed and ordered. Unfortunately, as most of the cavity components had to be
characterized before assembly of the cavity, this last setup remains to be built and tested.

Spectrometer and external mirror

In order to study the spectral characteristics of the laser light, a spectrometer fiber must be inserted into
the output beam. Reflections from the fiber end facets cannot be allowed to travel backwards into the laser,
as even very small reflections may severely affect the laser behavior. A single-mode fiber was sent for
polishing of both end facets at an angle, so that reflections will be deflected away from the laser. The fiber
was then characterized and tested to verify functionality, and the sensitivity of the fiber-spectrometer system
was measured in order to get a calibration curve for the measurement device. A short description of the
result is given in chapter 4. The external mirror used in the test setup has also been spectrally characterized;
the investigation is presented in the same chapter.

DOE focal lengths

Probably, the most important element of the cavity is the diffractive optical element (DOE). The character-
ization of this component has been the dominating task of the entire project, and several different investi-
gations have been carried out to measure the DOE focal length and diffraction efficiency. Chapter 5 of this
report is focused entirely on the DOE. First, a paraxial model of the foci locations of the DOE diffraction
orders was developed, and subsequently, these locations were measured using some imaging optics and a
CCD camera. The focal lengths were calculated from the model and compared to design parameters for the
4 different DOE designs available. This investigation is presented in section 5.1.

DOE diffraction efficiency

A very crucial aspect of the DOE is its diffraction efficiency, i. e., how large fraction of the optical power
incident on the DOE will be diffracted into the desired first order? Power ending up in other orders due to
the DOE being non-ideal will contribute to the cavity loss factor. The antireflection coated lenses have very
low loss (on the order of < 0.4% for each lens/air interface). The external mirror has a transmission factor
of about 12%, but the mirror loss only contributes once per cavity roundtrip, and the loss represents the
useful output beam. The DOE, on the other hand, is traversed twice per roundtrip, and a good DOE may
still have a loss factor in the range of 10-20%. It is therefore important to measure the DOE efficiency, and
any improvement of the DOE may give significantly reduced cavity loss.

As a first step, a direct measurement method for the DOE efficiency was developed and tested. The method
and its results are presented in section 5.2. The idea is simple; assemble the entire ECL without the external
mirror, and use a laser as light source. Measure the total power emerging from the DOE with an integrating
detector. Then mount a small aperture on the detector and measure the power in the first diffraction order
focus. The efficiency can then be immediately calculated.

The measurement as described in the previous paragraph was carried out, and the DOE efficiency could be
estimated. However, the results are quite unreliable, as the method suffers from a number of problems. As
absolute power levels are measured, it is crucial that the laser power is constant during the entire measure-
ment. The output power of a free-running semiconductor laser usually drifts considerably over time due to
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temperature variations and other factors. Hence, a monitor detector mounted behind the laser rear facet was
used to control the optical output power and keep it constant.

Now, when a detector is inserted into the output beam, strong reflections will result, some of which will
reach the monitor detector and disturb the power control. Even worse, when the detector is positioned close
to the focus, it will act as nothing but an external mirror, coupling a lot of power back into the laser source
itself, with chaotic resonant effects as a result. The problem could be slightly reduced by arranging a small
air gap between the aperture and the detector surface, so that the reflection has diverged to some extent
before going back through the pinhole, thereby truncating the reflected beam, but the direct measurement
method is simply not very suitable for quantifying the DOE efficiency, let alone the small dimensions
of the system, making it cumbersome to get access to the diffraction orders with the detector in the first
place. These observations led to the conclusion that at better method must be found to determine the DOE
efficiency.

It had been observed that the diffraction orders from the DOE are spatially overlapping, thus forming
concentric ring-shaped interference patterns when the DOE is illuminated by a narrow-band light field. The
idea was therefore born, that the relative amplitudes of the different diffraction orders could be calculated by
recording intensity interferograms, and then setting up a theoretical model of the DOE, whose parameters
could be adjusted until the measured interferograms were reproduced.

The work on this method has been the most extensive subproject of the thesis work, and started with the
development of a simple model of the DOE where its diffraction orders were described as an ensemble
of Gaussian beams. The difficulty with this model was how to relate the phases of the different orders to
each other (which is necessary to determine the interference pattern). The DOE cannot be assumed to be
an optically ”thin” structure under these conditions. Therefore, a more robust model had to be developed,
where the DOE is modeled as a structure having a physical depth, and also parameters describing the
non-idealness due to the limited resolution of sharp edges in the manufacturing process. The model, the
measurements and the results are outlined in section 5.3, and concludes the scope of this master thesis’
work.
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Chapter 2

Wavelength tuning concepts in ECTLs

2.1 Tunable monolithic diode lasers

A lot of work has been carried out in the field of monolithically integrated lasers. Distributed feedback
(DFB) lasers and distributed Bragg-reflector (DBR) lasers are well-known devices. DFB lasers have become
the standard in WDM optical communication systems due to their wavelength stability, narrow linewidth,
ease of fabrication, high modulation speed and long-term reliability [7].

Different solutions to achieve wavelength tunability in monolithic diode lasers have been developed. Here,
we will discuss some aspects of tuning principles in general, and then explain the idea behind wide-band
tuning in monolithic diode lasers.

2.1.1 Various tuning techniques

Wavelength tuning in a monolithic laser can be realized by changing the effective gain spectrum of the diode,
changing the comb-mode spectrum, or changing both these properties simultaneously [6]. The effective
gain spectrum can be varied by affecting the medium gain, or using a tunable wavelength selective mirror.
The comb-mode spectrum is varied by changing the optical length of the diode. As the physical length is
generally fixed, this means that the effective mode index of the laser must be changed [6].

When the effective gain spectrum is varied, only discrete tuning can be achieved. The laser will operate at
the wavelength experiencing the highest gain; when the gain spectrum is affected, the lasing wavelength is
constant until a neighboring wavelength sees a higher gain. A mode hop will then occur. Hence, the lasing
wavelength can only take discrete values, and one has no access to the spectrum between the peaks of the
comb-mode spectrum [6].

If the comb-mode spectrum is made to drift, continuous tuning can be realized, but only up to the longitudi-
nal mode spacing. A mode hop occurs whenever the drift becomes larger than the cavity free spectral range,
as the laser will then prefer lasing in the neighboring mode. The difference compared to the gain-tuning
scheme outlined above is that the comb-mode spectrum can be moved in arbitrarily small steps; this enables
linear continuous wavelength tuning. In practice, the optical length of the structure is changed by tuning the
refractive index of the structure. This can be achieved by either varying the charge carrier density ∆N, or
the temperature T of the device [10]. Continuous tuning ranges of about 15 nm have been observed using
carrier density tuning at λ = 1550 nm [10].

By combined tuning of both the gain and the comb-mode spectrum, a larger range of continuous tuning is
possible. Tuning the gain, and making sure that the comb-mode spectrum is simultaneously shifted so that
the same longitudinal mode is always at the gain peak, the laser can be tuned over a larger range without
mode hopping [6].
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2.1.2 Wide tuning

It can be shown that the continuous tuning range ∆λ for semiconductor lasers is limited to ∆λ/λ≈ ∆n/ng,
where ∆n is the refractive index change and ng is the effective group index [6]. This means that only about
15 nm continuous tuning is possible at normal operation [6]. This is far less than the available the gain
spectrum, which can be over 100 nm wide. Other tuning methods have been developed to access a larger
part of the gain spectrum. The idea is to utilize not the refractive index itself as the tuning parameter, but
instead a refractive index difference [6].

Consider a semiconductor laser having two different wavelength selective mirrors at its ends. The mirrors
are designed to have comb-like reflectance spectra, with quite sharp reflectance peaks. These two spectra are
periodic, but the period of mirror 1 is slightly different from mirror 2. Lasing will occur at the wavelength
where the reflectance peaks of the two mirrors overlap.

Now, by shifting the reflectance spectrum of, say, mirror 2, by a small amount, the wavelength of reflectance
peak overlap shifts by a much larger amount. This is the so called Vernier effect [6]. Tuning the spectrum
of both mirrors simultaneously, quasi-continuous tuning over a large spectral range can be realized [6].

2.2 General aspects of external-cavity lasers

Although some tuning can be achieved in a solitary laser diode, as described above, the external-cavity
concept is essential to reach good performance of a tunable semiconductor laser [4]. In this section, we turn
our interest to the important characteristics of an ECTL.

The concept of the external-cavity laser has been known since 1964 [4][11]. Many different designs have
been demonstrated, but some of the earliest configurations are still being among the most widely used,
namely the Littman and the Littrow types [4] (see section 2.3). Presently, much research is being conducted
in the fields of quantum cascade lasers (QCLs) or vertical cavity surface emitting lasers (VCSELs) in exter-
nal cavity configurations. Also, much interest is being directed to the implementation of ECTLs in MEMS
technology [4][12]; this will be briefly discussed in section 2.2.3. New wavelength-tuning concepts are
demonstrated every year, but still, quite many of these can be seen as modifications and improvements of
the old designs used for a long time.

2.2.1 ECTL configurations

External-cavity tunable lasers can be categorized in 3 different main groups, depending on the configuration
of the external cavity [13]. We shall here briefly mention these, before analyzing the various ways to achieve
tuning and wavelength selectivity in an ECTL.

In the extended-cavity1 configuration, one of the facets of the semiconductor amplifier is coated with an
anti-reflection layer. Using collimating optics, a wavelength selective element and a feedback mirror, the
cavity is extended beyond the gain medium. The back facet of the diode is left uncoated or is made (almost)
100% reflective. Hence, the cavity is extended in one direction compared to the solitary laser diode [13].

Extending the principle of the extended-cavity to both facets of the SOA, we get a double-ended external-
cavity laser [13]. In this case, the optical feedback is positioned truly away from the gain medium. The
main advantage of this configuration is that both SOA facet reflectivities are made small, which makes the
laser less sensitive to the intrinsic modes of the diode [13]. On the other hand, the number of components
are doubled compared to the (single-ended) extended-cavity, increasing system cost, complexity and loss
factors.

Finally, if we ”connect” the two arms of the double-ended ECL, we arrive at a ring external-cavity laser;
a concept that is more difficult to realize in practice compared to the preceding ones, due to its increased
sensitivity to misalignment [13].

1Not all authors distinguish between the terms ”extended” and ”external” cavity. Both are being used to refer to the general concept
of a cavity reaching beyond the semiconductor end facets.
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2.2.2 Characteristics of ECTLs

In section 2.1, tuning of ordinary monolithic semiconductor lasers was introduced. External-cavity lasers
have a number of advantages compared to the solitary diode laser. The most obvious characteristic of an
ECL is the possibility of truly mode-hop free tuning. Tuning in ordinary diode lasers is complicated, and
usually only quasi-continuous tuning can be achieved, especially if the entire gain bandwidth is used.

Another general feature of external-cavity lasers is that single-mode operation can be easily implemented
[13]. In addition, the linewidth of an ECL is much smaller than for a solitary laser diode, due to the heavily
enhanced photon life time resulting from using a long cavity [13]. Moreover, the wide gain bandwidth of
the semiconductor can be fully exploited by placing the wavelength selective mechanism in the external
cavity instead of inside the gain medium itself [13].

The behavior of a solitary diode laser is very much dependent on the ambient temperature, as well as the
injection current. The reason is that the refractive index of the chip changes rapidly with these parameters,
and the result will be phase fluctuations in the output optical field [4]. In contrast, an ECL will be highly
insensitive to refractive index variations of the gain medium, due to the long propagation distance (usually
in air) in the external cavity [4].

Of course, many different types of tunable lasers exist, and also many types of external-cavity lasers utilizing
other gain media than a semiconductor. Compared to these competitors, the external-cavity semiconductor
laser has the advantage of being small, being highly efficient, it needs only air cooling, it is electrically
pumped, and it usually has a very long lifetime [13]. A possible drawback is that the output power is
generally low, although high-power demonstrations have become more common with time [13].

2.2.3 ECTLs in MEMS technology

During recent years, the progress in the area of Micro-Electro-Mechanical Systems (MEMS) technology,
has led to new possibilities for ECTL design. An excellent review of the field has been published by Liu
and Zhang [12].

The MEMS implementation of ECTLs shows several advantages. In particular, ECLs can now be minia-
turized, and mechanical tuning elements can be made very small in size, which in turn leads to enhanced
modulation speed and robustness. Moreover, grating and mirror structures can be fabricated directly on
micro-scale in arbitrary shapes, consequently making new laser configurations possible. Finally, the exter-
nal cavity itself can be made extremely short when micro-fabrication methods are used (as short as 10 µm),
heavily increasing the free spectral range of the ECL, and consequently making continuous tuning easier,
as well as opening up new tuning regimes not reached before [12].

Various tuning schemes can be implemented in the MEMS technology. The simplest case is a SOA com-
bined with a flat, tunable external mirror; the optical feedback is poor, but still some tuning is possible [12].
This principle can be improved by making the mirror curved in one direction, and adding a cylindrical lens
in the orthogonal direction [12].

The MEMS technology has evolved rapidly during recent years, so that now some of the macroscopic
designs discussed earlier have been realized on microscale; for instance, the Littrow, Littman, and Fabry-
Perot etalon tuning principles have been demonstrated [14][15][16] (see section 2.4 for a description of
these configurations).

The ultimate goal of MEMS external-cavity lasers is to fabricate all-integrated chips, containing the ECL
with its laser diode, MEMS components and temperature control, as well as an optical fiber pig-tail and
electronic drive circuits for operation of the laser. The results so far are promising, but much work still
remains to be done [12].
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2.3 Components of ECTLs

In this section, the common components in a (semiconductor) external-cavity laser are presented.

Semiconductor Optical Amplifier (SOA)

A semiconductor optical amplifier (SOA) is used as the gain medium in semiconductor ECTLs. Quantum
well structures are commonly used, due to their low threshold current, broadband gain and the possibility
to tailor the gain curve [4]. The SOA can be made from an ordinary edge emitting semiconductor laser,
with one facet anti-reflection (AR) coated (the other facet is often used as the end mirror of the ECTL). The
residual reflectance must be very small, usually on the order of 10−4 or smaller [4].

It is very difficult to achieve good facet reflectivity suppression over the entire tuning range, as the AR
coating is optimized for a specific wavelength. This can in fact be the very limitation to the maximum
available continuous tuning range, as the internal modes of the SOA causes the ECTL to mode hop [4]. The
ECTL then behaves as two coupled cavities rather than a single one.

Collimating and beam shaping optics

Usually, some kind of positive lens is used to collimate the light emerging from the SOA. Many different
kinds of lenses can be used to this end, and depending on the configuration of the laser, additional optics
may be needed to shape the beam properly. One common design is the ”cat’s eye”, comprising a positive
lens and a concave or planar mirror (i. e., the external mirror), a setup which becomes very insensitive to
misalignment [17].

Optical isolator

ECTLs can be very sensitive to optical feedback into the cavity. Therefore, it is not uncommon to include
some kind of optical isolator in the design [13], or other means of handling ghost reflections, in order to
prevent potentially devastating back reflections.

Dispersive element

In order to achieve wavelength selectivity, the cavity must somehow be made dispersive. Of course, a
natural dispersion is always present in the form of the wavelength dependent gain, but the dispersion must
be correctly tailored to reach mode-hop free operation. In addition, to get the desired wavelength tunability,
it must be possible to vary the dispersion, and the variation must be controlled in combination with other
parameters, such as the cavity length, in order to avoid mode-hops. Many different devices for cavity
dispersion have been utilized in ECLs, and section 2.4 is dedicated to this issue. For instance, diffraction
gratings, acousto-optic modulators (AOMs) or electro-optically controlled filters may be used as dispersive
elements.

External mirror

The external mirror is of course a key component in an external cavity. Metallic or dielectric mirrors can be
used. Surfaces of other cavity components may also be used to give the desired feedback, for example the
end facet of a fiber. Also, some ECTL designs do not need a specific mirror, for instance, the Littrow cavity
design presented in figure 2.4.1 uses a grating for both wavelength selection and optical feedback. Thus,
the grating effectively plays the role of an external mirror in this case. In any event, the external cavity must
always provide the necessary optical feedback, be it from a true mirror, a grating or something else.

10



2.4 Wavelength tuning concepts of ECTLs

There are many different ways to implement wavelength tunability in an external-cavity laser. In this sec-
tion, a number of methods will be presented. The classic designs in the Littrow and Littman configurations,
respectively, are given rather a thorough description. Then, various other techniques will be briefly dis-
cussed.

The section is divided into ”mechanical” and ”electronic” tuning techniques, respectively. This distinc-
tion is neither universal nor very precise; some electronic tuning methods require some kind of mechanical
movement as well, and many concepts are more or less complicated combinations of mechanical and elec-
tronic control principles. Nevertheless, the division into the two categories may still be useful in order to
get some overview, and the presentation here focuses on rather ”pure” tuning methods.

2.4.1 Mechanical tuning techniques

As mentioned above, the tuning methods can be either mechanical (physical movement of cavity compo-
nents) or electronic (changing the dispersive properties of the cavity electronically). In this section, we are
concerned with the former methods, the latter being considered in the next section.

Diffraction grating

There are two ”classical” configurations utilizing movable diffraction gratings to perform tuning, namely the
Littrow and Littman2 versions, respectively [4]. Both are still widely used; for example, recent applications
of ECTLs in the Littrow configuration have been demonstrated by Jechow et al [18] and Liu et al [19]. For
a lately published investigation on an ECTL of the Littman type, see [20] or [21].

The basic Littrow ECTL configuration is shown in figure 2.4.1. The external cavity contains a collimating
lens, and a reflection grating to provide optical feedback [4]. The grating angle is chosen so that the
diffracted beam follows the same path as the incident beam, utilizing any diffraction order of the grating
(usually the first order) [4]. Usually, the output beam is formed by the the zeroth diffraction order, i. e., the
specular reflection from the grating, which will unavoidably contain some power due to imperfections of
the grating.

Figure 2.4.1: The Littrow configuration of an ECL.

The design is simple, as only two components are required apart from the SOA. Wavelength tuning is
performed by rotating the grating, and relies on the fact that different wavelengths have different angles of
diffraction. However, in order to avoid mode-hops, the cavity length must be adjusted simultaneously (by
translation of the grating), so that the number of half wavelengths within the cavity is fixed. This makes
continuous wavelength tuning cumbersome, although by no means impossible to achieve; see for instance
[22] for a 40 nm continuously tunable ECL utilizing this technique.

Mode-hop free tuning can be realized by rotating the grating about an optimally chosen pivot point; in this
way only one degree of freedom is necessary [23]. However, this advantage does not come for free; stable

2The Littman design is sometimes referred to as the Littman-Metcalf or the Grazing Incidence (GI) configuration.
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rotation of the grating mounted on a fairly long arm is one issue, and it has also been shown that the laser
performance is very sensitive to the exact location of the pivot point [23].

An additional drawback of the Littrow configuration is the angular change in direction of the output beam
with the rotation of the grating. Alternatively, the rear facet of the SOA can be used for outcoupling [4]. In
that case, the zeroth order diffracted beam will be useless, only adding cavity loss.

The Littman configuration addresses the inconvenience of the moving Littrow output beam, by introduc-
ing an extra mirror for optical feedback. A sketch of the Littman setup is shown in figure 2.4.2. The light
from the SOA is incident on the grating at a high angle, and the first diffraction order is diffracted onto the
mirror. The beam hits the external mirror at normal incidence, and the reflected beam will therefore follow
its own path back into the SOA via the grating [4]. Wavelength tuning is now performed by rotation of the
mirror. As different wavelengths emerge at different angles from the grating, only one wavelength will be
incident normally on the mirror for a certain mirror angle; this wavelength will experience the highest opti-
cal feedback. The output beam, which is formed by the zeroth order diffracted beam just as in the Littrow
case, remains stationary when the mirror rotates.

Figure 2.4.2: The Littman configuration of an ECL.

The problem of mode-hopping in the Littman ECTL is identical to the Littrow case; mode-hop free oper-
ation can be reached by rotating the mirror about a pivot point [4]. An additional feature of the Littman
arrangement is its enhanced dispersive power, which is due to the grazing incidence of light on the grating.
Hence, wavelength selectivity and side-mode suppression is improved compared to the Littrow type [4].

Distributed Bragg Reflector

A distributed Bragg reflector (DBR) is a periodic disturbance in the refractive index of a waveguide. An
optical wave experiences strong feedback if the wavelength is equal to twice the period of the index varia-
tion. Hence, if the period of the index modulation can be tuned, the lasing wavelength is tuned as well. The
change in the refractive index can be accomplished by both electronic and mechanical means.

Implementing mechanical tuning, a grating of varying pitch can be brought in contact with an optical fiber,
polished so that part of the cladding is removed. The fiber serves as the external feedback section of the
ECL. The grating is ”fan-shaped”, so that the grating period changes when walking along the grating lines.
By sliding the grating over the polished fiber, the effective pitch of the feedback is varied. The evanescent
field in the cladding senses the presence of the grating, which then plays the role of a DBR for the field in
the waveguide [24].

In the electronic approach, the refractive index variation is written directly in a semiconductor waveguide,
thus forming a waveguide Bragg grating (WBG). The feedback wavelength can then be varied by changing
the global refractive index of the waveguide. Two different methods have been proposed; the index of
refraction can be varied by either tuning the temperature [25] or through the electro-optic effect by applying
an external voltage [26]. An extra phase-control section must be added in order to make the tuning mode-
hop free.
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Fabry-Perot etalon

Wavelength tuning can be accomplished by placing a Fabry-Perot (FP) etalon in the cavity [13]. The cavity
feedback characteristics can be changed by either rotation of the etalon, or by varying the etalon mirror
separation.

The etalon may also be combined with more dispersive elements, for example a grating [27], or a wave-
length selective mirror [28][29]. The wavelength selection can be arranged so that either the etalon or the
dispersive element provides the coarse and fine spectral resolution, respectively [13].

A combination of an etalon and a wavelength selective mirror of liquid-crystal type is demonstrated in
[29] for a WDM system. Then, the periodic structure of sharp transmission peaks of the etalon allows an
ensemble of lasing modes over the entire tuning bandwidth. The wavelength selective mirror has a rather
slowly varying reflectance, and can be tuned so that only a specific mode of the etalon is allowed to lase.
The etalon provides side-mode suppression close to the lasing mode, and the mirror gives suppression of
the adjacent modes of the etalon. Finally, a phase-control section in the gain chip is needed in order to avoid
adjustments of the cavity length.

Interference filter

An interference filter can be used as the wavelength selective element in the external cavity [30]. By tilting
the filter, its favored transmission wavelength is varied. The filter can be designed to be narrow-band enough
to force single-mode lasing. In practice, the wavelength tuning by tilting of the filter must be accompanied
by an appropriate cavity length adjustment if mode-hops should be avoided; continuous tuning was not
mentioned in [30].

2.4.2 Electronic tuning techniques

Mechanical tuning, although simple as it might appear, is associated with a number of drawbacks; in par-
ticular, it is difficult to achieve stable operation and high speed tunability, simply because of bulky moving
mechanical parts. These problems can be overcome by turning to electronic tuning principles, a concept
that will be discussed in this section.

Birefringent filter

Wavelength tuning by means of a birefringent filter has been reported. Tuning can be either mechanical
or electronic, but electronic tuning is the more common choice [13]. A well-known solution utilizes Lyot
filters, (a Lyot filter consists of a birefringent plate and a polarizer). A number of such filters are mounted
in a stack. The plate thicknesses are not equal, but if properly chosen, the entire structure will show narrow
transmission bands separated by quite a large free spectral range. To make the filter electronically tunable,
the birefringence of the plates must be controlled. This can be done by exploiting the electro-optic effect,
or by using liquid crystal cells as birefringent plates [13].

Electro-optic filter

The electro-optic (EO) effect can be a tool for wavelength tuning. The EO effect is the dependence of
the index of refraction on an applied external voltage. By positioning of an EO crystal inside the external
cavity, the effective length of the cavity can be varied (through the variation of the optical path length in the
crystal). The number of half wavelengths in the cavity will then change accordingly, and the mode-hop free
tuning range will therefore be rather limited [4]. It can, however, be enhanced by making the EO crystal thin
and slightly wedge-shaped; in such a setup, comprising a Littrow grating as feedback element, a continuous
tuning range of 50 GHz at λ = 793 nm was achieved [31].
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Acousto-optic filter

An acousto-optic modulator (AOM) can be used for wavelength tuning. The AO device is arranged so that it
scatters linearly polarized light into the orthogonal polarization by diffraction from a traveling acoustic wave
[4]. The diffraction efficiency is strongly wavelength dependent (reaching its maximum when the Bragg
condition for reflection from a periodic structure is fulfilled), and the peak wavelength of the diffraction can
be varied by changing the RF frequency of the AO modulator. This makes wavelength tuning possible. The
fast response of the AO device is an important aspect of this ECL design; recently, tuning over 90 GHz with
a speed of 0.47 GHz/µs and a repetition rate of 2.5 kHz has been demonstrated [32].

An inherent problem with the AO technique is the Doppler shift associated with the diffracted wave [13].
To compensate for this frequency shift, an extra AO device, providing an equally large but opposite shift
can be used [32][33], although this makes the design somewhat complicated.

2.5 ECL with longitudinal dispersion

A new wavelength-tuning concept for mode-hop free operation of an ECL has been proposed[1]. This ECL
design utilizes longitudinal dispersion, provided by a transmissive diffractive optical element (DOE). The
concept will be described in this section, as well as its advantages and possible difficulties. No wavelength
tuning concept similar to [1] has been found in the literature, but the author does not claim to have conducted
a very extensive research.

2.5.1 Cavity setup

The cavity design contains a semiconductor optical amplifier (SOA), having one of its facets antireflection
coated, a collimating lens L1, a focusing lens L2, a diffractive optical element (DOE), and an external mirror.
A sketch of the setup is shown in figure 2.5.1. The setup is of the single-ended extended-cavity type (see
section 2.2.1). Disregarding the DOE for the moment, this system is in itself a very stable laser. The output
facet of the SOA is imaged onto the external mirror. Therefore, it will also be imaged onto itself after one
roundtrip in the cavity, and this is true even if the components of the system are misaligned, due to the
reciprocity of an imaging system. Hence, this is a robust laser setup even without the DOE.

L1 L2

DOE

SOA

External
mirror

Figure 2.5.1: A sketch of the ECL design described in [1]. Picture from [34] (the SOA and the mirror have
been added).

In figures 2.5.2 and 2.5.3, photos of the laser lab setup are presented. Adjustment screws are used to align
the cavity components to each other, and tiny springs keep each component in place until the adjustment
has been completed. Then, the component is fastened with small screws, and one proceeds to align the next
component.
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Figure 2.5.2: A photo of the lab setup of the laser with longitudinal dispersion. The optical axis is in the
vertical direction.

Figure 2.5.3: A photo of the lab setup of the laser with longitudinal dispersion, looking along the optical axis.
The adjustment screws and springs are visible in the figure. The diameters of the Aluminum
disc-shaped lens and DOE holders are about 25 mm.
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2.5.2 Longitudinal dispersion

The new ECL design relies on ”longitudinal dispersion”, in contrast to most ECL types where the dispersion
acts transverse to the length direction of the laser. For instance, the Littrow laser design in figure 2.4.1
utilizes the fact that only one wavelength will be reflected exactly backwards from the grating. All other
wavelengths are diffracted at different angles (in the ”transverse” direction), therefore experiencing higher
loss.

In the ECL design [1], the DOE gives the desired dispersion of the cavity; however, it does not act as a
grating, but rather as a very dispersive negative lens. The symmetry around the optical axis of the system
will then be preserved regardless of wavelength, but different wavelengths will be focused at different points
on the optical axis to the right of the DOE in figure 2.5.1. Hence the nomenclature longitudinal dispersion.

In figure 2.5.4, the situation at the external mirror for 3 different wavelengths is depicted. The picture shows
that these wavelengths are focused to different points on the optical axis. When the mirror is inserted, one
wavelength will have its focus exactly on the mirror, and will form an image of the laser output facet. When
reflected from the mirror, this wavelength will be imaged back into the SOA. All other wavelengths will
be defocused to some extent, and will therefore experience higher cavity loss. This gives the wavelength
selection mechanism of the cavity.

The amount of defocus for unwanted wavelengths governs the cavity loss profile, and therefore the side-
mode suppression. The defocus of a certain wavelength is determined by two parameters: the ”average”
angle of divergence of the optical field, and the dispersive power of the DOE. If the DOE has high dis-
persion, the focus of the undesired wavelength will be located a large distance away from the focus of the
desired laser mode. The angle of divergence decides the amount of defocus of the undesired wavelength at
the mirror. High divergence means strong defocus. The angle of divergence is given by the focal lengths of
the DOE and lens L2 (see figure 2.5.1).

A DOE of a certain focal length fDOE will have a certain dispersion (see appendix A.2). Hence, the side-
mode suppression ratio can be tailored by changing the DOE focal length fDOE and the lens L2 focal length
f2. However, in order to get mode-hop free wavelength tuning, these parameters cannot be arbitrarily
chosen. The criteria are outlined in the following section.

λ λ
λ1

2
3

Figure 2.5.4: Three different wavelengths focused at different points on the optical axis. Only one wavelength
can be focused on the mirror; all other wavelengths will be defocused and therefore suffer from
higher cavity loss. Picture from [34].
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2.5.3 Mode-hop free operation

The diffractive optical element (DOE) is essentially a negative lens of focal length fDOE , Fresnelized so that
at the design wavelength, ideally all power should be diffracted into the first-order focus (which is virtual
for a negative lens, i. e., a divergent order). As the DOE is inserted in the convergent field after the lens L2,
the focus will become real, but it is moved away from the lens compared to the case without the DOE. The
dispersive power of the DOE is given by its focal length fDOE ; the shorter the focal length, the more the
different wavelengths are spread out (see appendix A.2).

In order only to get wavelength tuning, the focal length of the DOE is unimportant; the dispersion is enough
to get wavelength selection. However, the tuning will in general not be mode-hop free. Mode-hop free
operation requires that the number of half wavelengths in the cavity remains constant during tuning.

We have seen that wavelength tuning is performed by moving the external mirror. The DOE dispersion
changes the favored lasing wavelength as function of the mirror position. When the mirror is moved, the
length of the cavity is changed accordingly. Therefore, if the cavity length can be made to change just the
amount required to keep the number of half wavelengths fixed − we have a mode-hop free laser. This is
exactly the function of the DOE − it makes the optical distance from the SOA to the focus (measured in
wavelengths) equal for all wavelengths. This is the reason for choosing a negative DOE; the dispersion
must act so that shorter wavelengths are focused closer to the DOE in order to avoid mode-hops.

In figure 2.5.5, a simple sketch of the cavity net gain curve and the modes of the laser is shown. A simple
model of the laser cavity of length L gives for mode number q that L = qλ/2. Hence, for a larger L, λ must
increase for a specific mode q.

In order to have mode-hop free operation, the cavity gain must move along with mode q when the cavity
length is changed. The focal length of the DOE is shorter for longer wavelengths (see equation (A.2.15)
in appendix A.2). This means that longer wavelengths will be focused further away from the DOE than
shorter wavelengths, if a DOE with negative focal length is chosen. Then, the gain is moved towards longer
wavelengths at increased cavity length (when the external mirror is moved away from the DOE).

Figure 2.5.5: Schematic sketch of the ECL net gain curve and modes of the cavity. In the simplest model,
mode number q in a cavity of length L is given by L = qλ/2, so that when L is increased, λ must
increase as well for a certain mode q. For mode-hop free operation, the net cavity gain peak must
be made to move along with mode q when the cavity length is changed.

A specific DOE of focal length fDOE has a fixed dispersion. In combination with the focal length f2 of lens
L2, this determines how the focal point moves with the wavelength (as was shown in figure 2.5.4). The
change in the cavity length L with λ is slightly different for each cavity mode. Only for one specific mode
q, the change in cavity length with wavelength will be exactly the same as the focal point movement caused
by the DOE. Then, we have mode-hop free operation.

The cavity length is of course the sum of all optical lengths through the cavity. Hence, the focal lengths of
the lenses, the DOE, as well as the distances between the lenses and the length of the SOA will have to be
tailored so that the total optical length through the system gives the desired mode q.
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Chapter 3

Interferometer for beam
characterization

The external cavity must be properly designed to compensate for wavefront abberations associated with
the gain chip itself; in particular, the beam may be astigmatic, which is clearly undesirable and must be
accounted for [13]. Also, the divergence angles are usually quite different in the two orthogonal directions
for edge-emitting laser diodes (or SOAs). It is known that the present gain chip produces a beam of elliptic
cross section, and probably a certain amount of longitudinal astigmatism.

Thorough knowledge of the beam emitted from the gain chip is required in order to choose the cavity
parameters correctly. To this end, interferometric measurement methods are most suitable, as it is the
wavefront information that is of interest here. A multitude of interferometric measurement techniques
exist, and different classes of interferometers are useful in very different situations. An appropriate setup
must be chosen, so that the beam of interest in our case can be fully characterized.

An interferometer can be designed to handle either a collimated or a divergent/convergent optical field. The
beam emitted from the gain chip is strongly divergent. In the current setup, the beam emerging from the
external mirror under lasing conditions is also divergent, which suggests that the interferometer should be
designed for a divergent beam. On the other hand, the strong divergence makes the beam unmanageably
wide after a short distance of propagation. It is much more convenient to have a collimated output beam,
whose cross section can be studied at subsequent measurement planes without significant beam spreading.

Furthermore, the CCD array available for sampling is only about 1×1 cm large, and a divergent beam will
overfill the CCD. A divergent beam can always be collimated using a well-corrected lens of appropriate
focal length. Hence, a collimated light interferometer is the most suitable solution for our ends.

The simple SOA is a fairly wide-band source; the total width of the spontaneous emission spectrum is about
32 nm, with a FWHM spectral width of approximately 10 nm, which corresponds to a coherence length of
≈ 60 µm. The interferometer must therefore be white-light compensated if the spontaneous emission of the
SOA is to be examined.

It is not clear that the output beam under spontaneous emission is representable for the beam under lasing
conditions. The ultimate object is therefore to measure the beam parameters on the output beam from the
entire external-cavity laser. However, it might be of interest to compare the two cases, and the white-light
compensation is then necessary.

In the following, the design and assembly of a lateral shear interferometer is presented. Due to limited time
available, no full measurements on the SOA have been carried out in this project. Still, good interferograms
from the spontaneously emitting SOA have been captured, thus confirming that the white-light compen-
sation works satisfactory. The functionality of the interferometer is proven in various ways, methods for
interferogram interpretation are introduced and a test measurement on a known laser source is described.
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3.1 Lateral shearing interferometry

Lateral shearing interferometry has been utilized for many applications and a variety of setups exists. A
lateral shear interferometer can be constructed for either collimated or divergent beam measurements, and
white light compensation can be readily realized. The technique relies on splitting the beam in two, and
then adding the beams slightly displaced in the lateral direction relative to each other. The resulting inter-
ference pattern then contains information about the derivative of the wavefront in the direction of shear; the
wavefront itself can be reconstructed by integration [35]. The first-order curvature of the wavefront can be
calculated from the spatial frequency of the interferogram.

Lateral shear interferometers have properties that make them highly suitable for the application at hand.
White-light compensation has been mentioned already, and the splitting-and-adding principle makes it
possible to arrange a highly stable setup which is very insensitive to vibrations and disturbances in the
environment. Also, many shear interferometers can be built with relatively few and simple components.

3.2 Modified Jamin interferometer

A Jamin interferometer can be modified to serve as a device which realizes lateral shear with white-light
compensation in the collimated beam case, as shown by Murty [36]. This can be done in several ways,
but one of the simplest variants, minimizing the need for movable components and precise control of those
components, is shown in figure 3.2.1.

Figure 3.2.1: Modified Jamin interferometer implementing a lateral shear interferometer.

The setup in figure 3.2.1 has one major disadvantage: if a piece of glass without coating is used as beam-
splitter and -combiner (relying only on Fresnel reflections), one of the beams undergoes only 1 reflection,
whereas the other suffers from 3 subsequent reflections, before they are recombined. This results in poor
visibility of the interference fringes. The problem can be solved by introducing a semireflecting coating
where the beamsplitting occurs, and perfectly reflective coatings at points where pure reflections occur
[35], as shown in the figure. However, this means that a custom-made glass plate must be ordered, at high
cost.

Another, much simpler, solution is to utilize the modified Jamin interferometer in a slightly different man-
ner, so that the output beam emerges parallel to the incident beam; thereby 2 Fresnel reflections per beam
are necessary. Consequently, the visibility will be strongly improved as the measurement and the reference
beam are now carrying almost equal powers, and no coatings are needed for the beamsplitter, so that an
off-the-shelf component can be purchased. A sketch of this setup is shown in figure 3.2.2.
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Figure 3.2.2: A simplified variant of the modified Jamin interferometer implementing a lateral shear inter-
ferometer. The two beams will undergo an equal number of glass/air boundary reflections and
transmissions.

The advantages described above come at the expense of the output beam traveling very close to the input
beam. In order to get access to the output field, an extra mirror may have to be inserted to deflect the beam
away from the light source, where the camera can be mounted without obscuring the input beam. This is not
a serious problem, but adds some extra length to the optical path length of the beam in the interferometer,
and an extra optical surface. Another aspect of this is that a deflection mirror must not block the incident
beam, and therefore the input and output beams must be sufficiently separated. This separation is governed
by the thickness of the beamsplitter and the corner mirror configuration.

White-light compensation in this interferometer is accomplished if the optical path lengths, experienced by
the measurement and reference beams, do not differ by more than the temporal coherence length of the light
source. In the Jamin interferometer, this condition is automatically fulfilled if ideal components are used,
simply because of the geometry of the setup. All distances of propagation in air and glass, respectively,
are equal for the two beams. This makes the alignment procedure very easy; as long as the two beams are
combined into one at the last surface, white-light compensation is guaranteed.

In a real situation, stringent requirements must be placed on the intrinsic parallelity of the surfaces of both
glass plates in figure 3.2.2; typically ≤ 1 minute of arc. The effect of poor parallelity is that the two
beams will experience different glass thicknesses, causing a difference in optical path length. In addition
to parallelity, all surfaces must also be of high optical quality, typically with surface accuracy < λ/10, in
order not to add wavefront abberations that will be indistinguishable from the original beam properties.

The modified Jamin interferometer in figure 3.2.2 was built up on a breadboard using a HeNe-laser for
alignment purposes. The gain chip with collimation lens was then mounted in place of the HeNe-laser.
Photos of the setup with the gain chip in place are shown in figures 3.2.3 and 3.2.4. The chip is mounted on
a rotation stage, so that the direction of shear can be chosen arbitrarily. The CCD camera is mounted on a
manual translation stage, so that the wavefront can be investigated at different planes.
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Figure 3.2.3: A photo of the modified Jamin interferometer setup. One of the 2 interfering beams is displayed.

Figure 3.2.4: A photo of the modified Jamin interferometer setup.

3.3 Data evaluation

Interferograms were recorded at a few measurement planes. An example of the raw data is shown in figure
3.3.1. After filtering and normalization, and also subtraction of the DC level, the resulting image is shown
in figure 3.3.2.
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Figure 3.3.1: Example of interferogram captured from the collimated beam from the gain chip, under sponta-
neous emission. Raw data.
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Figure 3.3.2: Example of interferogram captured from the collimated beam from the gain chip, under sponta-
neous emission. Filtered and normalized data. The DC level has been subtracted.

The fringe visibility V is very good in figure 3.3.1. Using the usual definition,

V =
Imax− Imin
Imax + Imin

, (3.3.1)

where Imax and Imin are the maximum and minimum intensity values of the pattern, respectively, the
maximum visibility is found to be V = 72%. Thus, the white-light compensation works satisfactory.
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3.3.1 Sinusoidal fitting

The fringe pattern in figure 3.3.2 can clearly not be described as an ensemble of equally spaced parallel
lines; the lines are somewhat curved due to various wavefront abberations arising in the optical system or
the source itself. Furthermore, the period of the pattern actually becomes larger far away from y = 0. This
is expected, as the condition of a constant period can only be fulfilled if the lateral shear S is small [35], and
|y| � |R|, where R is the wavefront radius of curvature. The latter requirement will be proven in appendix
A.1, where a first order relation between the spatial frequency of the interferogram and the wavefront radius
of curvature is derived.

Taking a scan along the y direction at x = 0 in figure 3.3.2, only keeping a few periods close to y = 0, a very
regular sinusoidal intensity distribution is obtained; this is displayed in figure 3.3.3. The important entity
to be determined is the spatial angular frequency of this sinusoidal function, as this is related to the radius
of curvature of the wavefront, R. Hence, an algorithm for fitting of a sinusoidal function to the intensity
distribution was developed.

−2 −1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

y [mm]

in
te

ns
ity

 [a
. u

.]

Fitting to y scan; k=28.364 rad/mm.

 

 data
fitting

Figure 3.3.3: Scan along y in figure 3.3.2 (stars), and a fitting with the function I(y) = I0 sin(ky+ φ) (solid
line). The spatial angular frequency is found to be k = 28.364 rad/mm in this case.

3.3.2 Gabor transform filtering

The fitting with a sinusoidal function to the measured data works fairly well as long as the interferogram is
regular and contains only very little noise at other frequencies. In order to determine the strongest frequency
of the interferogram in presence of more noise, a more robust method must be employed. A powerful tool is
then the Gabor transform, which can be described as a localized version of Fourier transform, using (most
commonly) a Gaussian window that can be moved in time (or, in our case, space) [37]. It can be interpreted
as an overlap integral between the measured signal and a complex exponential function of frequency f ,
localized around y= y0. Its value therefore depends on two variables, f and y0. The mathematical definition
is [37]:

G( f ,y0) =
∫

∞

−∞

S(y) e−π(y−y0)
2
e− j2π f y dy, (3.3.2)

where S(y) is the measured signal as function of y. By performing this calculation at a sequence of fre-
quencies for each value of y0, the result can be visualized in a space-frequency graph. The modulus of the
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overlap integral will be large at a point ( f ,y0) if a strong modulation of frequency f appears in the neigh-
borhood of y0. Hence, the value of a modulation frequency can be determined even in a very noisy signal,
by calculating the Gabor transform with high resolution in the frequency domain. As an example, a y-scan
from an interferogram is shown in figure 3.3.4, and the corresponding space-frequency graph is displayed
in figure 3.3.5 (where the period 1/ f is used instead of frequency).
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Scan along y, raw data; Camera position: 245 mm.

Figure 3.3.4: Example of y-scan from a noisy interferogram captured with the modified Jamin interferometer.
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Figure 3.3.5: Space-frequency graph (in fact the spatial period 1/ f is used instead of frequency) of the Gabor
transform filtering applied to the signal in figure 3.3.4. By finding the maximum of this plot, the
strongest frequency (period) of the signal can be determined with high resolution.

An additional advantage of the Gabor transform method, is that no a priori knowledge of the data is needed
to extract the strongest frequency; when the sinusoidal fitting method is utilized, the parameters of the sine
function must be set very close to the correct values in order for the fitting algorithm to converge. Hence,
the implementation of the Gabor transform enables automatic interferogram analysis, with subsequent iden-
tification of a Gaussian beam if interferograms have been captured at various locations along the beam.
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3.4 Test of interferometer functionality

The functionality of the interferometer had to be verified, and two different experiments were therefore con-
ducted. First, the focal length of a known positive lens was measured by quantifying the beam parameters of
a laser beam before and after the insertion of the lens, and relating the change in beam parameters to the lens
focal length via a Gaussian description of the lens. This investigation is presented in the following section.
The experiment also revealed different aspects of the experimental methodology that could be improved.

Using the improved methodology that resulted from the lens measurement, the interferometer was used to
measure the beam parameters in the two orthogonal directions of a known edge-emitting laser chip. The
measured characteristics were compared to the beam divergences from direct measurements and datasheet,
and the astigmatism of the laser was calculated from the experimental data and compared to the specifica-
tions from the manufacturer. The results from this experiment are given in section 3.4.2.

3.4.1 Determination of a lens focal length

In order to test the interferometer, a measurement on a HeNe-laser beam was carried out. A positive
lens ( f = +100 mm), mounted immediately after the laser, was used to get a reasonable degree of beam
divergence and large enough spot size on the CCD. As the beam emerging from the HeNe-laser is very
collimated, this lens produces a focusing of the beam at a distance ≈ f from the lens (and this position
is located inside the interferometer). The beam is then divergent as it reaches the CCD camera after the
interferometer.

Interferograms were captured at a number of cross-sectional planes along the beam, and the wavefront
radius of curvature was calculated from the CCD images, using the Gabor transform. Then, an extra lens
of focal length fl = +250 mm was inserted about 33 mm after the first lens, which makes the beam waist
move slightly towards the laser, and the beam divergence to increase. Interferograms were captured and
evaluated once more.

Now, the two different beams are related to each other, as one of them is produced by the first one transmitted
through a lens of known focal length. If we can determine the position of this lens in the beam, the focal
length of the lens can be calculated from the measured beam parameters. However, the resulting value of f
is quite sensitive to the exact position of the lens in the beam, which is difficult to determine (The optical
path length from source to CCD through the interferometer must be measured).

Lens transformation

In order to relate the beam parameters of the beam incident on the lens to the beam emerging from the lens,
Gaussian lens transformation formulas may be applied. We make use of the following two equations for the
scaling of the Rayleigh range z0 and the change in waist position caused by a thin spherical lens of focal
length f [38]:

z0t = M2z0i, (3.4.1)

(zt − f ) = M2(zi− f ). (3.4.2)

Here, z0i and z0t are the Rayleigh ranges of the incident and transmitted beam, respectively, and zi and zt
are the distances from the waist positions to lens, defined analogously. The factor M2 is given by:

M2 =
f 2

(z− f )2 + z2
0

(3.4.3)

where z is the distance from the waist positions to lens and z0 is the Rayleigh range. Equation (3.4.3) is
defined for the incident beam, but can equally well be used for the transmitted beam, if one wants to make
backward calculations. Then, the indices i and t must be swapped in equations (3.4.1) and (3.4.2). This
method is the one used here, so that the ”transmitted beam” is viewed as the primary one.
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Beam identification

We now turn the attention to the identification of beam parameters from measurements. The wavefront
radius R(z) of curvature of a Gaussian beam is given by [38]:

R(z) = z

[
1+
(

z0

z

)2
]
, (3.4.4)

where z is the distance from the beam waist, and z0 is the Rayleigh range. Using this model and adjusting
the parameter z0 and the location of the beam waist for best fitting, in least-square sense, to the measured
data, the location of the beam waist can be robustly determined.

In figure 3.4.1, measurement data and the corresponding fittings of equation (3.4.4), are shown. It can be
seen that the beam waist is moved about 9 mm towards the laser when the extra lens is inserted.

The waist of the beam in absence of the extra lens is found 100 mm from the laser lens, but this is from
assumption; the optical path length through the interferometer has been adjusted to get this value. This is
of course not a precise method, and it is therefore advisable to determine the distance from the source by
other means, and use this as reference. For instance, the position of the waist may be estimated by inserting
a small sheet of paper into the beam and locating the point where the beam size is minimum.
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Figure 3.4.1: Wavefront radii of curvature, measured with HeNe-laser with and without an f =+250 mm lens,
and corresponding fitting of equation (3.4.4). The waist (located where |R|= ∞) moves about 9
mm towards the source when the lens is inserted. The laser is positioned at z = 0, and z becomes
more negative as we move away from the laser.

Equation (3.4.4) reveals that R(z) ≈ z when z� z0, so that the information on z0 is lost. This method is
therefore not good for estimating the value of z0. In fact, the fitting gives almost identical values for z0 with
and without the extra lens, respectively, which does clearly not agree with the observed increase in beam
divergence. Quantifying the beam divergence is a better method for determining the value of z0. This can be
done by sampling the beam intensity in subsequent planes along the beam, and fitting a Gaussian function
to the data. The width W (z) of the beam at distance z from the waist is given by [38]:

W (z) =W0

√
1+
(

z
z0

)2

, (3.4.5)
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where W0 is the intensity 1/e2 half width at the beam waist. If we are far away from the beam waist, z� z0,
so that W (z)≈W0z/z0, which can be manipulated to the expression:

W (z)≈ z ·

√
λ

πz0
; z� z0, (3.4.6)

which is a linear function of z with a slope directly related to z0. The interferometer was used to capture
pure intensity images of the beam, by turning the lateral shear to zero. The 1/e2 intensity radius of the
beam was determined at successive planes, and equation (3.4.6) was used to extract a value of z0. In figure
3.4.2, a graph of the beam width versus CCD camera postion is shown, with and without the f =+250 mm
lens, respectively. The fitting gives the value z0 = 12.6 mm without the lens, and z0 = 8.1 mm with the lens
in place, a difference of 36%.
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Figure 3.4.2: 1/e2 beam half width, measured with HeNe-laser with and without an f = +250 mm lens,
and corresponding fitting of equation (3.4.6). The beam becomes more divergent as the lens is
inserted, as anticipated. The laser is positioned at z = 0, and z becomes more negative as we
move away from the laser.

The focal length can be calculated either from the change in waist position (equation (3.4.2)), or from the
change in z0 (equation (3.4.1)). Adjusting the lens position used for the calculations until the values of f
found by both methods are consistent, the result is f ≈ 197 mm, which differs by 21% from the nominal
value.

Discussion

Of course, the focal length of a lens can be measured much more correctly by other means than the interfer-
ometric method outlined above, but the point here is that the interferometer can robustly identify a certain
beam (its waist position and Rayleigh range). A number of methodological problems were identified, and
are discussed in the following paragraphs. These shortcomings may explain the error of 21% in the lens
focal length found through the measurement.

One problem was that the measurements on the beam intensity profile were made by turning the shear plate
back to zero tilt (no shear). At zero shear, the two splitted beams will ideally be perfect replicas of each
other and are superimposed at full constructive interference. This assumption can of course be questioned;
interference between the beams may cause slight redistribution of optical power, which affects the beam
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width. Another problem is the fact that the beam hitting the CCD is strictly speaking not the same with
and without shear (the beam parameters are slightly dependent on the shear angle). This effect might be
contributing to the discrepancy between the nominal and measured focal length of the lens.

The most robust way to capture intensity images is to block one of the two interfering beams, hence getting
rid of the interference pattern, but letting the shear angle remain unchanged between the interferometric and
intensity profile measurements. This method will be used henceforth.

Another problem related to the lateral shear was identified as well; in the measurement presented up to this
point, the lateral shear (in mm) was calculated from the shear angle of the shear plate. The shear angle was
read from a scale, and a simple ray model was used to calculate the resulting linear shear.

A more robust way to determine the shear is to block each of the beams in turn, and finding the centroid of
the CCD image. The distance between the centroids is the lateral shear. It turned out that the shear calculated
this way was slightly different than the shear calculated from the shear angle. In the following measurement,
outlined in the next section, the shear has been determined from this type of intensity measurements.

The output beam from the laser used as light source in this experiment is elliptical. This makes the foci
somewhat less distinct. Probably, the foci positions can be more easily determined if a beam of circular
cross section is used.

A final remark regards the lens transformation formulas (3.4.1) and (3.4.2); the model used assumes that
a Gaussian beam is transmitted through a thin spherical lens, which will produce a new beam, still being
Gaussian. In this case, the collimating lens can hardly be considered to be thin (its thickness is on the
same order of magnitude as its diameter), but on the other hand, it is parabolically shaped, hence reducing
spherical abberations, so that the beam can probably still be assumed to be Gaussian. The thickness may,
however, still cause small errors in the calculated beam parameters.

Using the formulas for transformation of a Gaussian beam through a thin lens, the parameters of the beam
incident on the external mirror can be calculated. Of course, this is also somewhat sensitive to the exact
position of the lens in the beam (which is difficult to determine). On the other hand, as we are primarily
interested in the difference between the two orthogonal directions of the beam, the same value for the lens
position can be used in both calculations. The calculated relative difference between the beam parameters
in the x- and y-directions is much less sensitive to the exact position of the lens.

In order to test the assumption that the difference between x- and y-directions can be properly determined, a
reference measurement on a Thorlabs laser (λ = 785 nm) with known astigmatism and angles of divergence
was made; this is presented in the following section. Then, the improved methods for beam width and
lateral shear quantification mentioned above are also applied.

3.4.2 Reference measurement on a known laser

A laser from Thorlabs, HL7851G, was mounted with a collimating lens, f =+4.5 mm. The beam was then
launched into the interferometer, and interferograms were captured for the two orthogonal directions of the
beam. Blocking one of the interfering beams, the intensity profile of the beam was measured as well. The
wavefront radius of curvature graph is shown in figure 3.4.3, and the beam width graph is found in figure
3.4.4. From these data, the Rayleigh range z0 was determined from the intensity measurements, and the
waist position (measured from the CCD) was calculated from the interferograms. The waist position in the
x- and y-directions was found to differ by 5.0 mm.
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Figure 3.4.3: Wavefront radii of curvature, measured for the HL7851G laser, in the direction parallel and
perpendicular to the epitaxy, respectively. The corresponding fitting of equation (3.4.4) is given
as well. The waist position (located where |R|= ∞) differs by 5 mm between the two orthogonal
directions. The laser is positioned at z = 0, and z becomes more negative as we move away from
the laser.

−500 −450 −400 −350

1

1.5

2

2.5

3

3.5

4

4.5

Gaussian width vs stage position.

Stage position z [mm]

1/
e2  b

ea
m

 h
al

f w
id

th
 [m

m
]

 

 
Perpendicular
Parallel

Figure 3.4.4: 1/e2 beam half width, measured for the HL7851G laser, and corresponding fitting of equation
(3.4.6). The beam width is measured in the direction parallel and perpendicular to the epitaxy,
respectively. The laser is positioned at z = 0, and z becomes more negative as we move away
from the laser.
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As pointed out earlier, it is important to know, at least roughly, the distance from the lens to the beam waist.
Therefore, an extra measurement was carried out, with the collimated beam launched directly onto the CCD
(without the interferometer). Measuring the intensity profile and calculating the beam width as function of
distance from the lens, the waist position could be calculated by extrapolating the linear beam width function
until it goes to zero. The beam waist was then found to lie about 190 mm from the lens. The optical path
length through the interferometer (measured to be approximately 682 mm), was then calibrated (a small
change by 36 mm) so that the beam waist position agrees with the result from the width measurement.

Now, using the lens transformation formulas (3.4.1) and (3.4.2), the beam parameters of the naked laser
diode can be calculated. The results are presented in table 3.1, together with values given in the laser
datasheet. In order to check the actual beam divergence of this diode, the beam intensity profile of the
naked laser chip was measured with the CCD camera. These values are also given in table 3.1.

Table 3.1: Parameters of the laser HL7851G. Results from interferometric and intensity measurements on the
collimated beam (”Interferometer”), compared to values given in datasheet (”Specified”). Also,
beam divergence of the laser from a direct measurement is given (”Direct measurement”). All
angles are for 1/e2 intensity half-widths. The datasheet values are given for an output power of
50 mW in the case of beam divergence, and 5 mW for the astigmatism. The measurements were
conducted at an output power of ≈ 3 mW.

Divergence, parallel Divergence, perpendicular Astigmatism
min nominal max min nominal max nominal

Specified 6.8 ◦ 8.1 ◦ 10.2 ◦ 15.3 ◦ 19.5 ◦ 23.8 ◦ 5 µm
Interferometer − 10.9 ◦ − − 25.4 ◦ − 2.6 µm

Direct measurement − 11.2 ◦ − − 27.4 ◦ − −

The calculated astigmatism indicates that the beam waist associated with the parallel direction is located
2.6 µm further inside the laser chip, compared to the perpendicular direction. This is the usual situation for
ridge waveguide lasers [13]. It should be pointed out that the datasheet values of beam divergence are given
for an output power of 50 mW, and the astigmatism for 5 mW. In the present measurements, the output
power was only about 3 mW.

The calculated beam divergences agree very well with the values observed from the raw measurement on
the naked chip. However, these divergence values are larger than the extreme values given in the datasheet.
This may be due to the low output power used in our measurements; the divergence angles specified in
the datasheet are given at an output power of 50 mW as mentioned above. It is likely that the divergence
varies with the output power (for instance, the temperature and the charge carrier density change with output
power, which may affect the divergence). Hence, it is not surprising that the measured divergence is slightly
outside the specification.

The astigmatism follows the same principle; at higher output power, the smaller beam divergence will act
to increase the astigmatism (the waists in the two orthogonal directions are drawn apart). The observed
astigmatism of 2.6 µm is lower than the specified 5 µm, but is also measured at a lower output power.
Hence, the measured beam parameters can be considered to be in agreement with the datasheet values.

To conclude this investigation, the functionality of the interferometer has been proven, and it can be used
to reliably measure beam divergence and astigmatism of a laser diode − or an external-cavity laser. The
white-light compensation makes it possible to study the naked semiconductor optical amplifier, without
feedback. This experiment has not been conducted due to time limitations.

The interferometer can also be used to examine the operational ECL. The SOA without optical feedback
will produce a superposition of all modes and wavelengths, and the ”average phase front” may not at all be
representable for the situation under lasing conditions. The interferometer should therefore, primarily, be
used to study the beam produced by the functional external-cavity laser.
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3.4.3 Discussion and summary

The interferometer has been tested and its functionality has been verified. The measurement on the known
Thorlabs laser indicates that the beam parameters can be determined with high precision. The Gabor trans-
form has been used to extract the spatial frequencies of the captured interferograms, and the wavefront
radius of curvature can be calculated from this information. Direct intensity measurements give the beam
divergence. Applying the Gaussian beam model, the conditions inside the light source or the focal length
of a lens inserted in the beam can be determined.

It was observed that a lens focal length was underestimated by 21% from an experiment. However, quite
uncertain ways of measuring the lateral shear and the beam divergence, respectively, were used in this
measurement, and more robust methods were identified afterwards. Hence, it can be anticipated that the
inaccurate methods were responsible for much of the observed error.

The interferometer can be used to measure the output beam parameters of the ECL, and the astigmatism of
the gain chip may then be calculated by making use of the lens transformation formulas. The white-light
compensation of the interferometer works properly, so that the spontaneous emission from the SOA may
also be studied.

The method for determining the beam parameters could perhaps be made more robust by making the lens
transformation calculations in the reverse direction. First, one would assume the beam divergence, in the
two orthogonal directions, for the laser (or SOA) under test. The divergence angles are usually stated in
datasheets or are easily measurable. Then, one proceeds calculate the parameters of the (almost) collimated
beam that is formed by the lens, using equations (3.4.1) and (3.4.2). In the calculations, one would finally
adjust the assumed divergence angles and the distance between the laser and the lens until the resulting
beam agrees as well as possible with measured data.

The lateral shear interferometer has certain drawbacks, the most important one being, perhaps, the fact that
it gives beam information only in one transverse direction. In order to compare the x- and y-directions, the
laser itself must be rotated 90 degrees about the optical axis. This may be difficult, at least in a laboratory
setup.

Other interferometric methods, that can be used to study both orthogonal directions simultaneously, may
be considered. Some kind of longitudinal, instead of lateral, ”shearing” could be possible, similar to a
Michelson interferometer. The white-light compensation might then be difficult to achieve, but is perhaps
not necessary if only the laser beam is being examined.
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Chapter 4

Characterization of spectrometer and
external mirror

In this chapter, the characterization of the spectrometer used for spectral measurements on the ECL is
described, including the single-mode fiber used to collect light into the spectrometer. The results are found
in section 4.1. Also, the external mirror has been investigated with respect to its spectral properties; this is
presented in section 4.2.

4.1 Spectral characterization of fiber and spectrometer

A single-mode fiber (SMF) designed for the wavelength region 630-860 nm was used to couple light from
the laser beam to the spectrometer. In order to avoid back reflections from the fiber end surfaces, which
could disturb the laser, an FC/APC contact (the ferrule is polished at an angle of 8 degrees) is used at the
end coupled to the laser.

The spectrometer interface, however, is an SMA contact, and such fiber contacts are not available with the
angled facet version. Hence, the fiber was ordered with a standard SMA contact at the spectrometer end,
and then sent to Micropol Fiberoptic AB for custom polishing of the ferrule at approximately 8 degrees.
As the spectrometer images the fiber facet onto a CCD array, is works fine despite the fact that the angular
distribution of light coupled out from the SMA end is changed due to the polishing. The position of the
fiber facet is also changed as a small amount of the ferrule is removed in the polishing, but this only causes
a slight defocus, and the spectral resolution is still limited by the CCD in the spectrometer.

In order to get the relative intensity of the laser output spectrum correct, the spectral sensitivity of the spec-
trometer itself plus the SMF must be measured. By using a black-body source of known color temperature
as a spectral reference, the response of the spectrometer system can be determined. If the relative sensitivity
of the spectrometer plus fiber is denoted S(λ), and the captured spectrum is called I(λ), the sensitivity of
the measurement system can be calculated from

S(λ) =
I(λ)

H(λ,T )
, (4.1.1)

where H(λ,T ) is the Planck black-body radiation spectrum at temperature T ,

H(λ,T ) =
8πhc

λ5
1

exp
{ hc

λkT

}
−1

. (4.1.2)

As reference source, the HL2000-LL halogen lamp from Ocean Optics was used, with a specified color
temperature of T = 2800 K. The measured spectrum I(λ) with the SMF plus spectrometer is displayed in
figure 4.1.1.
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Figure 4.1.1: Raw data I(λ) captured with the spectrometer plus the polished SMF, with the halogen lamp
HL2000-LL as reference source, T = 2800 K.

The sensitivity spectrum S(λ) is given by equations (4.1.1) and (4.1.2), and is shown in figure 4.1.2.
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Figure 4.1.2: Sensitivity S(λ) of the spectrometer plus the polished SMF.

In order to make sure that the SMF works properly, its transmittance spectrum can be found by measuring
the spectral response of the interferometer with and without the SMF in place, respectively, and taking the
ratio between the two measurements. A multi-mode fiber with core diameter 200 µm was used to couple
light from the source to the SMF and to the spectrometer, respectively. The resulting transmission spectrum
of the SMF is shown in figure 4.1.3.
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Figure 4.1.3: Transmittance of the polished SMF. The onset of the second mode can be seen at λ≈ 570 nm.

The multi-mode region can be observed to begin at λ ≈ 570 nm. This is within the range specified by
the manufacturer, which is 590 ±30 nm. The transmittance is a smooth function of wavelength over the
region of interest for the ECL, 750-800 nm. It can be concluded that the SMF still works as intended after
the polishing operation. The sensitivity spectrum of figure 4.1.2 is implemented in the Labview controller
software and is used to re-scale the data captured from the spectrometer.

4.2 External mirror characterization

The external mirror 05B20OC.20 from Newport, used in the setup is a multi-layer dielectric mirror. For
proper operation of the laser, the mirror reflectivity should be constant over the spectral range of interest, as
the spectral properties of the laser radiation should be governed by the cavity, not the outcoupling mirror. It
is thus crucial that the mirror be spectrally investigated, in order to secure that is is correctly designed.

Using a fiber-coupled imaging spectrometer (Ocean Optics USB4000) and a multimode fiber as light collec-
tor, the dielectric mirror transmittance T (λ) was measured using a broad halogen DC source as reference.
The corresponding spectral reflectance R(λ), calculated as R(λ) = 1− T (λ) (assuming negligible mirror
absorption), is displayed in figure 4.2.1.
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Figure 4.2.1: The spectral reflectance of the external mirror 05B20OC.20 from Newport, calculated from the
transmittance spectrum captured by the Ocean Optics USB4000 spectrometer. As can be seen,
the reflectance is fairly constant between 750 and 800 nm.

The reflectance is observed to be almost constant in the wavelength range 750< λ< 800 nm, as desired, and
it is found to be approximately 87% in the same spectral region. The result well resembles the typical ref-
erence reflectance curve given by the manufacturer, shown in figure 4.2.2, but appears to be slightly shifted
in wavelength. The mirror can therefore be assumed to work as intended, with virtually zero dispersion and
quite high reflectivity in the wavelength region of interest.

Figure 4.2.2: The spectral reflectance of the external mirror 05B20OC.20 at normal incidence; reference from
Newport [39]. The reflectance is approximately constant at 88% in the wavelength region 750-
800 nm.

It should be pointed out that 87% is rather a low reflectance. The lasing threshold could probably be
lowered by using a mirror with a slightly higher coefficient of reflection. Of course, the output power will
be affected as well when the mirror reflectance is changed, so the choice is not trivial, but it is certainly
worth to investigate if the laser performance can be improved in this manner.
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Chapter 5

Characterization of DOE

Four diffractive optical elements (DOEs) with different effective focal lengths, and consequently different
dispersion characteristics, were fabricated in the Chalmers MC2 clean room facility in 2006. The DOE
topography (groove quality, periodicity etc.) was evaluated in an atomic force microscope (AFM), and
microscope images were taken [40]. Although the DOE of lowest dispersive power (named C1) was used in
the operational laser tests performed in 2007, no full characterization of the DOE functionality was carried
out at the time.

Two aspects of the DOEs are of main importance; their effective focal lengths and their efficiency, i. e., the
relative power focused in the first diffraction order, compared to all incident power. The efficiency is 100%
for an ideal DOE, but is decreased due to imperfections in the manufacturing process. In section 5.1, a
measurement method for determination of the DOE focal lengths is presented, along with a paraxial model
of the DOE (see appendix A.2). In section 5.2, a direct measurement technique to find the DOE efficiency
is given, and finally, section 5.3 explains a more robust experimental method to determine the efficiency
from self-interferometric measurements on the DOE.

5.1 DOE effective focal length

The DOEs are designed to work in a convergent light field, as the DOE is positioned immediately after the
second lens L2 in the cavity, which is used to focus the field to a focus on the external mirror. The easiest
method to achieve an accurate characterization is therefore to utilize the entire setup, except for the external
mirror. The SOA was replaced by a 785 nm Thorlabs laser, in order to minimize the dispersive effects of
the DOEs; then distinct foci will be formed, and the distance of each focus from the DOE can be measured.

5.1.1 Measurement setup and theory

A sketch of the measurement setup utilized to study the focusing properties of the DOEs is shown in figure
5.1.1. A positive lens is used to image each focus on a CCD array positioned far away from the lens.
Using a micrometer slide to move the lens away from the DOE, and observing the formation of a focus on
the CCD, the distance between successive foci could be measured. The absolute distance of the foci from
the DOE surface could also be determined by imaging the DOE surface itself on the CCD, and using the
corresponding lens position as the origin of the measurement.
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Figure 5.1.1: A sketch of the setup for measuring the location of the DOE focal points. The collimating lens
is used to image the foci onto the CCD (positioned quite far away; the picture is not to scale).
By moving the lens, subsequent foci can be imaged onto the CCD, and their distances from the
DOE plane can be determined.

In order to calculate the effective focal length of the DOE, a simple paraxial model for the system containing
the second cavity lens L2 and the DOE was derived. The derivation can be found in appendix A.2, and the
final result, giving the distance LN from the DOE surface to the N:th diffraction order focus, is given here:

1
LN

=

(
w− b

nD

)−1

+
N

fDOE
; N ∈Z; fDOE < 0. (5.1.1)

In equation (5.1.1), w is the working distance of the cavity lens, b is the DOE substrate thickness, nD is the
DOE refractive index, and fDOE is the effective focal length of the DOE. Hence, 1/LN is a linear function
of N, with slope 1/ fDOE . The design focus of the DOE (hereafter called the principal focus) is order N = 1.

5.1.2 Measurement results

The location of four to seven different foci were measured for each DOE, by the method described in the
previous paragraph. As an example, a graph displaying the inverse distances from the DOE to foci as
function of the number of the diffraction order for the DOE of longest focal length (C1), is shown in figure
5.1.2. The corresponding graphs for the remaining three DOE:s look very similar.
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Figure 5.1.2: The figure shows the inverse values of the measured locations of the different diffraction order
foci. The principal focus is found at N = 1. A linear function is fitted to the data, and equation
(5.1.1) is used to extract the DOE focal length fDOE from the fitting function. The resulting focal
length differs by 8.3% from the design focal length for this DOE.

The measured data points are clearly following a linear function, in remarkably good accordance with the
simple paraxial theory of equation (5.1.1). In figure 5.1.2, a linear fitting function is also shown. Hence,
the focal length of each DOE is determined from the linear fitting. In table 5.1, the design values and the
measured values of all four DOE focal lengths are shown, together with the relative differences. Also,
normalized values (using the focal length of DOE C1 as reference) are given.

Table 5.1: Design values and measured values of the DOE focal lengths, and the corresponding relative dif-
ference. All values are given for the wavelength λ = 785 nm. Also, normalized focal lengths from
design and measurements, respectively, are given.

DOE no. Designed focal Measured focal Relative Designed focal Measured focal
length [mm] length [mm] difference length, normalized length, normalized

C1 -2.99 -2.74 8.3% fC1 fC1,meas
C2 -1.98 -1.83 7.6% 0.66 fC1 0.67 fC1,meas
C3 -1.70 -1.57 7.4% 0.57 fC1 0.57 fC1,meas
C4 -1.62 -1.47 9.3% 0.54 fC1 0.54 fC1,meas

It can bee seen in table 5.1 that the measured focal lengths differ from the design values by about 7-
10%. However, the relative focal lengths found by the measurements are in very good agreement with the
design. The ideal focal lengths at λ = 785 nm have been calculated from the values specified at the design
wavelength λ0 = 770 nm, through a simple scaling with the factor (λ0/λ). This is justified by the paraxial
model of the DOE outlined in appendix A.2; equation (A.2.15) shows that the product λ fDOE is constant,
so that:

fDOE(λ) =
rd
λ

=

(
λ0

λ

)
f0, (5.1.2)

where fDOE(λ) is the focal length at wavelength λ, and f0 is the focal length at the design wavelength λ0.
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5.1.3 Discussion and summary

The deviation in the DOE focal length from the design value is not easily explained. One possible reason
might be the difficulty of defining the focal length of the DOE in the first place. As the DOE is designed to
operate in a convergent optical field, whereas focal length is always defined for a collimated light field, the
DOE does not necessarily behave as an ideal thin lens. The DOE is also abberation compensated for the
case of convergent light, and this compensation does not work properly for collimated light. Associating
a focal length with a DOE intended for use in convergent light is simply not a precise business. A more
robust simulation of the cavity would probably give somewhat different results.

Furthermore, the paraxial approximation may not hold at all points in the calculations, which may of course
also affect the calculated focal lengths. Also, if the light field incident on the DOE is propagating at an
angle with respect to the optical axis, the distribution of focal points will be stretched out. In the fitting
algorithm, this will be interpreted as the DOE having a stronger diffractive power than is actually the case.
So, at least some fraction of the discrepancy might be due to such an effect.

A problem associated with the measurement procedure itself is the difficulty to correctly identify the po-
sition of each focus. The manual translation stage may introduce errors. Moreover, the focal points were
located from simple ocular inspections of a CCD image in real-time. This adds additional uncertainties
to the measured data. The method could be improved by using a motorized stage, recording the intensity
distribution with high resolution in the direction of propagation, and extracting the peak intensity on the
optical axis from these images by means of an automated computer algorithm.

Finally, the DOE was not index matched to the lens L2 in this experiment. An extra Fresnel reflection
(in addition to the Fresnel reflection from the diffractive surface) is therefore present, which may cause a
disturbance to the light distribution, as the reflected field is coherently added to the diffracted light.

To sum up, the investigation reveals that the measured DOE focal lengths differ only a few percent from
the design values, and it can be believed that this discrepancy is due to the approximations used in the
theoretical model and/or poor alignment of the cavity elements, together with possible disturbances from
reflected light.

It should be mentioned here that the question of the DOE focal length is addressed also in section 5.3.7,
where a robust model of the DOE has been used. The results from the simulations described there indicate
that the focal length of the first DOE (C1) is indeed very close to the design value. Combined with the fact
that the relative focal lengths measured with the method outlined here are in remarkably good agreement
with the normalized design values, it can be believed that the DOEs do most likely work as intended as far as
their focal lengths are concerned. Probably, some systematic error in the measurement method introduced
in this section is responsible for the detected discrepancies.

5.2 DOE efficiency, direct measurement

We have now quantified the DOE focal lengths, and the remaining important question to be investigated is
the DOE efficiency. The intra-cavity lenses are anti-reflection coated, so that the reflection loss per surface
is very low (specified to < 0.4%). For one cavity round trip, each lens surface is traversed twice, and there
are 3 glass/air boundaries (the DOE is index matched to the second lens). Thus, the total loss due to the
lens Fresnel reflections is maximum 1−0.996 ≈ 6%.

The external mirror has been seen to have an effective loss of about 13%, but is only traversed once per
roundtrip. The DOE, on the other hand, is assumed to have an efficiency in the range 70-90% (very good
diffractive elements may reach 95% or so), and is traversed twice per roundtrip. The DOE loss may then
be as high as 20-50% per roundtrip, and is probably the dominant cavity loss factor. It is therefore of great
importance to determine the DOE efficiency. If the DOE efficiency turns out to be too low, the DOE design
and manufacturing process must be investigated, or ultimately the cavity design may need to be changed.
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5.2.1 Measurement setup

The most straight-forward approach to determine the efficiency is to measure the power in the principal
diffraction order and compare with the total power transmitted through the DOE. This method was imple-
mented and tested, and the procedure is presented in the following.

A sketch of a setup for a direct measurement of the DOE efficiency is shown in figure 5.2.1. It is necessary
to use essentially the entire ECL cavity, because the DOE is designed to work in a convergent light field. The
detector BPW34 is reverse biased 5.18 V, and connected in series with a 10 kΩ resistor. The detector signal
is given by the voltage drop over the resistor. The dark signal is 0.06 V, which is negligible. The translation
stages are motorized and are driven by a Labview program, which also samples the detector signal. A 900
µm aperture is mounted just above the DOE to make sure that the detector will not be overfilled.

Figure 5.2.1: The setup used for the direct DOE efficiency measurements.

The Hitachi HL7851G laser diode was used as light source, and the laser was run just above the threshold
in order not to saturate the detector or the voltage meter. The output laser power depends heavily on
temperature and other parameters, and it was therefore necessary to use the monitor detector included in
the laser package and a feedback circuit to regulate the drive current for constant output power.

It was soon observed that the detector itself causes strong backward reflections, causing resonant phenom-
ena. In addition, the aperture film also gives rise to stray light reflections going back into the laser and onto
the monitoring detector. This makes the laser power control rather unreliable, and the momentary drive
current was therefore measured during each measurement.

The momentary drive current was used to re-scale the measured data by means of the P-I characteristic of
the laser (measured separately), but again, its correlation with the output power is temperature sensitive,
and the scaling is then unreliable in itself. In addition, these drive current measurements had to be taken
manually, and it was therefore difficult to read off the correct value at the exact moment when the detector
signal was maximum. This puts the ultimate limit to the reliability of the measurement. In the following
graphs, all data have been re-scaled according to the laser current changes.
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5.2.2 Total power at DOE

The total power at the DOE surface was measured by positioning the detector, with the 20 µm aperture
removed, very close to the 900 µm aperture, and then the signal was sampled in a square grid. The result
is shown in figure 5.2.2, and a histogram displaying the distribution of the measured data is found in figure
5.2.3.

21.8 22 22.2 22.4 22.6

14.5

14.6

14.7

14.8

14.9

15

15.1

15.2

15.3

15.4
 

Sampled detector signal, total power at aperture, diam=900 μm.
Max value: 0.98424 [V]. Mean value: 0.97185 V. z=12.193 mm.

x [mm]

 

y 
[m

m
]

0.95

0.955

0.96

0.965

0.97

0.975

0.98

Figure 5.2.2: The reference signal measured with the detector (with the 20 µm aperture removed) close to the
DOE.
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Figure 5.2.3: Histogram for the reference signal measured (with the 20 µm aperture removed) close to the
DOE. The mean value is 0.97 V, and 92% of the samples lie within ±1% from the mean value.
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The variations seen in figure 5.2.2 are due to the backscattering of light onto the monitor detector (and
probably resonant effects), and the drive current varies accordingly. 92% of the samples lie within ±1%
from the mean value. The mean value Ure f = 0.97 V is therefore used as reference.

5.2.3 Power in the diffraction orders

A 20 µm aperture was glued to the detector, with a 200 µm shim in between, in order to suppress reflections
from the detector surface going back into the laser. This effect is otherwise very strong, as the detector is
positioned in a focus, which is an image of the laser output facet. The detector will then play the role of an
external mirror.

The detector with aperture was scanned in a volume around the first diffraction order with increasingly
fine grid, until a maximum signal was found. The transverse scan (at constant z value, see figure 5.2.1 for
coordinate directions) containing the maximum signal is shown in figure 5.2.4. The maximum signal is
seen to be 0.77 V.
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Figure 5.2.4: Transverse scan through the first diffraction order focus with a 20 µm aperture.

Identical scans were made in adjacent z planes, and the maximum detector signal for each plane is plotted
in figure 5.2.5.
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Figure 5.2.5: Maximum signal as function of z, measured around the first diffraction order focus with a 20 µm
aperture.

It can be observed that the detector signal is essentially constant over a few samples around the maximum
signal, indicating that the aperture used is wide enough not to disturb the field when correctly positioned at
the focus.

It was possible to reach also the zeroth order focus (closer to the DOE than the first order), and the results
are shown in figures 5.2.6 and 5.2.7, respectively.
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Figure 5.2.6: Transverse scan through the zeroth diffraction order focus with a 20 µm aperture.
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Figure 5.2.7: Maximum signal as function of z, measured around the zeroth diffraction order focus with a 20
µm aperture.

The maximum signal in the zeroth order focus is seen to be 0.049 V. Now, in order to compare these results
to the situation without the DOE, similar measurements were carried out with the DOE removed.

5.2.4 Measurement without DOE

A reference signal was taken close to the lens L2 (without the 900 µm aperture, as it appeared to block some
light). A volume scan with the 20 µm aperture was captured around the focus. The reference scan was very
similar to the ones showed earlier, and only the mean value is given here: Ure f ,noDOE = 0.99 V. The scan
through the focus is displayed in figure 5.2.8 (xy scan) and in figure 5.2.9 (z scan), respectively.
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Figure 5.2.8: Transverse scan through the focus with a 20 µm aperture, when the DOE has been removed.
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Figure 5.2.9: Maximum signal as function of z, measured around the focus with a 20 µm aperture, when the
DOE has been removed.

5.2.5 Summary and conclusions

All results are gathered in table 5.2. The measurement at the lens L2 without DOE is used as the reference
for normalization. The two measurements without the DOE do not agree perfectly, but the difference is
within the resolution limit in the laser current, which was used to compensate for the optical feedback
effects, as explained earlier.

Table 5.2: Summary of results from the DOE efficiency measurements. The normalized signals use the mea-
surement at the lens without DOE as reference. The discrepancy between the two measurements
without the DOE is within the resolution limit for the drive current.

Measurement Detector signal [V] Normalized signal [%]
At lens, without DOE 0.99 100
Focus, without DOE 1.04 105

At DOE 0.97 98
Order 1 0.77 77
Order 0 0.049 5

In table 5.2, we note that the total power at the DOE surface is slightly lower compared to the case without
the DOE. This is expected, as a 4.5% reflection will occur at the DOE/air boundary. The first and zeroth or-
ders contain 82% of the total power. Assuming that a few percent will be found in the remaining convergent
diffraction orders, 85-90% of the incident power is accounted for. The remainder is expected to be found in
the divergent orders, and some amount is probably lost through diffusive spread, dust, contaminations etc.

Given the uncertainties introduced by the resonant effects and reflections onto the monitor diode, the total
DOE efficiency can be estimated to be somewhere in the range 77± 5%, including the Fresnel reflection.
The rather large uncertainty in the measured diffraction efficiency calls for a more robust way to determine
this entity. In the following section, a different approach to the efficiency problem is presented.
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A final remark regards the wavelength; the DOE is designed for 770 nm, whereas the laser HL7851G
operates at 785 nm. The difference is only about 2%, and the expected efficiency reduction is less than
0.2% (see figure 5.3.19 in section 5.3.8). Hence, the diffraction efficiency measured with this laser is
essentially the same as for the design wavelength 770 nm.

5.3 DOE efficiency, interferometric measurement

As described above, the direct measurement method used to determine the DOE efficiency turned out to
be rather uncertain. The laser source used was easily disturbed by backward reflections from the detector,
causing resonant effects. Also, reflections onto the monitor detector behind the laser, used to stabilize the
optical output power, made the results unreliable. Due to mechanical limitations, it was only possible to
reach 2 diffraction order foci.

As the DOE is such an important component in the laser cavity, these shortcomings call for a better mea-
surement method. In particular, the insertion of a detector just at the focus is troublesome. The detector
acts just as an external mirror, so that the system will behave as a resonant cavity. Therefore, a method that
avoids the need of placing the measurement plane in the vicinity of the focal points is necessary.

In this context, the idea of measuring the diffraction pattern caused by the interference of the different
diffraction orders was born. If a suitable model of the DOE is at hand, the parameters of the model can be
adjusted until the model reproduces the diffraction pattern measured in the lab. Then, the micro-scale shape
of the DOE can be determined, and the diffraction efficiency calculated.

5.3.1 Measurement setup

The measurement setup used is shown in figure 5.3.1. A HeNe-laser was used as light source, partly due to
its high quality beam, and the fact that a visible light source simplifies alignment. A more important aspect
is that the wavelength (632 nm) differs 18% from the DOE design wavelength (770 nm), which implies that
the optical power will be more evenly distributed among the orders. This means increased visibility of the
interference pattern.

Figure 5.3.1: Sketch of the measurement setup used for DOE efficiency measurements utilizing the interfer-
ometric measurement method. The DOE is index matched to the lens L2 with glycerine. The
collimating lens is mounted on a motorized precision stage.

As shown in figure 5.3.1, the lens L1 has been removed, as the laser beam is already collimated. This
simplifies the setup, and a few extra surfaces are avoided. The lens L2 and the DOE were aligned to each
other using a red LED as light source, a collimating lens and a CCD camera. First, the lens was mounted
relative to the LED, so that a focus was created. The focus was imaged onto the CCD camera (with the lens
removed).
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A small droplet of glycerine was deposited on the planar surface of lens L2, and the DOE was then put
in place. The imaging lens was adjusted so that the DOE surface was imaged onto the CCD. The DOE
was finally adjusted in the transverse plane until the CCD image appeared as symmetric as possible. All
diffraction rings were then concentric. When the result was satisfactory, the DOE was fixated in the current
position (using two screws).

The red LED could now be removed, and the DOE plus lens L2 was mounted as shown in figure 5.3.1. A
pair of imaging lenses was used extensively during the setup alignment procedure. First, the HeNe-laser
was set up, generating a spot on a screen. The lens pair was inserted and adjusted until the spot was back in
its initial position. Then, the DOE-lens subsystem was mounted, so that a circular diffraction pattern could
be seen on the screen.

The DOE-lens system was adjusted until the centroid of the diffraction pattern coincided with the original
spot position. Finally, the imaging lens pair was removed. A single lens was mounted on a motorized stage,
and then aligned to the entire system so that the interferogram was once more in the correct position on the
screen. The CCD camera was positioned in place of the screen. When the setup had been tested and found
to be stable, interferograms were recorded for different lens positions, with a stage resolution of 0.01 mm.

Now, the system described is much less sensitive to resonant effects than the direct method presented earlier.
This is because the interferograms are recorded when the system is unfocused, and therefore only a very
small amount of the reflections from the CCD will be imaged back into the laser. Furthermore, it is actually
not important any longer that the laser power stays constant. The interferograms contain the information
of the relative magnitudes of the diffraction orders, and can therefore be normalized. The crucial entity to
measure is the shape of the interference pattern, not its absolute intensity.

5.3.2 Model of the DOE

A very simple model of the physical DOE can be created by taking the ideal DOE shape (available from
design parameters), and convolving this shape with a Gaussian function having an 1/e width σ (unit [µm]):

H(r) = Aexp
{
−
( r

σ

)2
}

(5.3.1)

where r is the radial distance and has the same unit as σ (µm). In the frequency domain, the convolution is
transformed into a multiplication with a function which is still Gaussian, and its 1/e width is then given by
σ f = 1/(πσ). The constant A in equation (5.3.1) is chosen so that the Gaussian function in the frequency
domain is normalized to 1, when using the Matlab fast Fourier transform on the convolution function.

Convolving the DOE profile with the function in equation (5.3.1) will result in corner rounding at all sharp
edges of the structure, which in turn causes the depth of the structure to decrease when the period of the
DOE gets smaller. This is a one-parameter model describing the proximity effects in the manufacturing
process. Hence, the larger the value of σ, the worse the corner rounding and the shallower the DOE profile
far away from the center.

In figure 5.3.2(a), a line scan of the ideal DOE profile is shown, and in figure 5.3.2(b), the same profile
convolved with a Gaussian function of 1/e width σ = 1.06 µm is given. The profile depth decrease with the
radial distance is clear from figure 5.3.2(b).
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(a) The ideal DOE, overview.

(b) The DOE convolved with a Gaussian function of 1/e width σ = 1.06 µm.

Figure 5.3.2: The ideal DOE compared to a non-ideal DOE, generated through convolution with a Gaussian
function.

Comparing figures 5.3.2(a) and (b), it is also obvious that the maximum profile depth becomes smaller due
to the proximity effects. This error can be compensated for by manufacturing a slightly deeper profile. We
will discuss this matter further in section 5.3.8.

The corner rounding effect is not visible in the previous figures. In figure 5.3.3(a), a zoom-in on a fraction
of the ideal DOE profile is displayed, and the corresponding profile convolved with the Gaussian function
is shown in figure 5.3.3(b). The corner rounding is very obvious in figure 5.3.3(b).

49



(a) The ideal DOE, zoom-in.

(b) The DOE convolved with a Gaussian function of 1/e width σ = 1.06 µm, zoom-in.

Figure 5.3.3: The ideal DOE compared to a non-ideal DOE, generated through convolution with a Gaussian
function. Zoom-in on the profile shape.

5.3.3 Model of the measurement setup

The theoretical model of the entire measurement setup relies on propagation of the starting field distribution
at the DOE through the collimating lens to the CCD, by means of the ”two-step method” [41]. The two-step
method, developed by C. Rydberg and J. Bengtsson, is a simple but powerful tool to calculate the field in
an arbitrary plane with an arbitrary sampling distance, by means of two subsequent propagations with the
Huygens-Fresnel integral.

The idea of the the simulation model for the measurement setup is explained in figure 5.3.4. The two-step
method is utilized in each propagation step shown in the figure, i. e. step 1, 3, 5 and 7.
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Figure 5.3.4: A sketch of the numerical model of the measurement system. The field at the DOE is propagated
to the lens, where the lens phase factor is added to the field. The field is propagated to the CCD
plane, where it is set to zero outside a certain radius. Then, this filtered field is propagated back
to the lens plane, resampled, and finally propagated to the CCD again, but now at significantly
better resolution. The two-step method is applied in step 1, 3, 5 and 7.

A field distribution at the DOE is propagated to the lens plane, where the phase front is modulated by the
lens. The resulting field is propagated to the CCD plane. As a fraction of the power is propagating at
quite large angles, the sampling distance in the CCD plane must be large in order to avoid overfilling of
the calculation window, causing disturbances. However, we are only interested in the field in a very limited
area in the center of the calculation window. Therefore, the field in the CCD plane is set to zero outside a
certain radius.

This ”filtered” field is reverse propagated back to the lens plane, where it is resampled in a denser grid
(interpolation is required). Finally, this resampled field is once again propagated to the CCD, but this time,
a much smaller calculation window can be chosen at the CCD, thus giving an interferogram having adequate
resolution.

The physical distances between the different planes, as well as the width of the beam incident on the DOE,
were measured roughly in the measurement setup. The phase curvature of the beam at the DOE plane was
estimated from the distance between the laser and the DOE. These values were then calibrated in the model
until the simulations reproduced, for instance, the distance between the DOE and the first-order focus, and
the intensity profile at the DOE plane.

The DOE is specified to be 0.5± 0.25 mm thick, and when measured with callipers, the true value was
found to be 0.52 mm. The thickness used in the simulations is 0.56 mm, for best agreement with the
measurements. The discrepancy is probably explained by the fact that the index matching of the DOE to
the lens L2 with glycerine gives an extra distance between the components.

5.3.4 Interferogram examples

An example of an interferogram measured in the setup is shown in figure 5.3.5. The quality of the measured
data is rather good; the system is well aligned so that the diffraction rings are concentric. In order to suppress
noise and irregularities in the interference pattern, we take advantage of the circular symmetry of the pattern,
averaging the measured signal in ring-shaped segments centered at the interferogram center, thus ending up
with a one-dimensional radial scan of the measured signal. This scan will then be used for comparing the
measured data to the simulated intensity pattern.
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Figure 5.3.5: An example of an interferogram measured in the setup.

In figure 5.3.6, a corresponding simulation for some arbitrarily chosen value of the Gaussian convolution
function width σ is shown. The agreement between the simulation and the measured image in figure 5.3.5
is remarkably good. It can be seen in the simulated interferogram that there is some kind of disturbance
present close to the center of the image. The reason for this has not been found, but the effect is present
regardless of the shape of the interferogram, though more or less pronounced in different planes. A possible
explanation is the fact that a circularly symmetric field pattern has been sampled in square pixels. The
disturbance in figure 5.3.6 can be seen to have a square symmetry.

Figure 5.3.6: The simulated interferogram (for some arbitrary value of σ), corresponding to the measurement
in figure 5.3.5.
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Figure of merit

Six good interferograms were chosen from the measurements to be used for the fitting procedure. The
corresponding theoretical intensity distributions were calculated for a sequence of values of the Gaussian
convolution function width σ. As the interferograms show circular symmetry, only radial scans need to be
studied. This saves computation time when comparing the simulated and measured data, and the noise of
the measured interferograms can be suppressed by calculating the radial scan by averaging the intensity in
annular rings around the center of each picture. For a certain value of sigma, the figure of merit fi of the
fitting for the interferogram in plane i was defined as

fi =

√
M

∑
m=1

[Imeas,i(rm)− Isimulated,i(rm)]
2. (5.3.2)

Imeas,i(rm) is the measured intensity at point (rm) in plane i (i. e., at the radial distance rm), and Isimulated,i(rm)
is the corresponding simulated intensity. A total figure of merit F , using the information from all the 6
interferograms, was calculated as:

F =

√√√√ 6

∑
i=1

f 2
i , (5.3.3)

and the best fitting is found for the value of σ for which F is minimized. Of course, a similar merit function
can be defined in the two-dimensional case.

5.3.5 Results

In figure 5.3.7, an example of a measured and a simulated radial intensity scan is provided. Due to the
problem with numerical disturbances at the center of the interferogram described earlier, the central parts
of the interferograms have been removed in the fitting algorithm. The interferograms have been normalized
to the peak closest to the origin, after the removal of the central region.

Figure 5.3.7: Example of radial intensity scans, measured (left) and simulated (right). The central parts of the
interferograms have been removed due to the numerical noise in this region, making the data
unreliable. The data are normalized to the value of the peak closest to radius r = 0 after the
removal of the central region.
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In figure 5.3.7 it can be seen that the simulation matches the measurement very well. The locations of the
peaks in the measurement and in the simulation are identical. The relative height of the peaks agree fairly
well. The simulation is not capable of resolving all high-frequency variations found in the measurement,
due to sampling limitations.

We now vary the Gaussian convolution function width σ, and calculate the figure of merit function F (see
equation (5.3.3)) for each value of σ. The resulting value of F as function of σ is found in figure 5.3.8.

Figure 5.3.8: The fitness measure F as function of the Gaussian convolution function width σ. Result from
simulation. The minimum is found for σ = 0.78 µm.

We observe that the minimum value of F is found for σ = 0.78 µm. Now, the DOE profile corresponding
to this value of σ can be characterized as the profile depth as function of the period of the DOE structure.
In figure 5.3.9, such a description of the DOE is presented, together with an AFM measurement performed
by Dr. Johan Backlund [40].
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Figure 5.3.9: The depth of the DOE profile as function of the period of the structure. The simulated profile for
σ = 0.78 µm is compared to an AFM measurement conducted by Dr. Johan Backlund [40]. Note
that the AFM line is actually a fitting, the small point do not represent measurement points.

In figure 5.3.9, it can be seen that the general behavior of the simulated DOE is very similar to the results
from the AFM measurement. Hence, it can be concluded that the simple one-parameter model, describ-
ing the physical DOE as the ideal profile convolved with a Gaussian function is actually very good. We
also observe that the simulation gives a profile that is 5-10% deeper (and therefore indicates better optical
performance of the DOE) than the AFM measurement result.

There may be many reasons for the small discrepancy between the AFM and the optical measurements;
on the one hand, the probe of the AFM has a certain width, meaning that the measured data will be a
convolution of the true profile with the shape of the probe. When measuring on the deep profile of the
DOE, the depth of the valleys may therefore be underestimated. The AFM measurement was actually
performed close to the limit of maximum measurable profile depth.

On the other hand, there may also be errors in the simulations presented here; the numerical disturbances
have already been mentioned, the filtering and resampling method may introduce small errors, and the
problem with poor sampling also adds uncertainties. In addition, the Fresnel condition for the validity of
the approximations used in the propagations, is not strictly fulfilled at all points, which is probably not a
large problem, but still may cause some errors.

Now, in figure 5.3.10, the line for σ = 0.91 µm has been added to the graph in figure 5.3.9, as well as the
true measurement points from the AFM measurement. This value of σ = 0.91 µm was chosen to match the
AFM measurement as well as possible.
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Figure 5.3.10: The depth of the DOE profile as function of the period of the structure. The simulated profile for
σ = 0.78 µm and σ = 0.91 µm is compared to an AFM measurement conducted by Dr. Johan
Backlund [40]. The stars represent the true measurement points from the AFM.

Here, it can be seen that the AFM data have some noise, but still, there is a systematic difference between
the AFM measurement and the present simulations.

5.3.6 DOE efficiency at λ0 = 770 nm

The DOE profile has been determined through measurements at λ = 632 nm, and the fitting algorithm gave
the value of σ = 0.78 µm. The DOE can now be simulated at its design wavelength λ0 = 770 nm. We then
want to calculate the efficiency, i. e., the power found in the first diffraction order compared to the total
power incident on the DOE.

The incident power is found through simple integration of the intensity at the DOE plane. The power in the
first diffraction order is found by integrating the intensity in the central bright spot at the plane where the
intensity is strongest. This results in a pure diffraction efficiency of 86.2%.

Fresnel reflections and other sources of loss are not included in the value 86.2%; the index matching be-
tween lens L2 and the DOE will suppress reflections at this boundary to a minimum, but a 4.5% reflection
will still occur at the diffractive surface itself at the DOE/air interface. Also, diffusive spread in the DOE
substrate has not been quantified, which will lower the efficiency further. It has also been observed that
there are some dust particles present on the DOE surface, which means somewhat lower efficiency still. All
possible loss contributions to the overall DOE efficiency are listed in table 5.3, where some of the factors
have been given estimations, indicated by ”∼” or ”?”.
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Table 5.3: Summary of the contributions to the overall DOE efficiency at the design wavelength λ0 = 770 nm.
The diffraction efficiency is due to the corner rounding, with resulting profile depth error. The total
efficiency is estimated to be 81%

Loss factor Efficiency factor Overall efficiency
Incident power − − 100%

Truncation ∼ 0% ∼ 100% 100%
Fresnel reflection 4.5% 95.5% 95.5%

Diffraction efficiency 13.8% 86.2% 82.3%
Absorption ∼ 0% ∼ 100% 82.3%

Diffusive spread ∼ 0% ∼ 100% 82.3%
Dust/contaminations < 0.5%? > 99.5%? > 81.9%

Index mismatches < 0.3% > 99.7% > 81.7%
Non-ideal lens AR coating < 0.4% > 99.6% > 81.3%

TOTAL 19% 81% 81%

The overall efficiency, with all loss sources included, can be estimated to be 81%, as seen in table 5.3. This
value can be increased if some of the loss contributions can be suppressed. This will be discussed later.
For the moment, we conclude that the diffraction efficiency is high, and that the overall efficiency of the
element is quite high.

As the DOE is traversed twice per cavity roundtrip, the loss per roundtrip provided by the DOE is therefore
1−0.812 = 34%, which will probably dominate the cavity loss. Hence, any improvement in the diffraction
efficiency will strongly improve the cavity performance.

The diffraction efficiency with respect to the principal diffraction order was found to be 86.2%, so the
remaining power must be found in the other diffraction orders. The power in (a few of) the convergent
diffraction orders has been calculated, with the result shown in figure 5.3.11. Summing up the powers in
these orders, they contain 6.3% of the total incident power. The power not accounted for, 100− 86.2−
6.3 = 7.5% is expected to be found in the remaining convergent orders and in the divergent orders. It is a
reasonable assumption that the power contained in the convergent orders will be roughly equal to the power
contained in the divergent orders, which also seems to be the case in the simulation.

Figure 5.3.11: The simulated relative powers in a few of the convergent diffraction orders, at λ = 770 nm. The
sum of these powers represents 6.3% of the total incident power.
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Finally, we want to investigate how sensitive the calculated diffraction efficiency will be to small variations
in σ. For that reason, the diffraction efficiency (Fresnel reflections not included) as function of σ has been
simulated. The result is presented in figure 5.3.12.

Figure 5.3.12: The simulated DOE diffraction efficiency as function of the Gaussian convolution function
width σ. For instance, the diffraction efficiency for σ = 0.91 µm (which appeared to match the
AFM measurement in figure 5.3.10) is 84%. Hence, the efficiency does not change drastically
with small changes in σ.

At σ = 0.91 µm, the value that lies close to the AFM measurement in figure 5.3.10, the diffraction efficiency
is seen to be about 84% in figure 5.3.12; i. e., 2 percentage points (or 2.3%) lower than the efficiency 86%
calculated for σ = 0.78 µm. Thus, the diffraction efficiency is not extremely sensitive to small changes in
σ. An estimation of the accuracy of the calculated diffraction efficiency is therefore about ±2%.

From the discussion above and table 5.3, the total DOE efficiency can be estimated to be 81±2%, including
all loss factors. The pure diffraction efficiency is 86±2%. This is actually a very good value for a DOE. The
(total) efficiency found from the direct measurement method was 77% (see table 5.2), but the figure 77%
was of course very uncertain in the first place, so the estimation was 77± 5%. Not all the factors in table
5.3 were included in the value 77% (for instance the non-ideal lens AR coating), but these contributions are
assumed to very small. Thus, the results from the two methods can actually be considered to agree.

It should be stressed that the diffraction efficiency calculated depends on the width of the incident beam.
The wider the beam, the more power will be transmitted through the peripheral regions of the DOE, where
the diffraction efficiency is lower.

The width used in the simulations is 0.17 mm 1/e half-width of the incident field (or 1/e2 half-width of the
incident intensity). This value resembles the intensity profile measured at the DOE. In the real laser cavity,
the field may be somewhat wider (at least perpendicular to the epitaxy of the SOA), giving slightly lower
diffraction efficiency.
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DOE ”good area”

A good way to visualize the diffraction efficiency is to consider the ”effective” area of the DOE having the
”correct” shape. The corner rounding of the DOE profile causes the ideal vertical edges to become more
sloped. The regions of the DOE that are sloped even in the ideal case are not affected very much by the
corner rounding. We may therefore compare the slope of the profile found from the preceding measurements
with the ideal shape, and identify the regions where the true slope deviates from the ideal one by less than
some given figure q [nm/µm].

The summed (projected, planar) area of the ”good” regions of the DOE will provide the diffraction of optical
power into the desired principal order. For lack of a better word, the term good area will be used for this
area (after multiplication by a weighting function; see next paragraph). The ”bad” regions will send power
into all other diffraction orders.

The good regions become smaller when we approach the outer edge of the DOE, due to the short period of
the profile. On the other hand, the major part of the incident optical power is found close to the center of
the DOE, where its quality is better. We therefore use the Gaussian intensity profile used in the previous
simulations (which had a 0.17 mm 1/e2 intensity half-width) as a weighting function for all DOE area
measures.

We adjust the limit q until the ”good” DOE area corresponds to about 86% of the total (geometric) DOE
area, thus matching the diffraction efficiency found in the simulations (see table 5.3). The ”good regions”
of the DOE are represented by small stars in figures 5.3.13 and 5.3.14 below. The graphs are calculated for
a good DOE area of 86%.

Figure 5.3.13: The picture shows the ideal DOE profile and the true profile close to the center of the DOE.
The stars indicate the regions where the slope of the true profile does not deviate more than 20
nm/µm from the slope of the ideal profile. Then, the effective good area of the DOE is 86% of
the total DOE area, i. e., matching the diffraction efficiency from the simulations.
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Figure 5.3.14: The picture shows the ideal DOE profile and the true profile close to the outer edge of the DOE.
The stars indicate the regions where the slope of the true profile does not deviate more than 20
nm/µm from the slope of the ideal profile. Then, the effective good area of the DOE is 86% of
the total DOE area, i. e., matching the diffraction efficiency from the simulations.

In figures 5.3.13 and 5.3.14 we observe that the regions defined as ”good” (by the requirement that the good
area divided by the total area equals the diffraction efficiency) are simply what one would have guessed
without prior knowledge. The good area of the DOE is therefore a rather intuitive measure of the diffraction
efficiency. The DOE efficiency can easily be estimated from the simple principle that the power found in
the principal diffraction order equals the power impinging on ”good” areas of the DOE.

Finally, it is instructive to compare the good area of 86% with an area of, say, 90%, in order to see if there
is any observable difference on the microscopic level. In figure 5.3.15, a zoom-in on one of the DOE teeth
is shown for the 86% and the 90% good area case, respectively.
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(a) Good area of 86%.

(b) Good area of 90%.

Figure 5.3.15: A comparison of the ”good regions” of the DOE profile giving a total good area of 86% and
90%, respectively. In the 90% case, the good region of the profile appears to be overestimated.
The 86% case seems to be a proper estimation of the good regions, just from intuition. Thus, the
method is rather sensitive, so that the diffraction efficiency can be estimated from the profile
shape, probably with only a few percent error. The idea of ”good area” is a simple way to
illustrate how the diffraction efficiency is related to the shape of the profile.

As can be seen in the figure, the 86% case seems to match what one would intuitively count as the good
region of the profile, whereas in the 90% case, the region defined as good appears to be too wide. Hence,
the method of ”good area” is quite sensitive, and may be used to estimate the DOE efficiency with rather
high precision, and to provide a simple model of how a non-ideal shape of the DOE gives rise to a certain
diffraction efficiency.
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5.3.7 Renewed investigation of DOE focal length

In section 5.1.3, the focal lengths of the four different DOEs were measured. The results indicated that the
relative focal lengths are very close to the design values, but a deviation of 7-10% from the absolute design
values were observed. Therefore, it is interesting to extract the same information from the interferograms
taken at the wavelength λ = 632 nm, and compare to simulations with the model described in sections 5.3.2
and 5.3.3.

In figure 5.3.16, the result from a simulation of the locations of the DOE focal points is shown, using the
DOE profile found through the fitting algorithm for σ explained in the preceding sections. The linear fitting
shown in the figure gives a focal length of -3.84 mm. The expected focal length is -3.72 mm, calculated
as a scaling of the design focal length at 770 nm, using the paraxial formula from equation (5.1.2). So, the
(absolute value of the) focal length is underestimated by 3.2% by the paraxial model of the DOE, compared
to the more robust simulation.

Figure 5.3.16: The picture shows the simulated locations of the DOE foci at λ = 632 nm. The slope of the
linear fitting curve corresponds to a focal length of -3.84 mm.

In figure 5.3.17, the measured locations (captured from the interferograms) of the foci for DOE C1 is
displayed. In this case, the linear fitting gives a focal length of -3.81 mm. When compared to the expected
value of -3.72 mm, the deviation is now 2.5%.
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Figure 5.3.17: The picture shows the measured locations of the DOE C1 foci at λ = 632 nm. The slope of the
linear fitting curve corresponds to a focal length of -3.81 mm.

As the slopes of the curves in figure 5.3.16 and 5.3.17 are very similar (they deviate by only 0.8%), we
conclude that the focal length of the fabricated DOE is very close to the design value. The measured
locations of the foci are found very close to the points in the simulation.

To sum up, this investigation clearly confirms that the focal length of the first DOE (C1) is very close to the
design value. The measurement presented in section 5.1 showed a systematic error of 7-10% in the detected
focal lengths, but when normalized to the measured focal length of DOE C1, all four focal lengths of DOEs
C1-C4 were essentially correct, compared to the normalized design values. Thus, the combined results of
these two experiments strongly support the conclusion that the focal lengths of all four physical DOEs are
very close to the intended design values.

The simple paraxial model has been seen to underestimate the focal lengths by a few percent (at λ = 632
nm). This may partly explain the observed errors of 7-10% in section 5.1, but measurement errors were
probably also contributing to the deviations, as discussed earlier.

5.3.8 DOE profile depth

The results from both the AFM measurement and the simulations presented in figure 5.3.10 suggest that
the diffraction efficiency may be increased if the DOE profile can be made deeper. A simulation of the
diffraction efficiency as function of the maximum DOE depth is shown in figure 5.3.18. The DOE model has
been modified so that its ideal depth is increased by some factor before the convolution with the Gaussian
function is carried out. Hence, the curvature of the DOE has not been changed.
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Figure 5.3.18: The DOE diffraction efficiency vs the maximum depth of the physical DOE. The present DOE
has a maximum depth of 1.34 µm. It is seen that the efficiency could be increased to about
87.9% (i. e., 1.7 percentage points) if the maximum depth is increased to 1.442 µm, which is
essentially equal to the ideal DOE depth 1.439 µm.

The DOE has a maximum depth of 1.34 µm in the simulations. In figure 5.3.18, we observe that the
efficiency is increased to about 87.9% (i. e., 1.7 percentage points or 2%) if we change the maximum depth
of the DOE to 1.442 µm (i. e., 7.6%). This depth is close to the ideal profile depth, which is 1.439 µm. The
improvement in efficiency is not huge, but could be crucial in a laser cavity where all loss factors must be
minimized (also, the DOE is traversed twice in one cavity round trip, so the improvement is twice as large
as far as cavity loss is concerned).

The efficiency cannot reach 100% because the maximum depth is not the only deviation from the ideal shape
− the depth still varies with the radial distance, and the rounding of all sharp edges also diffracts power into
unwanted orders. In figure 5.3.19, a theoretical simulation of the relative powers in the diffraction orders as
function of wavelength for the ideal DOE is shown. The simulation was carried out by Dr. Johan Backlund
at Alfa Exx.
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Figure 5.3.19: A simulation of the relative powers in the diffraction orders of an ideal DOE, designed for
λ0 = 770 nm. The simulation was performed by Dr. Johan Backlund in 2006.

The maximum depth of the simulated DOE is about 7.6% smaller than the ideal depth. This error can
equally well be interpreted as a ”wavelength error”, and as the DOE then appears to be too shallow for the
770 nm light, the synonymous situation is a DOE with correct depth but a 7.6% longer wavelength, i. e.,
829 nm. Figure 5.3.19 then predicts that the diffraction efficiency should be reduced by 1.7% compared to
the case at 770 nm. This is not far away from the simulated improvement of 2% when the DOE profile is
made 7.6% deeper.

5.3.9 Discussion and summary

It can be concluded that a robust interferometric measurement method for the DOE efficiency has been
developed, and that the investigated DOE has a diffraction efficiency of about 86% (without Fresnel re-
flections). This efficiency value is very good, and if the DOE is used in the ECL cavity, an operational
laser can most likely be built. The efficiency can probably be increased by 1 percentage point if the DOE
profile depth is adjusted. The simulated improvement is in good agreement with the the prediction from a
theoretical model of the diffraction efficiency as function of wavelength.

The method for measuring the efficiency of a diffractive optical element through self-interference described
here, can be generalized to virtually any kind of structure, as long as the different orders overlap to form an
interference pattern. The model may then be governed by more than one parameter, and the interferograms
may not have circular symmetry, but this only adds some complexity and makes the calculations more time-
consuming. But the concept can still be applied as rather a general method for characterization of diffractive
structures having overlapping diffraction orders.

It has also been shown that the DOE focal lengths are very close to their design values. The discrepancy
found in section 5.1 can probably be explained by shortcomings of the experimental method and the paraxial
model. The interferometric data measured at λ = 632 nm have been analyzed, and this reveals that the focal
length of DOE C1 lies only 0.75% from the design value. Consequently, the observations made in section
5.1 strongly indicate that the focal lengths of all four DOEs are correct, due to the fact that the focal lengths
normalized to that of DOE C1 are very close to design values.
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Chapter 6

Discussion

The various results and the advantages and shortcomings of the different measurement and evaluation meth-
ods, as well as the theoretical models, have been discussed extensively in each section of this report. Here,
the results will be discussed on a more general level, and a few of the important results will be commented
upon.

Lateral shear interferometer

The lateral shear interferometer designed for beam characterization has been tested on a known laser source,
and the results indicate that the interferometer works properly. In the initial measurements, the beam di-
vergence was measured at zero shear, whereas the wavefront radius of curvature was of course measured
at some shear angle. However, the beam is strictly not unaffected by the shearing. Hence, a better way to
determine the beam divergence is to block one of the two beams at some convenient position in the inter-
ferometer, but keeping the shear angle constant. This method was applied during the measurement on the
known laser source in section 3.4.2.

Furthermore, the lateral shear was calculated from the shear angle of the shear plate in the first measure-
ments. It turned out that this did not yield entirely correct results; a more robust way is to block each of
the two beams in turn, and extracting their respective centroids from the CCD image. The distance between
the centroids is the lateral shear. This methodology was used only in the experiments on the known laser
source. The observation that the test measurement on a positive lens gave an error of 21% in the lens focal
length may be explained by the fact that the two problematic procedures mentioned above were used.

DOE focal lengths

The experimental method for the DOE focal lengths was shown to work well, but some improvements have
already been proposed. Most important is to align the components as well as possible. The DOE should
also be index matched to the lens in order to avoid unnecessary Fresnel reflections. Further, the detection
system should be automated by using a motorized translation stage, and perform computer analysis on the
captured images. The fact that a laser with elliptical output beam was used as light source makes the foci
less distinct, and it can be anticipated that better results can be achieved if a more uniform light source can
be used.

DOE efficiency, direct measurement

The DOE efficiency has been measured by means of two different methods. The direct measurement tech-
nique had several drawbacks, especially the problem with reflections onto the monitor detector used for
output power control, and the fact that the detector plays the role of an external mirror when inserted into
the focus of the beam.
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The errors introduced through the former phenomenon could be compensated to some extent by normalizing
the measured power to the power corresponding to the momentary drive current via the PI-characteristics.
However, the laser was operated just above the threshold in order not to saturate the detector, meaning that
a small variation in drive current yields large variations in output power. If a laser having a lower threshold
could be used, the compensation would probably be more accurate.

The latter problem was reduced when the aperture was mounted at a small distance from the detector
surface, so that the reflected light was strongly truncated on its way back through the cavity. Nonetheless,
the need for a detector at the focus, and requiring the output power to be held constant, makes the method
cumbersome and unreliable. At the best, an estimation of the DOE efficiency can be made, but with an
uncertainty of at least ±5 percentage points.

DOE efficiency, interferometric measurement

The shortcomings of the direct measurement led to the development of an indirect method, which avoids
both the need for constant power and the undesirable detector at the focus. The indirect measurement
method − which is the second method for DOE efficiency determination developed in this project − is the
self-interferometric technique described in section 5.3.

The self-interferometric measurement method has proven to be a powerful tool to study a diffractive struc-
ture having circular symmetry. However, as mentioned before, the concept is not limited to this special
case; the only requirement is that the diffraction orders overlap spatially, so that an interference pattern will
be formed (for instance, an ordinary diffraction grating cannot be examined this way). If the algorithms
are adjusted at some points, the result may be a very general tool for optical characterization of diffractive
optical elements.

The propagation method utilizes a two-dimensional description of the interference pattern, but when the
comparison to measured data is made, the interferograms are given a one-dimensional representation, in
order to save calculation time. By generalizing the fitting algorithm so that two-dimensional data can be
handled, the method is ready to be applied to many kinds of diffractive structures. The description of the
diffractive surface itself must of course be tailored for the specific element used, and may contain multiple
variables.

There are still problems with the evaluation algorithm that may be studied. The sampling problem is always
present and is difficult to get rid of, and the cause of the numerical disturbances observed in the simulations
has not been found. Perhaps the filtering procedures can be improved in different ways.
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Chapter 7

Conclusions

This master thesis has focused on developing measurement and analysis techniques for the characterization
of the cavity components of the ECL prototype at Alfa Exx. The external mirror, the semiconductor optical
amplifier and the diffractive optical element have been the subject for investigation. The conclusions from
measurements and simulations are briefly presented in this chapter.

7.1 ECL concept and functional prototype

A literature survey has been conducted in order to search for ECL designs similar to the patent [1]. No
concept relying on longitudinal cavity dispersion provided by a diffractive optical element has been found
in research publications. Of course, the survey has not been very extensive, and company R&D results are
are seldom published, but to the author’s knowledge, the concept [1] is still unique.

A functional prototype of the laser was built in 2007. In the thesis work at Alfa Exx, a new test setup for
increased stability and functionality has been designed, and necessary parts have been ordered or fabricated.
The new setup has not been tested so far, but the parts are available and the setup is ready to be assembled.
It is believed that the more robust setup will make the wavelength tuning more stable and repeatable, and it
is not unlikely that the laser then will show better performance.

7.2 Spectrometer and external mirror

The sensitivity of a spectrometer intended for spectral measurement on the ECL has been measured, and a
calibration function has been calculated. A fiber with angled end facets, for reduced backward reflections
into the laser, was used to couple light into the spectrometer.

The external mirror has been spectrally examined, and has been proven to fulfil its specifications, having a
reflectance ≥ 87% in the relevant wavelength region around 770 nm. However, it has also been suggested
that the laser performance may be improved by choosing a mirror of slightly higher reflectance.

7.3 Characterization of SOA

In order to quantify the beam characteristics of the semiconductor optical amplifier (SOA) used as gain
medium in the ECL, a white-light compensated lateral shear interferometer of a modified Jamin type has
been designed, assembled and tested on a known laser source. Evaluation algorithms for interpretation of
interferograms and intensity measurements have been developed.

The Gabor transform is utilized to identify the spatial frequency of the interference pattern, and a Gaussian
beam description was employed to calculate the beam characteristics of the source. The beam parameters of
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the reference laser were measured with the interferometer and compared to specifications and direct mea-
surements of beam divergence, and the interferometer was shown to extract the unknown entities correctly.

The interferometer is intended to be used for characterization of the ECL output beam under lasing condi-
tions. It has not been possible to conduct this experiment in the master thesis project, but it is a necessary
step to take in order to be able to compensate for expected astigmatism and non-uniform beam divergence
of the SOA.

7.4 Characterization of DOE

In this project, much attention has been given to the diffractive optical element (DOE) used to provide the
cavity dispersion in the ECL. Four different DOE designs were developed and fabricated at the clean-room
facility at MC2 a few years ago, and it has been desirable to verify that the focal lengths of the DOEs
match the intended design focal lengths. Even more important, the DOE diffraction efficiency is a crucial
parameter of the ECL, as it probably represents the major source of cavity loss, and it has therefore been
extensively investigated.

7.4.1 DOE focal lengths

A paraxial model of the DOE was set up, giving the locations of the different diffraction order foci on the
optical axis for a DOE of a certain design focal length f0. The focal points were experimentally measured
by means of a rather simple setup, and the captured data were compared to the model, resulting in focal
length estimations that were 7-10% smaller than the design values.

When using normalized focal lengths (normalizing to the measured and design value of the DOE of largest
focal length (C1), respectively), the agreement between experiment and design data was almost total. The
deviations in absolute focal lengths can probably be explained from systematic errors in the measurement
setup (misalignments, lack of index matching of the DOE, etc.), and difficulties in detecting the focal points
correctly. It has also been shown that the paraxial model may introduce small errors.

7.4.2 DOE efficiency

Direct measurement method

Two different methods for quantification of the DOE efficiency have been developed and evaluated. The
first relies on a direct measurement of the absolute power at the DOE surface and in the first diffraction
order focus, by means of an integrating detector, and using an ordinary edge-emitting laser as light source.
The results indicate an efficiency in the range 75-80%, but this figure contains large uncertainties.

One shortcoming of the method is the unavoidable backward reflection from the detector surface, which
will reach the monitor detector used for active control of the laser output power. Another − perhaps even
more severe − issue is the fact that the detector itself will act as an external mirror when placed at the focal
point. The measured output power will vary unpredictably due to resonant effects in the coupled cavity
(external cavity plus the internal laser cavity itself).

Self-interferometric method

The unreliability of the first estimation of the DOE efficiency led to the conclusion that a more robust
measurement method must be found. Consequently, the largest task of this project has been to develop an
indirect measurement method relying on the self-interference between the diffraction orders of the DOE.
The technique eliminates the need for keeping the laser power constant, and avoids the unpleasant demand
that detection equipment be positioned at the main focal point.

A theoretical model of the physical DOE was constructed, approximating the true DOE profile as the ideal
profile convolved with a Gaussian function of width σ. Hence, the DOE shape is governed by only one
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parameter, a model that proved to be in good agreement with the general behavior of the DOE depth as
function of radial distance from the center, found from earlier AFM measurements. Further, a measure-
ment setup was designed and assembled, and then the ”two-step method” [41] was used to simulate the
propagation of light from the DOE through the entire system to a CCD camera.

Interferograms were recorded, and the simulation algorithms were utilized to generate synthetic interfero-
grams corresponding to the measurements. The parameter σ determining the DOE shape was adjusted until
the best fitting of the model to the measured data was found.

As the experiment was conducted at λ = 632 nm, the situation at the design wavelength λ0 = 770 nm was
simulated, resulting in a diffraction efficiency of 86%. The different contributions to the total efficiency
were summarized in table 5.3 and are repeated here in table 7.1 for convenience.

Table 7.1: Summary of the contributions to the overall DOE efficiency at the design wavelength λ0 = 770 nm.
The diffraction efficiency is due to the corner rounding, with resulting profile depth error. The total
efficiency is estimated to be 81%

Loss factor Efficiency factor Overall efficiency
Incident power − − 100%

Truncation ∼ 0% ∼ 100% 100%
Fresnel reflection 4.5% 95.5% 95.5%

Diffraction efficiency 13.8% 86.2% 82.3%
Absorption ∼ 0% ∼ 100% 82.3%

Diffusive spread ∼ 0% ∼ 100% 82.3%
Dust/contaminations < 0.5%? > 99.5%? > 81.9%

Index mismatches < 0.3% > 99.7% > 81.7%
Non-ideal lens AR coating < 0.4% > 99.6% > 81.3%

TOTAL 19% 81% 81%

The estimated overall DOE efficiency is 81±2%, with all loss factors included. This value was found for
the case of an incident Gaussian intensity distribution, with an 1/e2 half-width of 0.17 mm. The efficiency
becomes lower if the incident intensity distribution is wider, due to the fact that more power is transmitted
through the outer region of the DOE, where the corner rounding has a more severe effect. The direct
measurement method resulted in an efficiency 77± 5% (see table 5.2). The two methods therefore give
overlapping results.

The DOE profile obtained from the model is only 5-10% away from the profile obtained in the AFM mea-
surement performed by Dr. Johan Backlund [40]. Hence, the DOE has been shown to have a high diffraction
efficiency (the pure diffraction efficiency is about 86% as mentioned earlier), and the experimental method
developed can be generalized to work for other kinds of diffractive elements as well. It can definitely be
expected that a functional ECL can be built with this DOE as dispersive element.

The diffraction efficiency can be slightly improved by making the DOE profile∼ 8% deeper. Addition of an
anti-reflection coating to the diffractive structure will strongly suppress the 4.5% Fresnel reflection, which
is quite a large an improvement. In order to further approach 100% diffraction efficiency, the manufacturing
process itself must be improved, to produce sharper edges, and therefore better profile depth. Perhaps other
material systems may be considered, or even a different manufacturing technique, avoiding some of the
shortcomings and limitations of the E-beam.

DOE good area

One way to understand the mechanisms behind the diffraction efficiency is to divide the DOE profile into
”good” and ”bad” regions, respectively. In the good regions, the slope of the physical DOE profile is very
close to the ideal slope, and the opposite is true for the bad regions. The fraction of the total area that can
be considered as ”good” has been shown to be roughly the same as the diffraction efficiency.
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The result can be understood by realizing that the good area will send optical power into the principal
diffraction order, whereas the bad areas will scatter power into all other orders. All area measures must be
weighted by the incident intensity distribution in order to account for the fact that the diffraction efficiency
is actually a local figure of merit, and varies with the radial coordinate of the DOE.

DOE focal length from robust model

Finally, the more precise model of the DOE described above was compared to the paraxial model of the
DOE, used to determine the effective focal lengths. It was shown that the paraxial model underestimates
the focal lengths by about 3% at the wavelength 632 nm. Also, the interferometric data captured were used
to calculate the focal length of DOE C1 at λ = 632 nm, from the locations of the focal points.

The observed positions of the focal points of DOE C1 in the interferometric measurement setup were found
to be very close to the positions predicted by simulations with the robust DOE model and the two-step
method. This result, combined with the fact that the normalized focal lengths found in section 5.1.2 were
essentially correct, gives strong evidence for the conclusion that all four fabricated DOEs have indeed
reached the desired design specifications, as far as focal length is concerned.
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Chapter 8

Further research

The lateral shear interferometer designed during this project has so far not been used to quantify the astig-
matism and beam parameters of the SOA. An important step to take is therefore to assemble the entire laser
cavity (though perhaps without the DOE), with the SOA as light source, using the improved stable test
setup. This includes a collimating lens, so that a well-behaved output beam can be formed.

The beam can be coupled into the interferometer, and the properties of the SOA can be revealed through
measurements on the beam under lasing conditions, in combination with reverse calculations through the
system. When the beam characteristics of the gain medium are known, modifications of the cavity can be
proposed in order to compensate for any asymmetric behavior.

If the SOA investigation reveals that some compensation must be introduced, a new DOE and/or lenses need
to be designed (and fabricated). Then, the diffraction efficiency can be increased by roughly 1 percentage
point by increasing the DOE depth. Also, by using an anti-reflection coating on the diffractive surface, the
efficiency could probably be improved by perhaps 3 percentage points, ending up with a DOE having a true
efficiency of 86% in the cavity.

During the experiments conducted a few years ago, the DOE was not index matched to the lens L2. This
implies two extra Fresnel reflections per cavity roundtrip, which of course means increased cavity loss, and
the reflections may also cause disturbances to the field distribution, which may lead to unexpected behavior
of the laser. Index matching the DOE is an obvious measure that must be taken, and the effect of this action
should be studied.

Most of the cavity components have now been characterized, and this information may be utilized to cal-
culate a (complex) effective coefficient of reflectivity representing the entire (passive) external cavity (the
gain medium excluded). This reflectivity is a function of the transverse coordinates at the output facet of
the gain chip, and the wavelength.

The behavior of the entire laser may be simulated as a semiconductor waveguide with one end facet de-
scribed by a complex reflectivity. Using known information about the gain chip (and eventually measured
parameters), the behavior of the entire cavity can be studied. It may turn out that the unexpected observa-
tions then can be explained, perhaps from the elliptical/astigmatic properties of the gain medium, interfering
diffraction orders from the DOE or something else.

The ultimate goal is to verify mode-hop free wavelength tuning over a substantially wider wavelength range
than 10 nm, and the steps outlined above are assumed to bring the laser closer to this goal. If the target is
reached, the laser may be commercialized. A new design project will then be necessary to specialize the
laser for some specific application. Finally, the laser must be miniaturized, and made robust enough for
cheap and easy fabrication and assembly.

As mentioned earlier, the self-interferometric method for characterization of the DOE profile can be gener-
alized to suit diffractive elements of various designs, as long as the diffraction orders overlap spatially so
that an interference pattern is formed. It would therefore be of interest to develop a DOE model governed
by more than one parameter, and to adjust the calculation methods so that interferograms lacking circular
symmetry could be handled, i. e., utilizing the information from the entire two-dimensional interferograms.
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Appendix A

Theoretical derivations

A.1 Interpreting a lateral shear interferogram

The relation between the spatial period Λ of a lateral shear interferogram and the wavefront radius of
curvature R is derived in the following. Assume that the wavefront is spherical. It can then be described as
a function of y:

W (y) =
√

R2− y2 (A.1.1)

where R is the wavefront radius of curvature. In a lateral shear interferometer, the interference fringes are
approximately given by [35]:

S · ∂W
∂y

∣∣∣∣
y=ym

= mλ; m ∈Z (A.1.2)

where S is the lateral shear and λ is the optical free space wavelength. This approximative formula is valid
when the lateral shear S→ 0. From equation (A.1.1) we find that

∂W
∂y

=
y√

R2− y2
=

y/R√
1− y2

R2

(A.1.3)

Now, in the paraxial approximation, we require that |y| � |R|, so that y2/R2� 1, and equation (A.1.3) can
be approximated by

∂W
∂y
≈ y

R
; |y| � |R| (A.1.4)

Insertion in equation (A.1.2) gives:

ym

R
S = mλ⇔ R =

S
λ
· ym

m
; m ∈Z (A.1.5)

Here, the entity ym/m is nothing but the spatial period of the fringe pattern, Λ. Therefore, the wavefront
radius of curvature in terms of the spatial period is given by:

R =
SΛ

λ
. (A.1.6)
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A.2 Paraxial model of lens and DOE

Here, a paraxial model for the second cavity lens plus the DOE is derived. The lens is displayed in figure
A.2.1, in the case of collimated light incident on the lens from the left. The physical lens is shown in the
picture, but all rays are assumed to be refracted in the principal plane of the lens.

Figure A.2.1: The second cavity lens in the case of collimated light incident from the left.

In the paraxial case, we assume that all angles are sufficiently small, so that the approximation sinδ ≈
tanδ≈ δ can be used. In figure A.2.1, we can therefore see that

h
fL

= tanθ≈ θ. (A.2.1)

The ray emerging from the lens into air thus has an angle θ with respect to the optical axis. The DOE is
then positioned in contact with the lens back surface (the plane surface of the plano-convex lens). If we
assume an infinitesimally thin air gap between the lens and the DOE, the ray traveling under the angle θ is
refracted to a new angle φ inside the DOE substrate, according to Snell´s law. This situation is depicted in
figure A.2.2.
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Figure A.2.2: The effect of refraction in the DOE surface, causing a change in the angular distribution of light
hitting the diffractive structure on the right-hand side of the DOE.

Thus, the angle φ inside the DOE substrate is given by

sinθ = nD sinφ⇒ θ≈= nDφ, (A.2.2)

again using the paraxial approximation. The effect of the DOE having a thickness b can be quantified by
locating the point where the refracted ray hits the diffractive surface, i. e., the distance r in figure A.2.2.
Using the notations of the figure, it can be seen that

r = H−a = w tanθ−b tanφ≈ wθ−bφ = θ

[
w− b

nD

]
=

h
fL

[
w− b

nD

]
(A.2.3)

where equations (A.2.2) and (A.2.1) were used. Now, to understand the effect of the DOE itself (the
diffractive surface), consider figure A.2.3.
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Figure A.2.3: The effect of the diffractive surface of the DOE. The point sources A and B are not in phase due
to the incident wave traveling at angle φ. A focus is formed when the phase difference arising
from the optical path difference ∆L and the initial phase difference add up to a multiple of 2π.

In figure A.2.3, d(r) is the local period of the DOE at the distance r from the optical axis. We assume that
d � r and r� L, so that the two rays are approximately parallel. The zoom in picture shows the optical
path difference ∆L between the rays traveling from points A and B to the point on the optical axis at distance
L from the DOE surface. We find that

∆L = d sinα≈ dα (A.2.4)

and

r
L
≈ tanα≈ α. (A.2.5)

Using equation (A.2.5) in equation (A.2.4), we arrive at

∆L≈ rd
L
. (A.2.6)

Furthermore, we observe in figure A.2.3 that the point A will have a phase delay compared to point B, as
point A will be reached by the incident wave slightly later in time compared to point B. Letting the phase
of point B be γB = 0, the phase of point A is given by:

γA = nDk0d sinφ≈ nDk0dφ = nDk0d
θ

nD
= k0dθ =

h
fL

k0d (A.2.7)

where equations (A.2.2) and (A.2.1) were used once more.
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We can now calculate the phase difference ∆ψ between rays A and B, when they meet on the optical axis, a
distance L from the DOE surface:

∆ψ = γA− γB− k0∆L =
h
fL

k0d−0− k0
rd
L

=
h
fL

k0d− k0
rd
L

(A.2.8)

and, using equation (A.2.3), to substitute h/ fL we get:

∆ψ =
h
fL

k0d− k0
rd
L

=
rk0d

w− b
nD

− k0
rd
L

= rdk0

[
1

w− b
nD

− 1
L

]
. (A.2.9)

We must now relate r and d to the effective focal length of the DOE. To this end, consider figure A.2.4.

Figure A.2.4: A DOE acting as a positive lens, where the optical path difference between rays A and B is equal
to one wavelength at the focal point.

The DOE in figure A.2.4 acts as a positive lens for simplicity. A DOE of negative focal length has a
virtual focus to the left of the surface instead; the calculations are identical. Requiring that a plane wave
incident from the left is focused a distance fDOE away, the path difference between the rays must equal one
wavelength. Hence,

∆L = d sinα≈ dα = λ (A.2.10)

and

r
fDOE

≈ tanα≈ α. (A.2.11)
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Now, we use equation (A.2.11) in equation (A.2.10), which yields:

λ = dα = d
r

fDOE
⇔ rd = λ fDOE . (A.2.12)

In the case of a negative focal length, we use − fDOE instead in the equation above. Using this relation in
equation (A.2.9), we finally arrive at:

∆ψ =−λ fDOEk0

[
1

w− b
nD

− 1
L

]
=−2π fDOE

[
1

w− b
nD

− 1
L

]
= N ·2π; N ∈Z, (A.2.13)

so that the DOE foci are found when the phase difference is a multiple of 2π. Solving for 1/L in equation
(A.2.13), we get an expression for the (inverse of the) locations of the DOE foci:

1
LN

=

(
w− b

nD

)−1

+
N

fDOE
; N ∈Z; fDOE < 0. (A.2.14)

The principal focus is found for N = 1, and the zeroth order N = 0 represents a wave that has not been
diffracted at all, i. e., this focus would be the one observed in absence of the diffractive structure on the
glass substrate.

It should be noted that in equation (A.2.12), the product rd is constant (because the product λ fDOE is con-
stant for an arbitrary wavelength λ). This means that the focal length of the DOE is inversely proportional
to the wavelength:

fDOE(λ) =
rd
λ

=

(
λ0

λ

)
f0, (A.2.15)

where fDOE(λ) is the focal length at wavelength λ, and f0 is the focal length at the design wavelength λ0.
Hence, the DOE acts as a stronger lens (| fDOE | is smaller) for longer wavelengths.
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