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Master’s thesis in Engineering Mathematics
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Abstract

The aim of this thesis it to give a method to include grain boundary mechanisms into models of microstructures
containing grains of polyhedral shape. First, microstructures of this type is generated by Voronoi tesselation.
Then FE analyses simulating uniaxial tensile testing of cubic RVEs with these microstructures were performed
for a crystal plasticity model with grains of different sizes. The results of these analyses showed a decrease in
the variance of the stress response when the number of grains was increased. An increase of the stress at the
same strain could also be seen for microstructures with higher number of grains. The next part describes the
method used to include grain boundary mechanisms in the model. This is done by inserting cohesive elements
between the grains. The behavior of the cohesive elements is defined by a traction separation law. FE analyses
on models containing cohesive elements were performed using both an implicit and explicit time integration
technique to solve the FE equations. It was found that when using the implicit solver it was difficult to complete
the analyses due to convergence problems. The explicit solver did not have these problems and gave the same
results as the implicit solver at the convergence region for the implicit solver. Last, a traction separation law
was adapted from from atomistic simulations that represent the grain boundary mechanism between tungsten
carbide infiltrated by cobalt. The three dimensional grain structure model was used to estimate the yield stress
of this material. The results indicated a yield stress around 350 MPa but more extensive analyses are required
to give confidence to this result.

Keywords: 3D microstructure, Voronoi tesselation, Cohesive zones, Grain boundary traction separation law.

i



ii



Preface

This thesis concludes my Master of Science education in Engineering Mathematics at Chalmers University of
Technology. The thesis was worked on throughout the spring of 2013 which was my tenth semester at Chalmers.

I would first want to greatly thank my supervisor Professor Magnus Ekh at the Division of Material and
Computational Mechanics, Chalmers. He has been the person that I have approached with any issues I have
had regarding the writing of the thesis. He has also given a lot of feedback regarding the language and grammar
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Figure 1.0.1: Material properties at a certain scale are statistical averages of heterogeneous physical properties
on a lower scale. The figure shows a polycrystalline material at its a) macro scale, b) meso scale[18] and c)
micro scale[16]

1 Introduction

Most materials that on a macroscopic scale can be considered to be homogeneous are usually
heterogeneous on a lower scale. The heterogeneous properties of such a material tend to average
out giving a homogeneous appearance on the macroscopic level. In applications, materials with
certain macroscopic properties might be desirable and knowledge how to create a material
with these specific properties is valuable.

By modelling the physical laws that are relevant at the mesoscale the correct macroscopic
properties of the material should be possible to extract as the model gets large enough for
the statistical differences in the heterogeneities to average out. Such a model is known as a
representative volume element or in short RVE. Having such a model enables us to see how
changes in mesoscopic properties affect the macroscopic material. Simulations can then be
performed to predict which mesoscopic properties that gives the best macroscopic material
for the given application. This is known as material optimization. This reasoning gives the
motivation for investigating methods in accurately modelling materials at different scales and
how the scales are coupled. This is known as multiscale modelling cf. [20].

In this thesis the Voronoi tessellation algorithm (see for example [9]) is used to generate three
dimensional microstructures which approximate the distribution of grain size and grain shape
that is found in many polycrystalline materials. To determine the mechanical behaviour of the
microstructure model, i.e. the RVE, finite element analyses should be performed. These will
give us information about the response of the RVE but also how stresses and strains distribute
within the RVE. The Finite Element (FE) analyses require that the RVE is discretized in
space i.e. meshed. The meshing is performed with the open source program Neper [19]. To
investigate the performance of this methodology FE analyses of a two-phase stainless steel
where the bulk behaviour of the two phases were modelled by crystal plasticity were performed.
In these analyses the RVE was subjected to uniaxial tensile loading.

In order to have the capability of including grain boundary mechanisms in the model of the
microstructure one method of doing so is examined. This method is the use of cohesive elements
available in the commercial finite element analysis software Abaqus. Cohesive elements are
inserted into the model of the microstructure at grain boundaries and similar finite element
analyses as for the two phase steel are now performed for the prototype material tungsten
carbide where cobalt has dissipated into the grain boundaries. The data for the traction
separation law was taken from atomistic simulations performed in [7]. It should then be
possible to investigate how the boundary mechanisms affect the macroscopic response of a
WC-Co alloy.
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2 Microstructure generation

In order to conduct numerical analyses of materials with a polycrystalline structure the
geometrical properties of the grains in the material must be modeled. Relevant properties
to model are the distribution of grain size and the geometrical shape of the grains. One
possibility is to extract the three dimensional microstructure from experiments by using X-ray
microtomography. The images generated from such an experiment can be analyzed resulting in
a digital representation of the microstructure, see for example[2]. However, this is a complicated
process. The experiments required are extensive and expensive and the post processing of
the data is also non trivial. In order to know if the size of the model that is used is large
enough for it to be considered an RVE multiple runs have do be performed and the variance
in the results have to be evaluated. It can therefore be said that it is necessary to be able to
generate different realisations of microstructures of different sizes. Ideally, one would want
a mathematically analytic description of a microstructure that is similar enough to the real
structure of the material such that a meaningful analysis can be done. One common way of
approximating the microstructure in polycrystalline materials is with the Voronoi tesselation.

A Voronoi tessellation is a partition of a domain D ∈ Rd into n regions Ri in D, each
corresponding to one of n different seed points Pi. These regions consists of the set of all points
that are closer to a particular seed point than to any other,

Ri = {x ∈ D : ||Pi − x|| <
∣∣∣∣Pj − x

∣∣∣∣ ∀i 6= j, i, j = 1, . . . , n}.

In this thesis the norm used is the Euclidean distance, the dimension of the space is 3 and the
bounding domain is a cube. In this case, the resulting regions will have the shape of convex
polyhedrons which are referred to as grains. This is the grain structure that would exist in a
material that forms in the following way:

• Grains start to nucleate at all the seed points at the same time.

• The grains grow in all directions at the same rate.

• A grain boundary is created where the grains meet.

In such a Voronoi tesselation two grains will intersect over a plane called a face, three grains
will intersect along a line called an edge and four grains will intersect in a point called a vertex.
A common way to set the locations of the seed points is to randomly assign them to different
positions in D. This is known as a Poisson-Voronoi tesselation. One extra requirement that
can be used is that

min
(
|Pi −Pj|

)
< d, ∀i 6= j, d ∈ R+

This means that two seed points must at least be separated by a distance d. This is called
hardcore Voronoi tessellation. The physical interpretation of this is that two grains can not
start nucleate arbitrarily close to each other. This is however not used in this thesis. An
example of a tessellation that has been obtained can be seen in figure 2.0.1 where 100 seed
points have been used. A comparison between a cross section of a Voronoi tessellation and a
polycrystalline material can be seen in figure 2.0.2.

The actual generation of the tessellation can easily be done in for example the commonly
used software MATLAB [13]. The computational time required to generate such a tessellation
is negligible for any number of grains that would be reasonable for an RVE of a polycrystalline
material. In this thesis the open source software Neper [19] was used to generate the tessellation
since this software also has a module capable of meshing the generated structure.
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(a) All polyhedrons shown. (b) Polyhedrons that are completely inside the domain.

Figure 2.0.1: Voronoi tessellation containing 100 polyhedrons bounded by a cube

(a) (b)

Figure 2.0.2: a) Slice through a voronoi tesselation. b) Micrograph image of a polycrystalline metal.[18]

3 Meshing of microstructure

In order to perform a finite element analysis the generated microstructure needs to be meshed.
One way of creating such a mesh, which would be computationally fast and simple to implement,
would be to ignore the shape of the grains and use a structured mesh of hexahedral elements.
Each element would then be said to be a part of that grain which occupies most of the element’s
volume. With a reduction in the size of the hexahedrons the shapes of the grains are better
approximated. Example of such meshes can be seen in figure 3.0.1.

(a) (b)

Figure 3.0.1: Structured mesh of different coarseness.

A refinement of having each hexahedral finite element belonging to one single grain would be
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allow the Gauss points in one element to belong to different grains. If an element is intersected
by two or more grains the Gauss points inside that element could be assigned to the grain they
are spatially located in. This method has been adopted [14], [5] and [1].

There are however drawbacks to using a structured mesh. In an unstructured the exact
shape of the grains can be respected with a few number of elements. In some RVE:s a fine
mesh of the grains are not needed but the shape of the grains might still be important to
approximate well. If a structured mesh is used this puts an upper bound on the size of the
elements and thus requires a longer computational time. In some cases, for example [4], the
results are not significantly different when using a structured or unstructured mesh, even if
the same number of degrees of freedom is used in the analyses. However, in other cases such
as [10] it was found that when calculating the elasto-viscoplastic response of polycrystalline
microstructures, the number of elements could be reduced and still get a convergent result
when using a conforming unstructured mesh.

To generate the mesh the software Neper[19] was used. This is the same software that was
used to generated the Voronoi tessellation. It has support of generating a conforming mesh
which is what has been used in this thesis. Neper uses a scheme to generate a mesh which
starts with meshing in the lowest dimension and then uses these elements as seeds to generate
elements of a higher dimension. In practice, first nodes are defined at all vertices. Then these
nodes are connected along the edges where new nodes are defined at desired intervals. By
connecting the edges with each other the faces are created and these are meshed using triangles.
The nodes in the edges surrounding the face is used as seeds for these triangles. Finally, the
faces are connected, defining the grains, which are meshed with tetrahedrons using the triangles
on the faces as seeds. A figure illustrating the process is shown in figure 3.0.2. There are many
different algorithms used to do the actual meshing from the lower dimensional seeds. What
Neper does is that it uses different algorithms in parallel and from the results chooses the one
that generates the mesh with the overall highest quality.

Figure 3.0.2: Bottom up meshing strategy used by Neper. Grains are meshed from lower to higher dimensions.

One problem in meshing a Voronoi tessellation is that the tessellation is likely to contain
faces that are smaller than the desired characteristic size of the finite elements. One solution to
this is to refine the mesh in those parts of the model but this will lead to a significant increase
in the total number of finite elements. Another method is to slightly alter the shape of the
grains in such a way that the small faces and edges are removed but the general shape of the
grain is preserved. It is likely this will not significantly alter the results of the analysis. The
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latter method is what the Neper software use. This can be observed if one carefully compares
the unmeshed microstructure in figure 2.0.1 to the meshed microstructure in figure 3.0.1. Some
of the small faces and edges in the unmeshed case have been removed during the meshing
process. A detailed description of the algorithm used to reshape the grains is given in [19].

The output file from Neper lists all the nodes in the mesh and the elements in terms of
the connectivity of the nodes. In addition, the output file defines different sets of nodes and
elements. For example, for every grain there is a set with the elements that are part of that
grain. This means that in the analysis later it is easy to assign certain material properties to
each grain. The node sets are sets of the nodes that are found on different boundaries of the
cube. The nodes on the bottom face of the RVE are for example listed in their own set. This
means that boundary conditions on the boundaries of the RVE:s can easily be set.

4 Crystal plasticity in duplex steel

A material model based on crystal plasticity adopted for a two phase duplex steel has already
been developed in [12]. Since it is well described there only the parameter values to the
material model will be given here. They can be seen in table 4.0.1. The analyses previously
performed with that material model have only been using a two dimensional RVE:s assuming
plain stress conditions. It is therefore interesting to see how the same model behaves for a
three dimensional RVE and study if significant changes in the stress strain curves are obtained
for similar loading conditions.

Table 4.0.1: Material parameters used in the analysis.

Material
G λ τy

q ξ
h0 h∞ η m n

t∗
[GPa] [GPa] [MPa] [MPa] [MPa] [s]

Austenite 71 106 210 0.1 75 4000 0 0.0001 1.0 1.0 50
Ferrite 71 106 250 1.1 50 100 0 0.001 1.0 1.0 50

4.1 Loading case

The FE analyses performed simulated an RVE (cube) inside a larger structure experiencing
a uniaxial tensile testing. This is done by prescribing suitable boundary conditions on the
RVE. The boundary conditions are defined by prescribing the displacements of certain nodes
of the model. To be specific, the nodes at the bottom face of the cube are fixed such that
they cannot move in the y-direction. The nodes at the bottom face on two of the edges have
the additional boundary condition that they can only move parallel to their edge, i.e. ux = 0
at z = 0 and uz = 0 at x = 0. Stresses in the model are induced by having the nodes in the
top face of the cube move at a fixed rate in the y-direction. An illustration of the boundary
conditions is shown in figure 4.1.1.

In order to perform an FE analysis each element in the model needs to be assigned properties
that governs the stress strain behavior of the specific element. In the FE analysis to be performed
we want to be able to assign certain material properties depending on what grain the element
belongs to. In the meshed model a grain is just a collection of finite elements. These collections
are available as element sets so that instead of having to assign the material to each and every
finite element it is sufficient to assign the properties to the element set that represent one grain.
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uy(t)

uy = 0

uz = 0

ux = 0

x

y

z

Figure 4.1.1: Illustration of the boundary conditions applied to the RVE.

In this thesis the two phases are assigned to random grains such that equal volume fractions
are obtained. Each grain is then assigned random slip directions. A figure of the RVE after
the material properties have been assigned to the grains is given in figure 4.1.2.

(a)

(b)

Figure 4.1.2: a) An example of a three dimensional microstructure with austenite and ferrite assigned to the
grains. b) Two dimensional grain structure used in [11], reprinted with permission.

4.2 Results

Five finite element analyses were conducted for models with different number of grains. The
number of grains used in the different models were 5, 20, 50, 100, 250 and 500. The difference
between analyses with the same number of grains is in the randomness of the seed points in
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the Voronoi tesselation and the random assignment of crystal slip directions in each grain.
The nodes on the upper boundary of the cube were displaced at a rate that corresponds to a
change in strain of 3.125 · 10−3 s−1 until a total macroscopic strain of 0.05 was obtained. In
order to highlight the heterogeneity at the mesoscopic level the accumulated plastic slip and
the von Mises equivalent stress field of an RVE is shown for one analysis in figure 4.2.1.

(Avg: 75%)
S, Mises

+6.9e+02
+7.6e+02
+8.4e+02
+9.1e+02
+9.8e+02
+1.1e+03
+1.1e+03
+1.2e+03
+1.3e+03
+1.3e+03
+1.4e+03
+1.5e+03
+1.6e+03

  Node: 1392
  Elem: TESS−1.38731
Min: +6.9e+02

  Node: 284
  Elem: TESS−1.31662
Max: +1.6e+03

(a)

(Avg: 75%)
SDV79

+8.9e−01
+1.1e+00
+1.3e+00
+1.6e+00
+1.8e+00
+2.0e+00
+2.2e+00
+2.4e+00
+2.7e+00
+2.9e+00
+3.1e+00
+3.3e+00
+3.6e+00

  Node: 522
  Elem: TESS−1.22554
Min: +8.9e−01

  Node: 1713
  Elem: TESS−1.31605
Max: +3.6e+00

(b)

Figure 4.2.1: (a) The von Mises equivalent stress field and (b) the accumulated plastic slip for a mesomodel
with 100 grains.

The resulting stress strain curves can be seen for the different analyses in figure 4.2.2. From
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this figure there are a few observations that can be made. Before any plastic strain develops
all the different analyses have exactly the same stress strain response. This is to be expected
since at this amount of strain, the grains behave elastically and the crystal orientation has no
effect. Therefore the whole model can be seen as one homogeneous cube. It can also be noted
that the variance between the analyses with the same number of grains is reduced when the
number of grains is increased. In a model with more grains, the heterogeneity in the model
tends to cancel out giving a more representative result for a macroscopic model.
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Figure 4.2.2: 5 realizations (analyses) where slip directions are randomly varied of mesomodels with 5, 20, 50,
100, 250 and 500 grains.

The average stress strain responses for the analyses with the same number of grains are
compared for different number of grains figure 4.2.3. It can be seen that the stress values tend
to increase with more grains in the model and a satisfying convergence is not achieved. In order
to determine the cause of this more analyses were conducted. To reduce the heterogeneity
these analyses were performed with only ferrite in the RVE. Analyses with up to 2000 grains
were conducted. The boundary conditions were the same as in the analyses that used a 50%
austenite and ferrite ratio. The same general trend could be seen in these FE analyses, the
stress response is slightly stiffer with increasing number of grains. To quantify this effect the
stress at a macroscopic strain of 0.05 was plotted for the different analyses with respect to the
effective sphere diameter Dg defined as

Dg = 2 ·
(

3V

4π

)1/3

, (4.2.1)

where V is the average volume of a grain. The result is shown in figure 4.2.4. A line is also
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Figure 4.2.3: Average responses of 5 different realizations for 5, 20, 50, 100, 250 and 500 grains. The
experimental result found in [12] for the two-phase stainless steel is given.

shown in the figure where the two parameters σ0 and ky have been fitted to the data to best
fit the curve

σzz = σ0 +
ky√
D

(4.2.2)

with the results σ0 ≈ 650 and ky ≈ 27. Equation 4.2.2 is the Hall-Petch relation. It is not yet
clear if the material model follows this relation but what is clear is that there is a relation
between the grain size and the stress in the model for equal macroscopic strains. Further
investigations must be conducted to understand the reason why the averaged stress do not
converge when increasing the number of grains.
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Figure 4.2.4: The stress response at a macroscopic strain of 0.05 against the equivalent sphere diameter.
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5 Grain boundary mechanisms

In polycrystalline materials different mechanisms in the boundary between two grains can have
significant effects on the macroscopic behavior of the material. Investigations of grain boundary
effects in different materials be found in e.g [8], [15]. In order to improve the modeling of
materials on a mesoscopic scale there is a need to include these effects into for example a finite
element model. This is done in this thesis by something called cohesive elements.

5.1 Cohesive elements

The finite element analysis software Abaqus, used in this thesis, has support for cohesive
elements. In the manual for Abaqus it states that these ”are primarily intended for bonded
interfaces where the interface thickness is negligibly small.”. In this thesis they are used to
model the grain boundary deformation mechanisms that can exist between grains.

The difference between cohesive elements and solid elements is that cohesive elements do
not model any material but instead they model the actual interface between two material
surfaces. Since the cohesive elements do not contain any material there is no stress tensor like
in solid elements. Instead, when the cohesive element is subjected to deformations a vector of
the traction components, the normal traction tn and two shear tractions ts and tt is the output.
What is considered the normal direction is defined from the order of the nodes defining the
vertices of the element as shown in figure 5.1.1. Corresponding separations are denoted by
δn, δs, δt. Nominal strain in the element are defined as

εn =
δn
T0

, εs =
δs
T0

, εt =
δt
T0

The parameter T0 is not the thickness of the cohesive element but a constitutive thickness
that when set to 1.0 yields the strain and the separation become equal. For a more detailed
description of how the constitutive thickness works see section 31.5.6 in the Abaqus manual.

Figure 5.1.1: Orientation of a cohesive element. The order of the nodes is used to determine the bottom and
top face as well as the positive normal direction.

When modeling damage and failure of a material, or rather an interface surface, by using
cohesive element there are three main areas of interest:

1. The properties of the material interface before damage has taken place. Abaqus only
supports a linear elastic traction-separation law prior to damage. This is however not a

10



major limitation since many materials have a linear response before damage occurs.

2. The criterion that defines when the material starts experiencing damage. This is called
the damage initiation criterion.

3. The properties of the material interface after that the damage initiation criteria has been
fulfilled need to be prescribed. This is denoted as damage evolution which describes how
the degradation of the material stiffness develops as the material interface is separated
more and more.

A possible scenario for the damage initiation and evolution can be seen in figure 5.1.2.

Traction

Separation

tn

δ0n δtn

a

b

Figure 5.1.2: An example of a traction separation law. The point a is the damage imitation point where the
stiffness of the material interface start to degrade. The damage evolution is the interval covered by b showing
how the damage is evolving with increasing separation. In this figure a linear damage evolution is assumed. At
the separation point δtn the material interface experience a complete failure and fracture occurs.

5.1.1 Undamaged behavior

The traction separation law before damage initiation is assumed to be linear and is written in
term of a constitutive matrix as

t =

 tn
ts
tt

 =

 Knn Knt Kns

Ktn Ktt Kts

Ksn Kst Kss

 εn
εs
εt

 = Kε.

As can be seen from the matrix it is possible to allow for a coupling between normal and shear
components. However, in this thesis only uncoupled behavior will be used and thus only the
diagonal elements of K will be non zero in this analysis. Any difference between the shear
directions will not be considered which means that Ktt = Kss.

5.1.2 Damage initiation

The damage initiation criterion is the point when the degradation of the material interface
starts to occur. This criterion can either be described as a function of the strain or the traction.

11



There are two possible functions that can be used in Abaqus, one that is based on the maximum
strain or traction component and one that is based on length of the strain or traction vector.
For the traction criteria these functions can be expressed as

max

(
〈tn〉
t0n

,
ts
t0s
,
tt
t0t

)
= 1,

(
〈tn〉
t0n

)2

+

(
ts
t0s

)2

+

(
tt
t0t

)2

= 1.

Here t0n, t
0
s, t

0
t are three user defined parameters. The symbol 〈〉 denotes the Macaulay brackets

which is non zero only if the quantity inside the bracket is positive. This has the effect that
pure compression (negative normal traction) do not lead to any damage. The corresponding
functions for the strains are found by trivial modifications to the above functions. In the
analysis used in this thesis the quadratic strain criterion is used.

5.1.3 Damage evolution

The damage evolution describes the degradation of the material interface as a function of
the separation. The current degradation of the material is completely captured by one scalar
damage variable D. The traction vector is then calculated as

t = (1−D)t,

where t is the traction in the element if there was no damage in the material interface. Before the
damage initiation criterion has been fulfilled, D = 0. Having the damage completely described
by only a scalar is one limitation of the cohesive elements that are available in Abaqus. It
has the effect that it is hard to capture eventual differences in the traction separation law
for normal and shear separations. It would be useful if the damage in the material interface
could be described by a three component vector or more generally by a matrix. This is likely
possible by writing a user defined element where one codes how the traction is calculated from
the separations (known in Abaqus as a UEL) but doing this out of scope for this thesis.

If we first assume that we only have separations in the normal direction and want to give D
in table form as an input to Abaqus, the following procedure would be used. Knn is calculated
as the slope of the initial elastic response. For separations larger than the damage initiation
δ0
n, at a specific point (δn, σn), D is calculated as Df (Knn, δn, σn) where Df is the function:

Df (K, δ, σ) 7→ 1− σ

Kδ
.

However, in general, we do not have pure normal or pure shear separations. From Abaqus
we can get a measure of the relation in magnitude between the normal and shearing traction
components. This measure is a number φ1 between 0 and 1 that is defined as

φ1 =
2

π
arctan

(
τ

〈tn〉

)
where τ is the effective shear traction

√
t2s + t2t . It is also possible to get a number φ2 that gives

a relation between the shear tractions but since we will not assume any difference between
the shear directions in this thesis, this number is not used. Using the equation for φ1 together
with the equation for the effective separation,

dm =
√
d2
n + d2

s + d2
t ,
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we can solve for the normal separation dn and the effective shear separation dτ =
√
d2
s + d2

t . in
terms of the known φ1 and d. The following results are obtained:

dn =
dm√(

PKnn

Ktt

)2

+ 1

(5.1.1)

dτ = dm

√√√√1− 1(
PKnn

Ktt

)2

+ 1
. (5.1.2)

where P = tan(2φ1/2). We now calculate two different damage scalars, Dn = Df (Knn, δn, σn)
and Dτ = Df(Ktt, dτ , στ ). These are the correct damage scalars for the case of pure shear or
pure normal separation by a distance of δn or δτ respectively. There is a level of arbitrariness
now as to how these two damage scalars should be combined to give an overall damage of the
interface. One way of doing this is by adopting the formula,

D = 1− (1−Dn)(1−Dt).

For mixed separation conditions, D is always smaller than the individual Dn and Dt This
formula is similar to how Abaqus calculates the total damage when multiple damage criteria
are active, see section 23.2.3 in the Abaqus manual.

5.1.4 Insertion of cohesive elements into mesh

From Neper we get a mesh of the generated microstructure but Neper does not have the
capability of inserting cohesive elements between the grains. Hence, this must be done as a
post processing of the generated mesh. A script was written in the programming language
Python that parsed the mesh file and inserted the cohesive elements. In order to facilitate the
description of the algorithm the script uses to insert the cohesive elements, some notation will
be given here.

• A node n is represented by a unique identifier i ∈ N among the nodes and three coordinates
indicating its location in space xi, yi, zi. It is denoted as ni(xi, yi, zi).

• A first order triangle element T is represented by a unique identifier j ∈ N among all the
elements and the three nodes that are used as its vertices. It is denoted as Tj(nj1 , nj2 , nj3).

• A cohesive element C also has a unique identifier but instead of being defined by nodes it
is defined in terms of the two triangles which prescribes the two faces perpendicular to
the normal of the cohesive element, it is written as Cj(Tj1 , Tj2).

The algorithm can now be described in two main steps. The algorithm is described for one
grain boundary but the same method is used for all boundaries.

1. Disjoin the shared face in a grain boundary. - In the generated mesh each face is shared by
two grains except the faces on the boundary of the cube which are ignored. An example
of two grains with a shared face can be seen in 5.1.3a. What we want to do is create
two separate faces, one for each grain, like in figure 5.1.3a. From the Neper mesh file,
element sets with the triangles in the current face can be extracted. To identify the grains
they are assigned a number G = 1, . . . , ng where ng is the total number of grains in the
microstructure. The identifiers for the two grains on the current grain boundary will be
denoted G1 and G2. The following method is used to separate the faces between two grains.
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From each node ni(xi, yi, zi) in the face two new nodes are created, nf(G1,i)(xi, yi, zi) and
nf(G2,i)(xi, yi, zi). These new nodes need unique identifiers and this is the purpose of the
function f . The function f should take an identifier for a grain and a node such that:

f : (N,N)→ N (5.1.3)

f(G1, i) = f(G2, j)⇔ (G1, i) = (G2, j) (5.1.4)

If this property does not hold then the newly created nodes might have the same identifier
as other nodes which would cause problems since each identifier needs to be unique. One
simpler way of always obtaining a unique identifier for the new nodes it to increment the
identifier by one each time a new node is added. However, this does not work since nodes
in the edges of grains are part of multiple faces. Duplicated nodes for these faces would
have different identifiers even though they are part of the same grain and originating from
the same node. This would cause hanging nodes. A suitable function which was used in
this thesis is

f(G, i) = G · ntot + i, (5.1.5)

where ntot is the total number of nodes in the original mesh. This has the effect that
some of the identifiers for the newly created node can become quite large. However, the
identifiers are sparse in the sense that there are many numbers between different identifiers
that are not used by any other node as an identifier. This means that after the insertion
of cohesive elements are done, then the identifiers can be renumbered in such a way that
they are dense and at this point they are no longer a higher number than necessary.

With the new nodes in the mesh, new triangles can be defined. From the set of triangles
in the face {Tj(nj1 , nj2 , nj3)|∀j : Tj ∈ face}, two new sets are created, one for each grain

{Tj1(nf(G1,j1), nf(G1,j2), nf(G1,j3))|∀j : Tj ∈ face}

and
{Tj2(nf(G2,j1), nf(G2,j2), nf(G2,j3))|∀j : Tj ∈ face}.

These two sets of triangles represent two new faces that do not share any nodes but are at
the same location in space as the original face. What needs to be done now is to connect
the tetrahedral element that where part of the original face to the newly created faces.
This is done by searching each tetrahedral inside the first and second grain, with identifier
G1 and G2 respectively, for nodes ni ∈ face and swap these nodes for the newly created
nodes nf(G1,i) and nf(G2,i) respectively.

2. Connect the new faces with cohesive elements. At this point we have two faces that have
no connection of elements to each other. These are now easily connected by creating the
set of cohesive elements {Cj(Tj1 , Tj2)|∀j : Tj ∈ face}. This is illustrated in figure 5.1.3c.

After this algorithm has been executed for all faces the cohesive elements are inserted. The
new mesh can then be exported and used in FE analyses. A figure where cohesive elements
have been inserted between grains in a full microstructure can be seen in figure 5.1.4. In the
figure the grains have been pulled apart from each other in order for the cohesive elements to
have a finite width and be visible.

The algorithms and numerical methods presented in this section have been implemented as
an open source software package for Python: Phon [6].
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(a) (b)

(c)

Figure 5.1.3: Insertion of cohesive elements between two grains. (a) The two grains. (b) Duplication of nodes
in the face. Grains have been separated for clarity of the figure. (c) Cohesive elements inserted between the two
faces.

(a) (b)

Figure 5.1.4: Cohesive elements with a) grains shown and b) grains hidden.
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5.2 FE analyses with cohesive elements

In order to test the generated mesh that includes cohesive elements, FE analyses were performed
on a micro structure with material properties that were not set to simulate a real case.

One Voronoi tesselation of 50 grains was generated and meshed. Cohesive elements were
then inserted into the mesh. The grains were set to behave elastically with a Young’s modulus
of E = 200 GPa and Poisson ratio ν = 0.3. Cohesive elements were set to initially be mode
independent with an elasticity equal to the one in the solid elements. The damage initiation
criteria used was σ0

n = 0.001 and a linear damage evolution law was used with fracture at
σtn = 0.04. The same method of inducing strain as in section 4 was used. The analysis was
run for meshes of different coarseness to see if there was any mesh dependence in the results.
The resulting stress strain curves can be seen in figure 5.2.1. The analyses were set to run
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Figure 5.2.1: The analyses were performed for the same microstructure but with different mesh coarseness.
This showed slight differences in the resulting stress strain curve and also different points of convergence failure
in the implicit integration technique.

until a macroscopic strain of 0.05 of the RVE. However, at different points in the analysis
convergence problems with the implicit solver caused the analysis to abort. This happened at
different points during the analysis. Implicit solvers generally have difficulties with softening in
materials and the discontinuous nature in the gradient of the traction separation law in cohesive
elements probably makes things worse. It is likely that there is a discontinuity in the force
displacement curve causing the Newton Raphson method to not converge to an equilibrium
point. A common advice given to overcome the convergence problems with implicit solvers
associated with the softening of materials due to cohesive elements is to introduce viscous
regularization in the cohesive elements. The viscous stiffness degradation variable Dv is defined
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as

Ḋv =
1

µ
(D −Dv) (5.2.1)

where µ is the viscosity parameter. The response of the damaged cohesive interface is then
given as

t = (1−Dv)t. (5.2.2)

This should have the effect of smoothing out the damage in the cohesive element making it
less likely that the implicit solver fails in finding an equilibrium point. This was attempted but
it had little to no effect in terms of convergence. The exact cause for the convergence problem
is yet to be pinpointed.

There is however another way of solving the FE problem. In an implicit solver the equilibrium
equation that is solved is

f int(u)− f ext(u) = 0. (5.2.3)

For notation see section A.2. Instead of solving the equilibrium equation we can take into
account acceleration giving the equation

Mü + f int(u)− f ext(u) = 0., (5.2.4)

where M is known as the mass matrix defined as

Mij =

∫
Ω

ϕvivj dx. (5.2.5)

This can be solved by e.g. the central different method as

1

∆t2
Mut+∆t = f text(u)− f tint(u) +

1

∆t2
(
2Mut − ut−∆t

)
(5.2.6)

This is however conditionally stable depending on the time step ∆t used, c.f. [17]. A necessary
condition for convergence is the Courant–Friedrichs–Lewy condition. In FE analyses this
condition can be stated that the distance traveled by the fastest wave in the material in one
time step should be smaller than the characteristic size of the element L. The speed of the
waves is related to the stiffness k and mass m of the material. The condition can be written as

∆t ≤ α
L
√
m√
k

(5.2.7)

where α is a proportionality constant.
This condition can be quite strict and a small time step might thus be needed for stability

which leads to extensive computational time required. However, the problem we are trying to
solve is static and should be independent of the mass. We should therefore be able to scale
the mass in the FE model in order to allow for larger time steps to respect the convergence
condition without significantly affecting the result. In order to study this analyses where the
mass was scaled in order for the stable time step to change were perfomed and the results are
shown in figure 5.2.2. It can be seen that if the mass is scaled high enough the resulting stress
is irregular and seem to have some high frequency oscillations. However, with smaller time
steps the curves seem to converge nicely.

In order to test the validity of the results from the explicit solver the results are compared
to the implicit solver for identical mesh and material properties. In figure 5.2.3 the results are
shown and very good agreement between the explicit and implicit solutions can be seen. From
this we draw the conclusion that it is possible to use the explicit solver in Abaqus in order to
circumvent the convergence problems associated with the implicit solver.
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Figure 5.2.2: Results of the analyses where the mass of the model has been scaled to give a stable time increment
of 10−3 s, 10−4 s and 10−5 s .
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Figure 5.2.3: Comparison between the solution from an explicit and and implicit solver. This shows that for the
region where the implicit solver converges the explicit and implicit solution agree well.

18



5.3 FE analyses of tungsten carbide

To test the cohesive element method on a real world material FE analyses were performed on
a model where the characteristics of the traction separation law were based on results from
atomistic simulations in [7]. The traction separation law for the grain boundaries in tungsten
carbide was entered in the cohesive elements and FE analyses were performed.

5.3.1 Test case

In order to confirm that the data was entered correctly into Abaqus a simple test was performed.
The test was defined by a model of two grains with the shape of rectangular prism. The
grains were connected with cohesive elements and the nodes in the top grain was displaced in
different directions. In this test the grains were made very stiff such that only deformation in
the cohesive elements took place. The model after displacement can be seen in figure 5.3.1.
The two white grains can be seen as well as the green cohesive elements connecting them. The
displacement has been exaggerated for clarity of the figure.

X

Y

Z

Figure 5.3.1: The model that was used for the test case.

The atomistic simulations were only performed with displacements of the bulk grains in pure
normal and shear directions. There is therefore a need to interpolate the traction separation
law between these two cases and to do this the method described in section 5.1.3 was used.
The top grain in the test case was displaced along the pure normal and shear directions as well
as in a mixed direction. The traction in the cohesive elements for the different directions is
shown in figure 5.3.2. The traction separation law for the edge cases are exactly those that was
entered into the cohesive element and the result for the mixed case is sensible. This confirms
that the method used to interpolate the traction separation law is reasonable and that the
pure normal and shear responses are correct.
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Figure 5.3.2: Results for the traction in the cohesive zone elements for three different directions. The traction
law with pure normal and pure shear displacement is respected and reasonable results are shown for mixed
separations.

5.3.2 Full analysis

The same traction separation law as in the test case above was used for these analyses of
three dimensional grain structures. The grains of tungsten carbide were modeled to deform
elastically with E ≈ 250 GPa. This is consistent with results in [3]. This effects of the cobalt
skeleton that usually exist in this material is not taken into account in this thesis. The size of
the grains were set to average 1 micron. Simulations were done with 50, 100, 250, 500 grains.
Results of the average stresses between the analyses of equal number of grains can be seen in
figure 5.3.3

An animation over the deformation in the model showed that a majority of the cohesive
element completely fracture in a small time span. This might indicate that the analyses were
not performed at a fine enough time resolution and the model might thus not capture the
correct interface law.
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Figure 5.3.3: Results for wolfram carbide for different number of grains

6 Conclusions

This thesis has investigated a method of modelling polycrystalline method as well as one
method to include grain boundary effects. The microstructures were generated using the
Voronoi tessellation and meshed into a mesh conforming to the grain boundaries. Both the
generation of the microstructure and the meshing were performed with the software Neper [19].
This meshed microstructure was then used to perform analyses of a crystal plasticity model
presented in [12]. Grain boundary mechanisms were included in the model by inserting cohesive
elements in the interface between grains. FE analyses were performed on this model, firstly
with a non realistic material interface law by both an explicit and implicit integration technique
and secondly with a traction separation law based on atomistic simulations performed in [7].
The code that imports the mesh from Neper and inserts cohesive elements was released as a
free open source package from Python: Phon [6].

The FE analyses of the crystal plasticity model showed similar results for the three dimen-
sional RVE as the two dimensional used in the previous work. However, it was found that
the stress at a certain macroscopic strain increased with the number of grains. It is possible
that the parameters for the material model was tuned to agree with experiments for a certain
number of grains. This would imply that the material model needs more refinement to take
into account the effect of grain size to accurately model the material.

The results of the analyses with cohesive elements showed that the implicit integration
method might be unsuitable for analyses of that type. Convergence problems were encountered
even for simple models. It was however shown that an explicit integration method could be
used since it yielded the same results as with the implicit method but did not have problems
with convergence. Analyses of a microstructure that tried to model tungsten carbide grain
boundaries were performed.
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In order to be able to say if the cohesive element method is a useful method to model grain
boundary mechanisms more extensive analyses must be performed. The analyses performed in
this thesis had not access to very detailed bulk behavior of the material nor was the modeling
of the grain structure very accurate. With more detailed data of the bulk material better
results are likely achievable.

The method presented that describes the insertion of the cohesive elements between interfaces
should be usable on other types of microstructure than those generated using Voronoi tessellation.
This is useful if one wants to tune a model of the microstructure in cases when Voronoi
tessellation is not an accurate enough approximation to the real grain microstructure.
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A Introduction to finite element method

Here follows a short introduction to the basic principles behind the Galerkin finite element
method for elliptic problems. This method is later exemplified by applying it to a linear
elasticity problem.

A.1 Galerkin method

In general the steps in the Galerkin method are:

1. Find the weak formulation of the problem. The weak formulation does not require the
solution to the equation to hold pointwise but instead it should hold with respect to
certain arbitrary test functions. An example to illustrate this is useful. Consider the
Poisson equation on a bounded domain Ω ⊂ Rd with a boundary Γ, and{

u,ii = f, in Ω,
u = 0, on Γ.

(A.1.1)

Let v ∈ V be an arbitrary function where V is the Hilbert space H1
0 (Ω) where the zero

in the subscript denotes that the functions should vanish on the boundary. Multiplying
(A.1.1) by v, integrating over Ω and using Green’s identity gives:

∫
Ω

u,iv,i︸ ︷︷ ︸
a(u,v)

=
�

�
�
��

∫
Γ

vu,ini−
∫

Ω

fv︸ ︷︷ ︸
f(v)

, ∀v ∈ V. (A.1.2)

The integral over the boundary is zero due to v being zero everywhere on it. A function u
which satisfies this relation is called a weak solution to the original problem. In general
the weak form can be written as

a(u, v) = f(v), ∀v ∈ V (A.1.3)

where a(., .) is of bilinear form and f(.) is of linear form. The purpose of rewriting the
equation in weak form is that the requirement on the smoothness of the function u has
been reduced.

2. Discretize the problem. This is done by constructing a finite dimensional subspace of V
denoted Vh. Let {N1, . . . , ND} be a basis for the subspace. The function v can now be
written as a linear combination of the basis

v = cβNβ, cβ ∈ R (A.1.4)

Here we introduce the notation that Greek letter indices are taken from the range 1 to
D. The discrete analogue of the weak form (A.1.3) is then written as: Find uh ∈ Vh such
that

a(uh, v) = f(v) ∀v ∈ Vh. (A.1.5)

Since this should hold for all admissible v it should hold true componentwise:

a(uh, Nβ) = f(Nβ). (A.1.6)

Representing uh in the new basis gives

a (aαNα, Nβ) = f(Nβ) aα ∈ R (A.1.7)
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Since a is bilinear this can be rewritten as

a (Nα, Nβ) aα = f(Nβ) (A.1.8)

This can in condensed form be written as

Ka = b (A.1.9)

where Kαβ = a(Nα, Nβ) is a D ×D matrix and bβ = f(Nβ) is a vector with D elements.
K is commonly denoted as the stiffness matrix and b the load vector.

3. Solve the discrete problem.. In practice this means to solve the system of equations A.1.9.
This can be solved by direct (Gauss elimination) or iterative methods (Jacobi method,
Gauss-Seidel method). Generally the functions constituting the basis are chosen such that
they are non zero only in a small region of Vh. This means that the matrix K will be
sparse and can be solved much faster than a general dense D ×D system.

The way the subspace Vh is constructed deserves some more attention. A common way is to
divide the domain Ω into a set (called a mesh) of geometrical solids Ki such that

Ω =
D⋃
i=1

Ki (A.1.10)

If the dimension of Ω is 2 and the boundary Γ is piecewise linear, one way of constructing
such a mesh is by triangles where no vertex lies on the edge of another triangle. The vertices
of the triangles are called nodes. These nodes are assigned a unique number Pi ∈ N as an
identifier. Pi can then be used as a parameter to describe the function v. The space Vh can be
constructed as for example the set of all linear functions on every triangle Pi satisfying the
boundary conditions on Γ. The basis can be written as

Ni(Pj) = δij, i, j = 1, . . . , D (A.1.11)

We can see that Ni is only non zero for triangles having the node Pi as one of its vertices.
Figure A.1.1 shows an example of this where only the shaded triangles gets a contribution
from Ni. This means that the stiffness matrix will in general be sparse.

Ni

Pi

Figure A.1.1: Basis function.
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A.2 FEM for nonlinear and linear elasticity

As a relevant example, the derivation of the stiffness matrix and load vector for nonlinear
and linear elastic mechanics problem is given. The equation that is to be solved is Cauchys
momentum equation on a domain Ω with a given traction ti = σijn̂j on the boundary Γ,{

σji,j + fi = 0 on Ω
ti = gi on Γ

(A.2.1)

As described before the equation is multiplied by a kinetically admissible function v and an
integration over the domain is performed,∫

Ω

viσji,j dx+

∫
Ω

vifi dx = 0, (A.2.2)

where σji = σ(εij) and εij = 1
2

(ui,j + uj,i). Using Gauss identity and the boundary condition
of the problem gives ∫

Ω

vi,jσji dx︸ ︷︷ ︸
fint(u)

−
∫

Ω

vifi dx−
∫

Γ

vigi ds︸ ︷︷ ︸
fext

= 0 (A.2.3)

This is the weak formulation of the original problem. It can be interpreted as equilibrium
equations in all the nodes of the FE mesh. It is commonly solved with the Newton-Raphsons
method. If linear elasticity is assumed the constitutive relations between the stress and strain
can be rewritten as

σij = Cijklεkl (A.2.4)

Due to symmetry in σij and εij the stiffness tensor must satisfy Cijkl = Cijlk and thus we have
the following relation.

Cijklεkl(u) = Cijkl
1

2
(uk,l + ul,k) = Cijkluk,l (A.2.5)

Inserting (A.2.4) and (A.2.5) into (A.2.3) gives∫
Ω

vi,jCijkluk,l dx =

∫
Γ

vigi ds+

∫
Ω

vifi dx (A.2.6)

By moving to the finite dimensional subspace Vh, and rewriting vh and uh into the basis of
that subspace we end up with the expression:∫

Ω

Nβ,jviβCijklNα,lukα dx−
∫

Ω

Nβviβfi −
∫

Γ

Nβviβgi = 0 (A.2.7)

This can be rewritten as
(Kβiαkuαk − fiβ) viβ = 0, (A.2.8)

where

Kβiαk =

∫
Ω

Nβ,jCijklNα,l dx, fiβ =

∫
Γ

Nβgi +

∫
Ω

Nβfi. (A.2.9)

Since this should hold for every kinematically admissible vi we have the following linear
equations to solve:

Kβiαkuαk − fβi = 0. (A.2.10)
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