
Vehicle Occupant Kinematics prediction
using Machine Learning
A study to understand applications of machine learning in prediction of vehicle occupant
kinematics during crash and pre-crash

Master’s thesis in Automotive Engineering

SHIVAPRASAD GURRAM

VENKATA SAI KUMAR REDDY

DEPARTMENT OF MECHANICS AND MARITIME SCIENCES

CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2021
www.chalmers.se

www.chalmers.se




Master’s thesis 2021:70

Vehicle Occupant Kinematics prediction using
Machine Learning

A study to understand applications of machine learning in prediction
of vehicle occupant kinematics during crash and pre-crash

Shivaprasad Gurram
Venkata Sai Kumar Reddy

Department of Mechanics and Maritime Sciences
Chalmers University of Technology

Gothenburg, Sweden 2021



Vehicle Occupant Kinematics prediction using Machine Learning
A study to understand applications of machine learning in prediction of vehicle
occupant kinematics during crash and pre-crash
SHIVAPRASAD GURRAM
VENKATA SAI KUMAR REDDY

© SHIVAPRASAD GURRAM, 2021.
© VENKATA SAI KUMAR REDDY, 2021.

Supervisor: Johan Iraeus, Mechanics and Maritime Sciences, Chalmers
Co-Supervisors: Jobin John, Chalmers
Karl-Johan Larsson, Autoliv
Examiner: Johan Davidsson, Mechanics and Maritime Sciences, Chalmers

Master’s Thesis 2021
Department of Mechanics and Maritime Sciences
Division of Vehicle Safety
Injury Prevention
Chalmers University of Technology
SE-412 96 Gothenburg
Telephone +46 31 772 1000

Cover: Hybrid III M50 fast dummy Finite Element model in crash and a represen-
tative machine learning prediction of the same.

Typeset in LATEX, template by Magnus Gustaver
Printed by Chalmers Reproservice
Gothenburg, Sweden 2021

iv



Vehicle Occupant Kinematics prediction using Machine Learning
A study to understand applications of ML in the prediction of vehicle occupant
kinematics during crash and pre-crash
SHIVAPRASAD GURRAM
VENKATA SAI KUMAR REDDY
Department of Mechanics and Maritime Sciences
Chalmers University of Technology

Abstract
This work presents surrogate models using deep learning and statistical techniques
for predictive modeling of occupant kinematics in crash scenarios. Finite Element
Methods (FEM) involving discretization of Partial Differential Equations (PDEs)
are widely used for vehicle crash and injury analysis involving Finite Element hu-
man body models (FE-HBMs). Doing a parametric study of pre-cash and in-crash
scenarios involving a complex FE-HBM model depicting a detailed representation
of the human anatomy is computationally expensive and time consuming, mainly
due to the long pre-crash event. This thesis aims at evaluating machine learning
models along with dimensionality reduction tools as the inexpensive surrogates for
determining the kinematics of the vehicle occupants.

A FE model of the Hybrid III crash test dummy was used to obtain nodal dis-
placement outputs of the dummy for crash scenarios which in turn are the outputs
predicted from the surrogates. These outputs from FE simulations form a large data
set in high dimensional format. Performing machine learning with this large data
set can become complex. This thesis utilizes one-dimensional convolutional autoen-
coder (AE-1D) and Principle component analysis (PCA) to obtain a compressed
version of the original data. Supervised learning is used to train the surrogates on
this low dimensional space with a set of crash parameters acting as inputs. Gaussian
process regression (GPR), Feedforward neural networks (FFNN) and Random forest
regression (RFR) were used as the machine learning models to build the surrogates.
LS-Dyna FE solver was used to generate the sample results for a set of crash pa-
rameters. We use in-crash kinematics instead of pre-crash due to the computational
limitations in simulating the required samples. For the same reason, a complex FE
Human body model such as SAFER or THUMS model was not used.

This thesis provides an understanding of using statistical and neural network based
dimensionality reduction methods paired with different ML models on the accuracy
of the kinematics predictions. The accuracy of the predictions varies considerably
depending on the use of PCA or AE-1D for dimensionality reduction and also the
sample size. PCA and AE-1D have similar performance in compressing and decom-
pressing the original data. AE-1D paired with either FFNN or Gaussian process
provided the most accurate predictions in most sample sizes.
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1
Introduction

Road crash fatalities are considered a major health concern on a global scale as
nearly 1.35 million people are killed each year. Additionally, 20-50 million people
are non-fatally injured but left with long-term disabilities [1]. Fatalities, in general,
are reducing in most developed countries and are on a rise in developing countries.
This in part is due to the strict regulations and their enforcement for manufactur-
ers and users in the case of the developed countries and not necessarily the case in
the developing countries along with an increase in vehicles on road[2]. It is crucial
for automakers to conduct research and development (R&D) in a fast and efficient
manner, especially in terms of adhering to safety norms and trying to do their part
in making vehicles safer. One of the requirements of building a safe car is to test
its crashworthiness1. The traditional method of testing this aspect is the physical
destructive testing of prototypes. This is a very intensive process in terms of time,
cost and complexity to achieve and verify the crashworthiness of vehicles. In recent
years, FEM is used as a virtual method to perform and verify this destructive test-
ing of vehicles for crashworthiness before committing to a physical test. Due to the
advances in computational capabilities, highly detailed crash simulations reduced
the number of physical tests needed to achieve desired crashworthiness[3].

A vehicle crash scenario is split into pre-crash, in-crash and post-crash phases[4].
The pre-crash phase consists of sub-phases, a non-conflict region that defines a time
frame before a crash where there is a low to high risk of a possible collision of ve-
hicles and a conflict region in which a collision might occur unless an intervention
or corrective action is not taken by the driver. During the conflict phase, safety
systems issue warnings of various levels and tries to intervene and avoid a crash. At
the end of the conflict phase, after a point of no return, active safety systems try
to mitigate injury by activating or priming some passive safety systems like airbags
and seat belt pre-tension etc. Once the crash is initiated, all passive systems come
into play to minimize injury to the occupants. The post-crash phase is when the
crash event has ended and the vehicle is at a halt[4].

A typical crash phase is in the order of 100-150 ms whereas a pre-crash scenario
can last upwards of 1-2 seconds. Crash test standards which use Anthropometric
Test Devices (ATDs) as human occupant surrogates have them seated in standard
driving or passenger positions. In reality, this is not always the case when a vehicle
enters a crash i.e., pre-crash phase actions such as swerving, braking etc can change

1Crashworthiness is a term used to describe the ability of an automobile to safeguard its occu-
pants in crashes
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1. Introduction

the occupant position away from the standard driving positions. Understanding
this behaviour can be crucial in injury prediction, such as arm position in thorax
injury determination in a side impact scenario [25]. Understanding the behaviour
of the occupants during pre-crash could also assist in identifying potential occupant
positions for the assessment and optimization of critical adaptive or active safety
systems [5].

Simulation of the pre-crash phase is a computationally expensive operation. For
example, a crash simulation of 200ms utilizing a complex THUMS V3.0 model with
complex FE internal organ models 2 took nearly 16h on 4 CPUs of a PC3. A pre-
crash of 300ms ending with a 50kmph crash combination totalling 500 ms to study
the kinematics and injury outcomes took a simulation time of 101 h on 4 CPUs [6].
To build safe and crashworthy vehicles it is important to conduct such studies and
FE simulations are a crucial part of the same. It is important to represent the vari-
ous postures the occupant might end up during the pre-crash phase due to braking,
swerving, distractions etc using the FE-human body models (FE-HBMs) along with
the various demographics of age, gender and anthropometry [7]. Performing enough
simulations to cover all aspects mentioned will be a huge task and any methods to
reduce the time to build safe cars is an advantage.

Determining the pre-crash phase kinematic time histories via a machine learning
(ML) model based on previous pre-crash simulation data would lead to shorter
turnaround times in many occupant safety-related tasks such as safety device de-
signs, optimization of active and passive safety systems etc. The methods that are
explained in this paper are aimed at addressing this possibility. This work uses
in-crash kinematics to understand and build the ML models as the computational
resources and time needed to generate the required samples was limited.

1.1 Background
Many engineering applications make use of mathematical models expressed as param-
etrized partial differential equations (PDEs). Advances in computational mechanics
have allowed the development and use of high-fidelity complex physical and bio-
mechanical human models used in vehicle safety evaluations via discretization pro-
cedures such as finite element(FE) methods. The finite element method (FEM) is
a popular numerical method used to solve PDEs with complex geometric domains,
a multitude of boundary conditions and non-linear material properties etc. It has
numerous applications in mechanical engineering, thermal and fluid flow, electro-
magnetism, biomedical and biomechanical, design of vehicles, products and aircraft
etc [26].

One of the applications of the FEM is in the automotive domain, to reduce the

2A model with 281,260 elements and 184,242 nodes
3FUJITSU PRIMERGY BX922 S2 (3.33 GHz Xeon X5680 processors with 48 GB of installed

RAM
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1. Introduction

development time and cost of intensive destructive physical crash tests. These tests
are used to assess vehicle safety characteristics and to meet the government speci-
fied minimum requirements. One aim of using FEM is early detection of component
failure and also for optimization of component designs. Occupant safety depends on
various aspects of the vehicle such as the vehicle structure, interior design, restraint
design (airbag, seat belt etc.,) seating position of the occupants etc., all of whose
effects can be studied and designs optimized using FEM simulations. FE crash sim-
ulations can be parametrized with many variables such as vehicle velocity, angle of
impact, material properties of components etc.

The transition to autonomous vehicles puts the driver in the position of a passenger
allowing them to be free to do other activities and thus altering their behaviour and
reactions from the norm of hand on steering wheel driving posture. They can be
more relaxed and unaware of their environment and other vehicles, not react fast
enough to avoid crashes etc. These developments introduce new complexities in the
way the occupants interact with the safety systems in the vehicle in an accident,
prompting more in-depth study [27].

In spite of increasing computational power, complex simulations with high fidelity
models are still computationally expensive to solve. Performing these simulations
for tasks like optimization, parameter studies, quick design studies etc., will be a
tedious and time-consuming process. In some cases, it might be limiting the util-
ity of such simulations in a competitive automotive industry [10][11]. To address
this issue Reduced order modelling (ROM) has been extensively developed aiming
to reduce the computational resources with controlled loss of accuracy. ROM is a
subset of meta modelling which is used to build surrogates for parametric study of
a large scale system. The objective of the ROM is to find suitable low dimensional
variables of a high dimensional complex system. This is also known as dimensional-
ity reduction. Using the low dimensional variables a complex problem can be solved
more efficiently and with a reduced computational burden.

After extracting the reduced base function from ROM, a regression based machine
learning approach is used to establish a mapping function between input variables to
the low dimension space obtained from ROM. The combination of the ROM and re-
gression methods have been explored for the purpose of reducing the solution time of
complex simulations. One study [9] presents a way of using autoencoders to produce
a low-dimensional representation of time-histories of a structural FE model and the
use of Feed Forward Neural Network (FFNN) to establish a mapping from the input
variables to the low dimension representation. Other studies [28][29] show the use
of Proper orthogonal decomposition (POD) method paired with neural networks to
achieve a similar objective for the study of non-linear Poisson equation and viscous
flows, nonlinear structural analysis respectively.

The above mentioned studies form the basic idea of utilizing ROM methods such
as PCA and Autoencoder to obtain a low dimensional representation or compressed
version of the kinematic time histories. Followed by training an ML model to map

3



1. Introduction

the compressed version of the data with the input variables. This way a compressed
version of a predicted result is provided by the ML model based on new input vari-
ables which are then decompressed to obtain the predicted time histories.

Figure 1.1: Overview of the objective

Figure 1.1 shows the overview of the process involved in the current study. Conven-
tional approaches to various parametric studies, optimization studies etc., involving
complex FE models and numerous FEM simulations take a lot of computational
resources and time. As shown in the Figure 1.1, the conventional approach involves,
individual simulations with varying FE parameters are undertaken with a standard
FE solver such as LS-Dyna. The individual simulation outputs are gathered and
then studied to arrive at a solution or conclusion on the studied problem. For ex-
ample, understanding injury mechanics, injury risk due to airbag pressure or vehicle
velocity etc. This would require a lot of simulations and in turn a lot of time and re-
sources. By introducing ML models, one needs only a fraction of the computational
resources and time to generate an equal number of results as from the conventional
approach. This is explained with the surrogate approach as in the same figure. A
few FE simulation inputs and output from the conventional approach can be used
to train an ML model. This trained ML model can be used to predict the outcome
of a number of the simulations without the need of the FEM solver. Any num-
ber of simulations outputs can be predicted with the trained model. The time and
resources required to obtain enough outputs required for a study using a few FE
conventional FE simulations and an ML model are considerably lower than what
would be required with the conventional approach alone.

1.2 Objectives
The aim of the thesis is to predict the nodal kinematic responses of a FE human
body model using ML models trained on in-crash FE simulation outputs:

4



1. Introduction

• Compare the accuracy of dimensionality reduction methods
• Compare the accuracy of supervised ML algorithms for predicting nodal kine-

matics from the variables in reduced space obtained with dimensionality re-
duction.

• Study the effects of the number of samples (FE sims) on the accuracy of the
training and prediction

1.3 Limitations
• The thesis work was limited to in-crash kinematics using a Hybrid III M50 fast

model instead of a complex FE-Human body model such as SAFER HBM v9
due to computational limitations on hand.

• The project was implemented with the in-crash kinematics obtained with a
variation of only 4 major FE simulation parameters, which are vehicle delta
velocity, angle of impact, max pull force of the seat-belt pretensioner and
airbag leakage scale factor.

5
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2
Theory

In this chapter, brief insights are given on the concepts of FEM, machine learn-
ing (ML), methods and concepts of unsupervised dimensionality reduction such as
Principal component analysis (PCA), Convolutional Autoencoder (CAE) and super-
vised machine learning such as Random forest (RF), Feedforward neural networks
(FFNN), Gaussian process regression (GPR) model, and basic steps involved in the
ML process.

2.1 FEM
The Finite element method (FEM) is a numerical method, has gained increased
popularity over the recent years for solving complex real-world Engineering prob-
lems. In the FEM, any given domain is divided into a collection of sub-domains
(also called finite elements or elements). A collection of these elements is known as
an element mesh and these elements are connected to each other at points known as
nodes. This is known as discretization. Over each element, a governing equation is
approximated to provide the solution and every such equation is assembled for the
full domain to provide the solution of the entire problem[40]. Complex real-world
problems are solved using the FEM process, one of which is crash simulations and
injury biomechanics using FE-HBMs[26].

2.1.1 Finite Element Human Body Models (FE-HBMs)
FE-HBMs are used to study the effects of crashes on the occupant. To under-
stand the injury mechanics and develop safe vehicles, FE-HBMs act as a crucial
tool in automotive research and development (R&D). Anthropometric test dum-
mies (ATDs) are a physical model of the human body made of steel and rubber,
which are used in destructive crash testing. ATDs use sensors such as accelerometers,
force transducers, potentiometers etc to gather measurements for injury prediction.
Compared to ATDs, an FE-HBM can be more sensitive in terms of understanding
injury outcomes[40].

2.1.1.1 Hybrid III M50 Fast model

The Hybrid III M50 Fast model is a simple representation of the Hybrid III ATD and
is a semi-deformable FE model. This model represents a 50th percentile male, 175
cm tall and with a mass of nearly 78 kg. This model is computationally inexpensive
compared to a complex FE-HBM and has been used for this thesis work. Figure 2.1

7



2. Theory

shows the Hybrid III M50 Fast Model used in this project work. The kinematics
outputs considered for this thesis is the relative displacements of the Hybrid III M50
Fast model with respect to the vehicle in a crash. The vehicle environment used for
these simulations is rigid except for the seat-belt systems and the airbag.

Figure 2.1: Hybrid III M50 Fast model
.

For this thesis, the crash simulations are performed on a parameterized FE model1
based on variables such as vehicle velocity, angle of impact, seat belt pretension etc.
These parameters will be used as input variables for the ML algorithm and will be
addressed as FE parameters going further. Table 3.1 shows the parameters used in
this thesis. The kinematics output taken from these FE simulations is the nodal
displacement, i.e., the x,y,z translational displacement of every node of the Hybrid
III model is the kinematic output that is used as the output.

2.2 Machine Learning
Machine learning is a subset of Artificial Intelligence (AI) and a discipline in pur-
suit of building computer systems that can automatically improve themselves with
experience and define the laws that govern such learning process. ML models use
algorithms to sift through a large input-output database of problems towards a goal
of prediction, classification etc. Its applications have been identified and established
in the fields of speech recognition, image classification, computer vision, robotics,
medicine etc.[12] Machine learning is further categorised based on how the ML al-
gorithm learns to predict accurately. The basic approaches for these are supervised,

1Parameterization is the process by which complex physical processes that can not be resolved
directly by a numerical model are represented in a simplified or generalized form which can be
represented by variables known as parameters [13]

8



2. Theory

unsupervised, semi-supervised and reinforcement learning.

In this work, Unsupervised Machine learning like convolutional Autoencoder and
PCA were used to encode the kinematic time histories to latent (low dimensional)
space and then decoded back to original space. With latent space data as the output
the ML model is trained with input FE parameter using supervised Machine learning
methods. The final goal is to predict a latent space from new FE parameters and
then decode the latent space to the full order kinematic time histories.

2.2.1 Supervised Learning
Supervised learning algorithm consists of input data and its targets or known outputs
from which a ML algorithm tries to learn and create a mapping function between
inputs and targets. The aim is to use the mapping function to get desired output for
new input data. It uses patterns to predict the targets and behaviours to determine
the outcome of new input data. Methods like classification, regression etc., can
utilize such learning models. It is commonly used in applications where past data
can be used to predict outcome of future scenarios. some example includes Feed
forward neural networks, gaussian regression model, random forest.[23]
In this section we discuss a few of the regression algorithms used for mapping FE
parameters and the latent space.

2.2.1.1 Random Forest

Random Forests Regression (RFR) is a classification and regression technique falling
under the category of ensemble learning. Ensemble learning is a method of machine
learning that makes use of multiple ML algorithms to obtain better predictions than
when any of the constituent ML algorithms is used. Bagging and Boosting are two
methods used in ensemble learning [30]. RFR is a Bagging technique which uses
multiple Decision tree ML algorithms and each tree in the ensemble uses random
subset of the training set to make a prediction, an average of which will act as the
final prediction.

Decision trees formed with a random subset of the training data are the constituent
ML models forming the ensemble for the random forest. There are different types
of decision trees, classification trees and regression trees. Classification trees are
ones where the outcome of prediction is discreet to the type of data it belongs or a
class of outputs and regression trees are one who’s outcome is to define a mapping
function to the input variables to a continuous output.

In the training part of the RFR, bagging, also known as Bootstrap aggregation is
used to pick the samples for training of individual decision trees which form the
forest.[32] It reduces high-variance and that each bootstrap data set can be used on
its own before being combined and re-sampled[33].
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Figure 2.2: Random Forest Regressor workflow
.

2.2.1.2 Feed Forward Neural Networks

The term neural network refers to a network of neurons in the mammalian brain.
Inspired by biological phenomena, a neural network is a computational model able
to learn from observational data. It consists of a collection of processing units
called McCulloch-Pitts neurons[31]: one input layer, one or several hidden layers,
one output layer, and the weighted connection between neuron i and neuron j which
strengthens the connection between two hidden layers neurons wji. There are no
connections between neurons in the same layer. Information usually travels from
inputs to outputs through the hidden layers. Each neuron in the hidden layer is
the weighed sum of the previous layer giving a scalar output. Different weights are
used to generate the neurons on the subsequent hidden layer. These weights decide
the influence of each preceding input neuron or hidden layer on the output. If the
output of the weighted sum is greater than the bias for a neuron, that particular
neuron will be activated otherwise it remains as zero. Adding a constant bias to the
weighted sum helps in retaining the information from a preceding input neuron even
when the weighted sum is zero. Thus, helping in increasing the generalization of the
neural network. The most widely used activation functions for regression in deep
learning are Rectified linear unit (Relu), Exponential linear unit(Elu), and Leaky
rectified linear unit(Leaky ReLU). The state of a neuron in a hidden layer is denoted
by hji with bias bi and weights wji. similarly the state of neuron in output layer is
denoted by Ok with bias Bk and weights Wjk. Every neuron in the layer computes
as follows[31]

hji = g(
n∑

i=1
wjixi + bi) (2.1)

10
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Ok = g(
n∑

k=1
Wjkhj +Bk) (2.2)

During training inputs are applied, weights are updated iteratively by reducing the
error between calculated output and the actual output. The mean squared error
is used as the loss function to determine the error value. Back-Propagation using
chain rule of differential calculus is used to determine the derivative of loss function
with respect to weights starting from the output layer and moving back to the
input. These derivatives are known as gradients and the neural network is trained
by Gradient descent algorithm to arrive at a local minima.

Figure 2.3: A three layer feed forward neural network with four input
neurons, two hidden layers each consisting of six neurons, and three out-
put neurons. within each connection, information flows from left to right

.

2.2.1.3 Gaussian Process Regression

A Gaussian process is a collection of random variables with Gaussian distributions
defined by mean m(X) and a co-variance kernel K(X,X’), where X is the input
domain.

f(x) ∼ GP (m(X), K(X,X ′)) (2.3)

The objective of the Co-variance matrix is to determine the relationship between
any given two data points or the effect of one data point on the other. Thus it is
very important to choose a kernel that is able to determine this relationship in the
best possible way for the given data set. The basic assumption is that the points
with input X which are close are likely to have similar output Y. Gaussian process
models the distribution of given data using functions as in equation 2.3 with both
input variables and output observations. These functions can then be used to build
regression models for predictions.

There are many kernel functions available, some of the kernels we used in this
work are Squared exponential(SE), Matern kernel 5/2 and a combination of the
two[34]. They contain two hyperparameters one is the standard deviation or variance
parameter(σf ) and the other is length scale(l).
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The SE function is exponential and it is infinite time differential which means that
the Co-variance function has a mean square derivative of all order. SE function is
suitable for modelling smooth functions. SE kernel is expressed as

KSE = σ2
fexp(

−(X −X ′)2

2l2 ) (2.4)

where l is the length scale parameter, which describes the reach of influence on
neighbours.
The Matern5/2 Kernel is the product of polynomial of order(2) and exponential
function, is given by

KMatern5/2 = (1 +
√

5(X −X ′)
l

+ 5(X −X ′)2

3l2 )exp(−
√

5(X −X ′)
l

) (2.5)

Finding an optimized hyper-parameter for GPR kernels can be done using Monte
Carlo tree search, but it is a computationally expensive process. A study on hy-
perparameter tuning for GPR kernels [36] shows that choice of the kernel has more
effect on predictions compared to fine-tuning of the initial distribution of hyperpa-
rameters.
In this project the Gaussian process library GPflow is used to implement GPR for
the surrogate model used in prediction [37].

2.2.1.4 Hyperparameter Tuning

ML methods are tuned with some unique parameters that control the learning pro-
cess, these parameters are known as hyperparameters. Hyperparameter tuning is
an iterative process of searching for a set of parameters for the learning algorithms
to perform at their best for a given data. Doing trial and error for these parameter
selections is tedious, hence some of the search algorithms like grid search, random
search are used to select these parameters. For these algorithms, discreet values
must be specified for each parameter from which the search algorithms pick the
most suitable values. In this work, random search algorithm was used for hyperpa-
rameter tuning of random forest regressor.

The random search algorithm uses only a limited number of iterations to choose from
the combination of available parameter values. This will overlook some combinations
as the number of iterations is limited. This method is used to utilize less time in
finding probable good combination of hyperparameters.

2.2.2 Unsupervised Learning
Unsupervised machine learning consists of only input data with no targets or labels
associated with it. The ML algorithm must figure out what it has been given as
data. Its goal would be to find out some patterns, structures within the data. It
is widely used in computer vision for image recognition. Some examples which use
these techniques are nearest neighbour mapping, k-means clustering, singular value
decomposition, Autoencoders etc. [23]
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2.2.2.1 Dimensional reduction

High dimensional data refer to data with number of features greater than number of
observations. Dimensionality reduction is the process to simplify the understanding
of the given data without compromising the information carried within. This can
be done either numerically or visually. In this work, number of nodes of the Hybrid
III dummy are the features and observations are simulation outputs. Large data
sets are becoming increasingly common in wide variety of Engineering and science
applications in the digital age. Traditional statistical techniques face challenges
to deal with this high dimensional data. Doing regression with high dimensional
data is very challenging. However, much of the data is almost similar and can be
efficiently brought down to smaller number of variables without loss of much infor-
mation. Those variables can further be used to visualise the simulation results in a
two dimensional or three dimensional way and quickly get some insights about sim-
ilarities and dissimilarities between simulations, variables, parameters etc[16]. The
dimension reduction techniques can be executed in various ways, one of which is
by only keeping important variables from original dataset (also called features) and
another way is utilizing the redundancy of input data and by finding smaller set of
new variables[14]. The most widely used statistical method is principle component
analysis, and the machine learning method is Autoencoder which are discussed in
the coming sections in detail. Machine learning methods are able to work on high
dimensional data with relative ease, but there are some issues that need to be taken
care of such as over fitting and computational resource handling. The data which is
extracted from the experiments and/or simulations are arranged in a large matrices
or array.

For time series data a data matrix is given by 2.6 [8]

Xm,n =


a1,1 a1,2 · · · a1,n

a2,1 a2,2 · · · a2,n
... ... . . . ...

am,1 am,2 · · · am,n

 (2.6)

where rows are the number of observations and columns are time steps, also called
snapshots (at each time frame). Two of the dimensional reduction techniques widely
used in science and engineering are explained below.

2.2.2.2 Principle Component Analysis - PCA

PCA is a technique used to find the dominant features or patterns of large datasets
with numerous samples (also known as objects) and variables. It is also characterized
as a mathematical model used to reduce the dimensionality without losing much of
the variance carried within the low dimension space obtained (i.e., no variance is lost
if all principal components are considered). PCA does this by identifying orthogonal
directions in the data called principle components which would still largely describe
the variance carried by the dataset. Thus a single sample can be expressed in terms
of a few ’principle components’ instead of a vast array of variables.[17] Nearly any
data matrix can be simplified with the help of PCA. It can be used on a well defined
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set of samples and variables to build a model of how a system behaves and this in
turn can be used for a prediction for new samples. PCA estimates the correlation
of the variables by measuring the variance among them. This is used for variable
selection.[19]
Assuming the dataset X to be of dimension m ∗ n, where m (rows) are the samples
and n (columns) are the variables/features. The process of dimension reduction
using PCA can be briefly explained in the following steps[20]:

1. Scaling of the dataset - Feature scaling is an important aspect as a precursor
for PCA to reduce the variance of features due the the scales of the data in
these features. Standardization is a common method of scaling the data which
is given as,

z = (x− u)/s (2.7)
where, u is the mean of each feature and s is the standard deviation of the
feature

2. Construction of the covariance matrix - Identifying the covariance of the fea-
tures helps in identifying the variance in each feature, with other feature and
also identify if the features are correlated. It is of the dimension n*n. For
example, covariance of two features xj and xk can be given as,

σjk = 1
n

n∑
i=1

(
x

(i)
j − µj

) (
x

(i)
k − µk

)
(2.8)

Where, µj and µk are the means of features j and k

3. The eigenvectors of the covariance matrix represent the direction of maximum
variance and represent the principal components, and the eigenvalues corre-
spond to the magnitude of explainable variance carried by each eigenvector.

4. Explained Variance - To reduce the dimension of our dataset we need to de-
termine which eigenvectors (Principle components) contains the maximum ex-
plainable variance. We can do this by calculating the explained variance ratio
of the eigenvalues,

λj∑n
j=1 λj

(2.9)

where, λj is the eigenvalue of the feature j

Using the total explainable variance of the principle components, one can
choose the number of these that would suffice to define the sample space ef-
fectively. If 2 priniple components are sufficient to explain majority of the
variance, then W would be a matrix of eigenvectors of dimension (n ∗ 2)

5. Feature transformation - To visualize the reduced dimension of the dataset
using the choice of principle components, the sample dataset can be projected
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onto the PCA subspace (principle components). For examples, consider 2 prin-
ciple components are enough to explain majority of the variance, the sample
data projected onto PCA would be of dimensions (m ∗ 2)

X ′ = XW (2.10)
Where, X is the dataset of dimension (m ∗n), W is the matrix containing the
eigenvectors containing the maximum explainabe variance (n ∗ p), X ′ is the
transformed dataset in PCA space with dimension (m ∗ p)

2.2.2.3 Convolutional Autoencoder

Autoencoder is one of the ML dimensionality reduction techniques using neural
networks. Here, high dimensional data can be converted to low dimensional rep-
resentation called latent space or latent vector by extracting meaningful features
from the given data. AE uses neural networks to learn features from the data to
minimise the error during reconstruction or decompression i.e., when projecting the
low dimension space back to the original dimensions. It is widely used for classifi-
cation, visualization and regression models. Initialising with random weights to the
network, autoencoder model can be trained to minimise the loss function between
original and reconstructed data. Stochastic gradient descent method is a common
method used to minimise this loss function.

Figure 2.4: A schematic representation of Autoencoder

Fig 2.4 autoencoder with single hidden layers ,x ∈ Rd takes as input and send to
the hidden layers which can be represented as

h = σ(Wx+ b) (2.11)
where W , b and σ are the weighs,bias and activation function of the network.

Although autoencoder is capable of reducing high dimensional data to a lower di-
mension, it faces challenges when the input matrix is too large. Sudden reduction
from a large input layer to a smaller latent space might lead to losing a lot of
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information[44]. To solve this issue, a new type of autoencoder emerged known as
convolutional autoencoder. Convolutional autoencoder is similar to simple autoen-
coder in a sense that encodes to latent space and then reconstructed back to original
but with the addition of few convolutional and deconvolutional layers, pooling layers
in between the input matrix and the flatten layer as shown in Figure 2.5.

Figure 2.5: A schematic representation of Convolutional Autoencoder

Convolutional Autoencoder-1D takes 2D array of size (m x n) as input and applies
a filter of a specified size to get an encoded version of new convolutional layers also
called feature maps. This is achieved by applying a filter to the input and then by
moving the kernel in the horizontal direction as shown in figure 2.6. The objective
of convolution is to extract the most important features from the input matrix and
then encoded them to lower dimensional space also called latent space. Pooling is
another dimensional reduction layer applied after convolution. The objective of the
pooling layer is to take either maximum value or by takes an average of neighbours
for each feature maps and represent it in a scalar value. There are no filters applied
but strides and padding are applied to the pooling layer.

Figure 2.6: A schematic representation of 1D Convolutional Filter with
Stride =3
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2.3 Model Selection and Evaluation

2.3.1 Train and Test split
To train and evaluate an ML model as discussed in the previous sections, the avail-
able data is split into two parts, one for training the ML model and the other to
assess the model performance i.e., training data set and testing data set as in Figure
2.7. The test data is not introduced to the ML model during the training process.
For this work, the original data is split into 80% of training and 20% of test data.

Figure 2.7: Split the simulation data for training and testing

2.3.2 Error Metrics
To evaluate the performance of the ML model, it is necessary to check the accuracy
of the predicted values against the true values. The error metrics used in this thesis
are;

1. Mean Squared Error
Mean squared error calculates sum of squared difference between true and
predicted values.

MSE = 1
n

∑
(Ytrue − YP redicted)2 (2.12)

2. Mean Absolute Error
Mean Absolute error calculates the mean of absolute difference between true
and predicted values.

MAE = 1
n

∑
|Ytrue − Ypredicted| (2.13)

3. Euclidean Distance
Euclidean Distance is the distance between two points in space. This metric
is chosen to evaluate the performance of the ML model as the input data and
the final predictions are the x, y, z translational displacements in 3D space.

d =
√

(Xtrue −XP red)2 + (Ytrue − Ypred)2 + (Ztrue − Zpred)2 (2.14)
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3
Methods

In this chapter, the workflow for building the surrogates is explained. This comprises
of data extraction, data preparation or arrangement, dimensionality reduction, re-
gression and model validation. An overview of the methods is given as in Figure 3.1.
This was executed for the displacement data of all nodes of the hybrid III dummy
as explained in section 2.1.1. The surrogates built using the process are then eval-
uated for the objectives of comparing the performance of dimensionality reduction
methods and the performance of the surrogates based on the number of simulations
used in the training process. Three Supervised learning ML methods Feed forward
neural networks, Gaussian process regression and Random forest regressor were used
to map the FE parameters with the low dimensional space.

In the first part of the thesis, the kinematics data of only 1000 nodes of the hy-
brid III dummy were used for tuning and testing of different data arrangements,
dimensionality reduction methods and surrogates. Once the effectiveness of the
data arrangement and the paired surrogate is tested, they were extended for the
full dummy comprising of 7441 nodes and evaluated. They are evaluated for sample
sizes of 25, 50, 75, 100 FE simulation results, each sample size split 80% for training
and 20% for testing purposes as discussed in section 2.3.1.

Both MAE and Mean Euclidean Distance of the mean errors of varying sample sizes
can be used to ascertain the performance of PCA and CAE-1D along with the ML
models. A few selected nodes are used to determine the empirical closeness of the
true and predicted displacements. For a model based on 1000 nodes, a node inside
the head and a node on the chest and for the full model with 7441 nodes, a node on
the left shoulder, hand and left foot are used to determine this empirical closeness.

3.1 Data extraction from simulations
The data used in this thesis was generated from FE simulations of the Hybrid III
dummy of the 50th percentile male in a seated position on the driver side using
LS-Dyna (R11.1) solver. Various injury influencing factors in a crash are chosen as
varying input variables for the FE simulations, further referred to as FE parame-
ters. These varying FE parameters were chosen based on empirical and engineering
judgement and their ranges as in Table 3.1 were generated with uniform distribution
and Latin hypercube using ’dynakit’ python library [35]. This extracted data is used
commonly for both PCA and Autoencoder based surrogates.
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Figure 3.1: Flow of Dimensionality Reduction and Machine Learning

Displacement data from the D3plot result files generated by LS-Dyna was ex-
tracted using python library - lasso.dyna by LASSO GmBH. This data is in the
global frame of reference. As we are mainly interested in the kinematics of the
dummy with respect to the vehicle frame of reference, the data extracted from
the D3plots is subtracted with the displacement of a fixed node on the vehicle
to obtain the needed relative displacement of the dummy. The extracted data
is of a 3D shape mstates, knodes, xyzdisp for each simulation. For multiple simula-
tions needed for training, the raw displacement data is arranged in a 4D shape
[nsims,mstates, knodes, xyzdisp] which is addressed as high dimensional data in this re-
port.

Table 3.1: Parameter ranges generated FE simulations

Parameters Unit Minimum Maximum
Delta Velocity [km/h] 40 65
Angle of Impact [degree] -10 10
Max pull-force of Pretensioner [kN] 0.99 2.5
Airbag Leakage Scale Factor [-] 0.5 1.5
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Train test split of the data as mentioned in figure 2.7 is used to split the simulation
data into a training set and testing set. A constant seed value is used to generate
a consistent train test split throughout the study. The training set of data is then
further processed as per the necessity of the dimensionality reduction model.

3.2 Surrogate Model 1 - Principal Component
Analysis and Regression

In this section, the process of building a surrogate involving PCA as the Reduced
Basis (RB) for the ML algorithms is explained.

3.2.1 Data arrangement for PCA
To generate the RB of the original data using PCA some data processing is neces-
sary. The Y data or the observations needed for training the surrogate ML model
needs to be of the shape (nsamples, gfeatures). Hence the high dimensional data needs
to be rearranged to this shape. A dimensionality reduction method is used for this
purpose. In this section, we discuss the use of PCA to arrive at this goal. [16]
suggests some ways of input matrix arrangement for PCA using strain data of a
front crash management system and longitudinal member in the crash, one of which
is to arrange all the strain data from a FE simulation in a single row and an other
is to arrange all the time history data of a state from a simulations in one row and
consecutive rows contain the data of different states. A modification of these meth-
ods is considered for this study to suit the purpose.

As discussed in subsection 2.2.2.2 PCA is a technique used to determine the domi-
nant characteristics of a given set of observations and ones which can also be used to
create a low dimensional space from high dimensional data. The Hybrid III dummy
has 7441 nodes and the D3plot has displacement output at 32 states and 3 displace-
ment DoFs (x,y,z displacements).

The method of data representation followed in this study is that the x,y,z displace-
ment of all nodes at individual state are arranged in individual rows. All states
of each simulation are appended in new rows resulting in a matrix/array of shape
(nsims×mstates, knodes×xyzdisp), for 10 simulations its size is (320, 22323) represent-
ing (nsamples, gfeatures) of the raw data. This method will be further addressed as
One State in One Line arrangement (OSioL). This is shown in Figure 3.2.

3.2.2 PCA and Data for Regression
In this section, the process of PCA is discussed for the data representation approach
OSioL. PCA is transforming the data in a way that fewer parameters or features
describe the variance in the data. Once the raw displacement data is in the format
of (nsamples, gfeatures) and follows an approach as explained in the section 2.2.2.2,
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SKlearn PCA library [39] is used to execute PCA and obtain a reduced space of
dimension (nsamples, pprinciplecomponents). The first few components contain the most
amount of variance information of the raw data and is ascertained by the use of
explained variance as discussed in section 2.2.2.2 and in Figure A.1. Hence choosing
the number of PCs V = [V1, V2, ....VL] is important as the components are sorted
based on the amount of information they carry and their significance. The projec-
tions of raw data onto these components gives the reduced basis or low dimensional
space X ′.

Figure 3.2: Flow of Dimensionality Reduction using PCA

Once the process of PCA is complete and the number of components chosen, the
shape of the output from PCA will be (nsims × mstates, pprinciplecomponents). This
needs to be arranged in the shape of (nsims, gfeatures) to match with the number of
FE simulation outputs considered for further process (nsims, fF Eparameters). To do
this, the component values at each time state for one simulation are all arranged in
a single row as shown in Figure 3.3

Figure 3.3: Arrangement of PCs for ML training

To obtain the low dimensional space from PCA, the number of principal components
are determined to capture 99.999% of variance in the training sample data to main-
tain. This value of variance in terms of percentage was chosen instead of a scalar
value as the number of principal components needed to capture a certain amount
of variance changes with the sample size. After obtaining the low dimension space
from PCA consisting of only a few principal components, it is projected onto the
full dimension displacement space. This is then compared with the true displace-
ments to determine the loss due to dimensionality reduction. A similar process is
undertaken after predicting the low dimension space from the ML model to obtain
the predicted displacements in the original high dimension space.
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3.2.3 Regression after PCA
For the data arrangement OSioL the low dimensional subspace obtained from PCA
X ′ are the observations that the surrogate is to train on. X ′ is of shape (nsims ×
mstates, pP rincipalComponents) and the input FE parameters are of shape (nsims, jfe−parameters).
For supervised learning, according to section 2.2.1 the dimensions of the input pa-
rameters and the output observations must be the same. There is a mismatch in the
dimensions of the outcome of PCA and the input FE parameters. To mitigate this,
the Principal component values of every state of each simulation is concatenated in
rows bringing the shape of low dimension space to (nsims,mstates×pprinciplecomponents).
This transformed low dimension space will be used for training and a new low di-
mensional space of this transformed will be the outcome of the ML prediction for
new FE parameters.

For the different ML models used along with PCA, some of the hyperparameters
were tuned manually and some were chosen empirically and some kept constant.
FFNN was tested with one, two and three hidden layers along with a combination
of a different number of neurons in each layer. The number of neurons tested was
64, 128, 256, 512. The best FFNN architecture and neurons combination for each
sample size varied and thus individual sample sizes handling a different number of
PCs needed a different FFNN architecture. Each sample size was trained for 20000
epochs with a learning rate of 0.0001, and a batch size of 5. Relu activation function
was used for all hidden layer neurons during training. Similarly, GPR was initialised
with different kernel lengthscale, kernel variance for varied sample sizes of displace-
ment data. GPR is trained over 100 iterations to get an optimised length scale
and variance. Gpyflow library was used to train and tune the model. For random
forest regression, a random search algorithm as mentioned in section 2.2.1.4 with
100 iterations was used to obtain the best hyperparameters within the number of
iterations performed.

Algorithm 1: Regression Model
Input Prepare the training set D = (inputs(µi), targets(X ′i)) where i is the
number of simulations.
Output Regression Function f(µ) from D
1. Split the Dataset for train and test in 80% : 20% split
2. 80% split data undergoes PCA
3. Kfold training of train split
4. Recover output f(µ∗) for a new parameter value µ∗
5. Projecting the reduced order solution to full space
6. Evaluate the recovered full order solution against test samples using error

metrics

The training and testing accuracy are evaluated using MAE. Euclidean distance is
also used as an additional metric to evaluate the error from the final outcome. Mean
Square Error (MSE) is avoided as even one off prediction can cause a huge increase
in error value compared to MAE or Euclidean distance. And when a huge model
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such as the Hybrid III dummy with 7441 nodes and 32 states is considered, a few
off predictions can penalize the error to a great extent. Algorithm 1 gives a brief
overview of the regression process.

3.3 Surrogate Model II - Autoencoder and Re-
gression

In this section surrogates involving Autoencoder(AE) as the Reduced Basis for the
ML algorithms are discussed.

3.3.1 Data arrangement for Autoencoder(AE) and Regres-
sion

Data extraction from simulations is as explained in section 3.1 and the data used
is the same. Displacement matrix received from the simulations is 4 Dimensional
and in the form of (nsims,mstates, knodes, xyzdisp). As Autoencoder takes a 3D array
as input, 4D array have been converted to 3D array (nsim, knodesXxyzdisp,mstates)
i.e., xyz displacements of each simulation are appended in row, their corresponding
time states are in columns. This arrangement of data and flow of dimensionality
reduction in AE is shown in Figure 3.4. These datasets were normalised to standard
range by dividing them with the maximum value of the corresponding simulation
dataset. All such simulation data are stacked in the third dimension. In the first
phase, 1000 nodes of the hybrid III dummy were used to test different convolution
1D architectures and to optimize the hyperparameters. Once the optimized values
and architecture was chosen, it was extended for the full dummy comprising of 7441
nodes and evaluated.

Figure 3.4: Flow of Dimensionality Reduction using AE
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3.3.2 Architecture for AE
The architecture for AE is explained in the section 2.2.2.3. The number of feature
maps, kernel size and stride are chosen empirically and based on literature [38]
[9]. Five architectures were evaluated as shown in table 3.2 and the effect of each
architecture is explained in the results section 4.16. All the architectures in table
3.2 are trained with the displacement data sets of simulation sizes 25, 50, 75, 100,
and for 1500 epochs with a constant learning rate of 0.0001 and a batch size of
10. An Adam optimizer is used for the minimization of loss, with the loss function
being MSE. From these five architectures, the best was selected based on the error of
decoded to the true values from FE simulations. MAE and mean Euclidean distance
error were calculated for 20% of test samples to help make this choice. The effect of
latent space size on the accuracy of decompression is evaluated with four different
vector dimensions of 8, 16, 32, 64. The selected Latent space size remains constant
while training for all simulation sizes. Further the same process is extended during
regression to understand if this same trend repeats during the prediction of test
samples. The selected architecture and latent space dimension are further used for
the full Hybrid III model with 7441 nodes.

3.3.3 Regression after AE
The AE is trained over the high dimensional displacement matrix to produce a low
dimension space known as latent vector. This latent vector along with the FE pa-
rameters is used for training various regression models to create a mapping function
used in prediction. Algorithm 2 shows an overview of the AE-ML workflow. FE
parameters of individual simulations are mapped to the latent vector obtained from
the displacement data from the same simulation.

For the different ML models used along with AE, some of the hyperparameters are
tuned manually and some are chosen empirically and kept constant. FFNN was
tested with one, two and three hidden layers along with a combination of a different
number of neurons in each layer. The number of neurons tested was 64, 128, 256.
The best FFNN architecture chosen was 2 hidden layers with 64 neurons in each
hidden layer. Each sample size was trained for 10000 epochs with a learning rate of
0.0001, and a batch size of 10. Relu activation function was used for both hidden
layers during training. These constant hyperparameters were based on the study
[38] on structural analysis of a plate using similar timeseries data. Similarly, GPR
was initialised with a kernel lengthscale of 1, kernel variance of 0.5 and likelihood
variance of 1. GPR is trained over 100 iterations to get a suitable length scale and
variance. For random forest regression, a random search with 100 iterations was
used to obtain the best hyperparameters within the number of iterations performed.

When test FEM parameters are given to any of the regression models, then the
outcome would be a low dimensional space which is then projected to the high
dimensional space i.e., displacement data, in the case of FFNN a convolutional de-
coder is used for this purpose. These predicted displacements are evaluated against
the true FEM displacement results using MAE and mean Euclidean distance error
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Layers Arch 1 Arch 2 Arch 3 Arch 4 Arch 5
Input matrix 3000 x 32
Conv Layer 1 500 x 30 1000 x 30 1000 x 32 1500 x 30 1500 x 32
Average Pooling – – 1000 x 16 – 1500 x 16
Conv Layer 2 250 x 28 500 x 28 500 x 16 750 x 28 750 x 16
Average Pooling 250 x 14 500 x 14 500 x 8 750 x 14 750 x 8
Conv Layer 3 125 x 12 250 x 12 250 x 8 375 x 12 375 x 8
Average Pooling 125 x 6 250 x 6 250 x 4 375 x 6 375 x 4
Conv Layer 4 — 125 x 4 125 x 4 150 x 4 150 x 4
Padding 0 0 2 0 2
Latent 8 8 8 8 8
Kernal 3 3 3 3 3
Stride 1 1 1 1 1

Table 3.2: Various Architecture for AE - 1000 Nodes

metrics.

The training of the AE and the FFNN was performed using the GPU version of the
Tensorflow framework on google colab utilizing k80 and Tesla T4 GPUs. Computa-
tional costs taken for generating simulation and training neural networks is shown
in Figure 5.1.

Algorithm 2: AE with Regression Model
Input Arrange the Displacement matrix D = Nsim ∗ d ∗ t where d is the
degrees of freedom, t is the time states.
Output Regression Function f(µ)
1. Split the AE Dataset for train and test in 80% : 20% split
2. Train AE over displacement matrix. Obtain the low dimensional vector from

encoder
3. Train the regression model to establish mapping between low dimensional

vector and FEM parameters
4. Recover output f(µ∗) for a new parameter value µ∗
5. Project the low dimensional vector from step 4 to Convolutional decoder
6. Evaluate the ML predicted against true FEM samples using error metrics
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Figure 3.5: AE Architecture 4 - 1000 nodes
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Figure 3.6: AE Architecture 4 - 7441 nodes
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4
Results

In this section, the results corresponding to the above discussed methods i.e., data
from FE simulations, the performance of dimensionality reduction methods PCA and
AE, the results from the surrogate ML models built on the dimensionality reduction
methods are illustrated. For the first part, the results for the full Hybrid III model
with 7441 nodes are shown followed by the comparisons with the results for the 1000
node study. The models are evaluated for a simulation size of 25, 50, 75, 100 using
MAE and mean Euclidean distance as the metric of evaluation between the true and
decompressed or predicted values. The results for the full model are discussed early
in the chapter to emphasise the performance of the suggested surrogate models for
the full Hybrid III dummy, which is the objective of the thesis. The results for 1000
nodes are shown after the results for the full model, which form the basis on which
the surrogates for the full Hybrid III dummy are formed as discussed in section 3.

4.1 FE simulation results
Figure 4.1 shows the model at the beginning of the crash in a seated position and the
final position at the end of the 150 ms crash with the airbag deployed. The nodal x
y z translational relative displacements of the dummy for a single simulation are as
in Figure 4.2.

(a) Dummy at start of crash (b) Dummy at end of crash

Figure 4.1: The position of the dummy at beginning and end of crash
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Figure 4.2: All 7441 x y z displacements of a single simulation sample
overlaid

4.2 Dimensionality Reduction - Compression and
decompression of data

4.2.1 Principal Component Analysis
For PCA, to understand the effects of considering the number of principal com-
ponents to consider for the low dimension space, Figure 4.3 shows the cumulative
variance captured by the PCs obtained from PCA. It can be seen that a few of the
PCs can describe the majority of the variance in the simulation data. The blue
dashed plot shows a zoomed-in version of the black plot showing the cumulative
variance of all the components.

Figure 4.3: Cumulative variance of the first 50 components out of over
1200 PCs.

Figure 4.4 shows the MAE of the true simulation values displacements and the de-
compressed values from a low dimension space made of varied number of principal
components. The error can be considered low for a small number of 10 components
but drops significantly when increased, which is expected. The plot ends with an
error for 98 PCS which are required to capture 99.999% of the cumulative variance.
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This percentage value is carried throughout the process of implementing PCA to
obtain the compressed version of the sample data. The effect of the number of PCs
on the actual displacement data can be seen in Figure 4.6. Using 10 PCs gives an
overall capture of the shape of the displacement curves but does not capture the 0
displacement at 0 ms time state, increasing to 50 PCs helps capture the features of
the curves better and also captures the start at 0 ms. Using 98 components captures
most of the features of the sample displacement curves with an error of 0.05 mm
MAE between the projected displacement data from 98 components and the true
displacement data.

Figure 4.4: MAE of decompressed simulation data based on No. of PCs
- sample size of 50 simulations

Figure 4.5: MAE of decompressed displacements from PCA on training
samples for No. of PCs required to capture 99.999% variance

For varied sample sizes, the required number of principal components needed to cap-
ture adequate variance varies. It also varies on the complexity or variation in the
data. The plot in Figure 4.5 shows the MAE of decompressed samples from PCA to
the true values of displacements and the number of PCs required to capture 99.999%
variance for different sample sizes. It can be noted that for varied sample sizes, to
capture a certain amount of variance, the number of PCs required is different. Also,
though the percentage variance capture is constant the error increases, only by a
small margin, this is due to the increase in sample size and the smaller features
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of data not being accounted for in the first few PCs that make up the majority of
variance in data.

(a) For 10 components (b) For 50 components

(c) For 98 components (99.999% variance)

Figure 4.6: One trained sample true and decompressed values from PCs
for a node on the chest. From a sample size of 50 simulations

4.2.2 Autoencoder
By comparing the effects of different architectures as in Table 3.2 for 1000 nodes,
architecture 4 was chosen to use for ML model of full Hybrid III model. The results
for these are discussed in section 4.3.1.

Upon the choice of architecture 4, the latent space size is varied to understand its
effects on overall error due to dimensionality reduction of the training sample set.
Figure 4.7 can be used to investigate these effects using MAE. It is observed that the
selection of higher latent dimension reduces the amount of information lost in the
decoder but with a very small magnitude. The decrease in error can be attributed
to the reduction in loss of data from the flatten layer to the latent vector during the
encoding step, as discussed in section 2.2.2.3.
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Figure 4.7: Performance of Latent space size

The Figure 4.8 illustrates the true curves with AE decoded curves for varying latent
space dimension. It can be seen that by increasing latent size, decoded displacement
moves somewhat closer to the true values.

(a) For latent 8 (b) For Latent 32

(c) For Latent 64

Figure 4.8: One trained sample true and decompressed values from AE
for a node on the chest from a sample size of 50 simulations
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4.3 Machine Learning
From the results for 7441 nodes, Gaussian process regression and FFNN perform
better compared to the tree based Random Forest across all sample sizes as seen in
Figures 4.9 and 4.10 using MAE and mean Euclidean distance as the error metrics
respectively. This trend remains the same for both PCA and autoencoder based
surrogates. The mean test error of predicted displacements of the test set and the
true displacement values sees a steady decline from a sample size beyond 50 for
FFNN and GPR.

(a) PCA-ML performance (b) AE-ML performance

Figure 4.9: Test samples MAE from PCA and AE based surrogate model
with respect to sample size, For full Hybrid III model

(a) PCA-ML performance (b) AE-ML performance

Figure 4.10: Test samples mean Euclidean distance from PCA and AE
based surrogate models with respect to sample size, For full Hybrid III

To understand the accuracy of prediction at the nodal level, Figure 4.11 shows
the comparison of true and predicted displacement of the choice nodes for one test
sample for both PCA and Autoencoder ML based FFNN. This distribution of nodal
displacements shows different scales and shapes of the movement of the hybrid III
dummy during a crash.
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(a) Head Node 1000001 - PCA (b) Head Node 1000001 - AE

(a) Left fingertip 1002266 - PCA (b) Left fingertip 1002266 - AE

(a) Left shoulder 1002467 - PCA (b) Left shoulder 1002467 - AE

(a) Left toe 1009569 - PCA (b) Left toe 1009569 - AE

Figure 4.11: One test sample ML prediction versus FEM results of PCA
and AE based FFNN for sample size of 50
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The predicted displacements obtained by the proposed AE-FFNN are in closer agree-
ment with those computed by the FEM model compared to the ones from the PCA-
FFNN model. The closeness of predicted displacements moves farther from the true
values towards the end of the plot for PCA-FFNN which is true with other ML
models paired with PCA as seen in the Appendix A.

This trend can be observed better in Figure 4.12 which shows the mean and vari-
ance of error at every timestep for all nodes of all the test samples. The error is
comparatively lower up to 60 ms, beyond which there is an increase in both cases
of PCA-FFNN and AE-FFNN. For PCA-FFNN the mean and variance of error at
0 ms is considerably higher when compared to AE-FFNN. Similar results for GPR
and RFR are in the Appendix A.

(a) MAE - PCA (b) MAE - AE

(a) Euclidean distance - PCA (b) Euclidean distance - AE

Figure 4.12: Mean test samples ML prediction error at every time state
for all nodes. For a sample size of 50 - FFNN

The actual positions of the dummy based on the PCA-FFNN and AE-FFNN pre-
dictions relative to the true position from FE simulations can be seen in Figure 4.13.
These results are from one of the test samples from a total sample size of 50 simula-
tions. It can be noted that at 0 ms both the predicted models are very close to the
true position of the dummy. At the end of the crash i.e., at 150 ms, PCA-FFNN
outputs are with more error compared to the AE-FFNN prediction. This can be
predominantly seen at the extremities of the dummy, i.e., at the hands, head and
feet in the side view.

36



4. Results

(a) Front view - 0 ms (b) Side view - 0 ms

(a) Front view - 150 ms (b) Side view - 150 ms

Figure 4.13: Position of dummy from FE simulation along with PCA-
FFNN and AE-FFNN predictions. For a sample size of 50

Figure 4.14 shows the resulting errors of the prediction compared to the true values
of the test samples for different latent dimensions. The first observation is that
the trend of decreasing error for increasing latent for decoding as in Figure 4.8
is not reflected when the latent dimension is increased for prediction. It becomes
apparent that an increasing higher dimensional latent vector representation beyond
32 worsens the prediction error but the magnitude of difference in errors can be
considered small.
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Figure 4.14: Effect of Latent space size on test samples

4.3.1 Results for 1000 nodes
In this section, an overview of the results obtained with 1000 nodes from the Hybrid
III dummy is shown. As discussed in section 3 the dimensonality reduction methods
and machine learning models were tested and tuned for a 1000 nodes initially. These
formed the basis on which the surrogate for the full Hybrid III models were built.

4.3.2 Dimensionality reduction - 1000 nodes
To understand the loss of data due to dimensionality reduction, Figure 4.15 shows
the MAE of decoded displacement values from PCs capturing 99.999% variance and
true values.

Figure 4.15: MAE of decompressed displacements from PCA on training
samples for No. of PCs required to capture 99.999% variance

To decide on the architecture to use for dimensionality reduction, the MAE and
mean Euclidean distance error of the true and decoded test samples is given in Fig-
ure 4.16. It can be observed that architectures 2 and 4 have better errors i.e., there
is lesser loss of data due to the dimensionality reduction compared to the other ar-
chitectures from a sample size of 50. Another observation that can be made from the
plots is the decrease in mean error with increase sample size in nearly all the cases.
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Also, further increase of sample size beyond 50, leads to no significant reduction
in mean and variance in most cases. After studying these results, architecture 4 is
considered as the chosen model as the mean error remains consistent and variance
reducing from a sample size of 50 and beyond.

(a)Architecture 1 (b) Architecture2

(c) Architecture 3 (d) Architecture 4

(e) Architecture 5

Figure 4.16: Error of decoded displacements from CAE-1D against true
for test samples
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4.3.3 Machine Learning - 1000 nodes
For 1000 nodes, GPR and FFNN perform better for all sample sizes as seen in Fig-
ures 4.17 and 4.18. This trend remains the same for both PCA and autoencoder
based surrogates. The same is observed for the full Hybrid III results. Additionally,
for AE based ML models, there is a steep decline in the error from a sample size of
25 to 50 for both GPR and FFNN.

(a) PCA performance (b) AE performance

Figure 4.17: For 1000 nodes, MAE of test samples with respect to sample
size

(a) PCA-FFNN performance (b) AE-FFNN performance

Figure 4.18: Mean euclidean distance of test samples from PCA and AE
based surrogate models with respect to sample size, For 1000 nodes

To understand the accuracy of prediction at every timestep, Figure 4.19 shows the
MAE and mean Euclidean distance of all nodes at every time state for both PCA
and AE with the FFNN model. It can be observed that until about 60 ms the error
and variance remain significantly lower compared to after 60 ms. For PCA-FFNN,
the mean error and variance are larger at 0 ms compared to the values for AE-FFNN.
This trend is similar even for the full model as discussed in the previous section.
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(a) MAE - PCA (b) MAE - AE

(a) Euclidean distance - PCA (b) Euclidean distance - AE

Figure 4.19: ML prediction error across every time step for 1000 nodes -
FFNN
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5
Discussion

Dimensionality reduction methods and ML models were tuned and tested for various
cases to achieve good predictions. The effectiveness of dimensionality reduction
methods PCA and AE are affected by various factors. For PCA, arrangement of
data, number of principal components and for AE, architecture, latent space and
other such parameters are these factors. PCA and AE work good at compression
and decompression of data, requiring a different size of low dimension space to
achieve a similar level of error between the decompressed data and the true values
of displacements. For PCA increasing the size of low dimension space by considering
more PCs improves the accuracy of decompression. On the contrary for AE, with an
increase in latent dimension the error of decompression decreases but with a small
magnitude.
Having a larger latent space size to take advantage of the improved accuracy leads
to some complexities in the ML process. Since AE uses neural networks to learn
from the given data, most of the learning is stored in the encoding-decoding model.
The latent space values from AE are the observations used by the ML model to learn
from along with the FE parameters. The lesser number of latent space dimension
means the easier it is for the ML model to create the mapping function. A larger
number of latent space dimension means a larger scope of errors in predicting an
equally larger latent output. This can be seen with the increase of latent space,
leading to a higher error compared to the smaller latent size and not decreasing as
seen with the decompression error. The latent space size effects were checked on
a sample size of 50 simulations i.e., a train sample size of 40 simulations. Increas-
ing the number of training samples to check the effect of latent size may differ the
outcome of the test error due to having more learning from various training samples.

Choosing an architecture for AE plays a significant role compared to the latent
dimension. Both mean and variance of the error of decompression along with the ef-
fects of sample size need to be considered while tuning the architectures. The choice
of architecture 4 was made as a consistent mean error with a reducing variance for
a sample size of 50 and beyond was observed. An architecture with two consecutive
convolution layers at the start followed by alternating pooling and convolution layers
worked with the data used in this study. The consecutive convolution layers help
in learning features from the data better before it is pooled. The same or similar
architecture can be used as a baseline to compress data of similar nature.

Increasing the number of nodes on the surrogates built and tuned for 1000 nodes to
the full Hybrid III model with 7441 nodes leads to comparable levels of MAE and
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mean Euclidean distance in predicted values of test data as seen in Figures 4.17 and
4.9. This holds true for both PCA and AE paired ML models. GPR and FFNN
perform significantly better compared to the tree based RFR in both PCA and AE
based surrogates. And from a sample size of 50 simulations and beyond the mean
error of test set predictions for both GPR and FFNN has minor variation. When
comparing the PCA-ML and AE-ML surrogates, the latter performs considerably
better. Tough the MAE and Euclidean distance metric for a sample size of 50 and
beyond is comparable, the upper hand of AE-ML can be seen in when the error
for all nodes across time is observed. AE-ML fares better at capturing the start
of the simulations with least variance and has the least error at 0 ms time and a
maximum mean error with larger variance compared to PCA. Contrarily, PCA-ML
has a higher mean error and variance at 0 ms and has a slightly higher maximum
mean error metric with lesser variance.

Implementing the above discussed method and models for building a surrogate to a
full FE-Human Body Model (FE-HBM) such as a SAFER v9 or a THUMS model is
feasible, as we saw that scaling the number of nodes from 1000 to 7441 did not lead
to significant losses. These could be used as a strong baseline to build the surrogates
for the FE-HBM. In this study 4 significant FE parameters were used to build the
surrogate. Increasing the number of these parameters will not require significant
other modifications as the ML models used to build the mapping function are ca-
pable of handling large data sets and input parameters. Another aspect to consider
is the resolution of data collected from FE simulations, the current 32 time states
for a crash of 150 ms i.e., nearly every 5th ms, is adequate enough for the complex-
ity of the displacements observed with a Hybrid III dummy. For an FE-HBM the
resolution may remain considering the smoothness of the curves needed to capture
the kinematics adequately. In case of a 1.5 sec precrash simulation, the resolution
of data collection can remain. With a larger time frame of the event the number
of data outputs gathered in terms of time states will be higher. The dimensionality
reduction methods PCA and AE would work with comparable accuracy considering
that PCA would require a larger number of PCs to account for 99.999% of variance.
AE-1D would work the same as the direction of kernel motion is along with the time
state data and thus would probably need minimal change including latent dimen-
sion. The computational requirements on the other hand would be more to generate
the required number of samples for training and testing. Similarly, the storage for
AE models would be larger along with an increase in processing time to generate
the low dimensional space.

The magnitude of Euclidean distance gives a more 3-dimensional view of the dis-
tance between the true nodal displacement values and the predicted values. A peak
mean Euclidean distance error metric of 20 mm as seen in the results might be very
small considering the movement of the occupant during normal driving. But during
a pre-crash event, leading to a crash, it might mean that the safety systems such
as belt pre-tensioners, airbags etc., triggering early and lowering their performance
or causing undue injury. Also, in an FE simulation involving pre-crash followed by
crash, an error in prediction of the dummy model position can result in an increased
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injury risk outcome from the crash than what would have been from a crash only
scenario. This might lead to faulty calibration of safety systems or over designing of
certain aspects. But the magnitude of allowable error from ML models needs to be
understood in order to tune the process to obtain the right accuracy of predictions
to obtain the right amount of computational resource and time advantage that is
sought with such a process. Pre-crash kinematics of the FE human dummy are as-
sumed to be less complex in their kinematics behaviour due to the nature of inputs
when compared to intense in-crash scenario. Thus, a model built on intense kine-
matics behaviour from in-crash simulations such as ones shown in this work should
work well for the less intense pre-crash kinematics.

5.0.1 Computational Resource

(a) PCA and simulation cost (b) AE training and simulation cost

(c) Testing cost

Figure 5.1: Total cost taken for generating, training and testing

To understand the computation costs and the savings that can be made by using
an ML surrogte as illustrated in Figure 5.1. The cost of generating 100 simulations
in LS Dyna solver is nearly 60000 sec on a PC with a Ryzen 3500 processor, 4
cores and 16 Gb of ram. Dimensionality reduction of 100 simulations using AE-1D
architecture 4 was 4300 sec, training the compressed data from a same number of
simulations with FFNN took nearly 650 sec on a GPU such as Tesla T4 offered by
Google Colaboratory. Dimensionality reduction of 100 simulations with PCA was
62 sec and training the compressed data from PCA with FFNN took nearly 800 sec
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on a PC with a Ryzen 3500 processor and 16 Gb of ram.

Once trained the AE model can be saved onto a drive. To predict new unseen test
data, the trained model needs to be loaded from the drive. It takes close to 30 sec to
predict the displacements of 100 test simulations. This time to predict holds good
for GPR, RFR and FFNN ML models. This drastic reduction in computational
cost is equivalent to a speed-up factor equal to 99.96%. On the other hand storage
space required to save the trained AE model is nearly 2.5 GB for a sample size of
50 simulations compared to above 10 GB to store the d3plots for the same number
of simulations.

It is crucial to note that all results obtained for AE-ML models were from using a
GPU on Google colaboratory. This is to utilize the advantages of faster processing
times of a GPU when using tensorflow for large data sets and in particular ML
problems. When the dimensionality reduction was done on a standalone PC with
Intel i5 8265u processor with 4 cores, the time taken ranged with an average of 6-8
hours.
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6
Conclusion

The aim of the thesis is to predict the nodal kinematic time histories of a FE human
body model using surrogate ML models trained on in-crash FE simulations data. A
machine learning workflow involving dimensionality reduction methods along with
ML models was developed to train, test and evaluate the surrogate model.

Surrogate models were built with different dimensionality methods and they were
compared based on the MAE and mean Euclidean distance error of decompressed
data from the low dimension space for different sample sizes. Autoencoder was
tested for multiple architectures and the chosen one was compared with PCA. For
PCA, principal components needed to account for 99.999% of variance in sample
data was considered for this comparison.

• PCA and AE are comparable in their ability to compress given data. AE has
a significant advantage of being a neural network based dimensionality reduc-
tion method wherein it learns from the given data while compressing it. Its
disadvantage is that it is highly resource intensive unless a GPU is used for
processing.

• PCA has an advantage in that it requires very low computational time and
resources but the disadvantage is that there is no learning aspect involved.
Hence, the true comparison of these methods can be made when they are
paired with the ML models.

• GPR, RFR and FFNN were paired with PCA, AE and evaluated on the un-
seen test data using MAE and mean Euclidean distance error for varied sample
sizes. Considering the error of all nodes of all test samples across time states,
AE-ML models had a comparably lower error and variance across time states,
especially in the first half of the 150 ms crash.

• PCA-ML had a much higher error and variance overall in this category. GPR
and FFNN proved more accurate compared to RFR for a simulation size of
50 and beyond with no much variation in the error. This is true when paired
with both PCA and AE.
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7
Future Work

Hybrid III M50 Fast model was used in this study considering 4 major FE param-
eters that influence the kinematics. These parameters were used to both generate
the training samples and predict the outcomes from ML models. There can be more
FE parameters that can influence the kinematics of the dummy. Using these FE
parameters will need more hyperparameter tuning of the ML models. The Hybrid
III dummy model used contains 7441 nodes but an FE-HBM such as SAFER v9 or
THUMS model have a considerably higher number of nodes and complexities. The
current methods and models discussed in this thesis can be considered as a baseline
and extended to the FE-HBMs.

The scalability of the models and methods from 1000 nodes to 7441 can be utilized
on FE-HBMs by considering a few select nodes from the HBM to build a surrogate
and then use morphing tools to set the FE-HBM in desired positions based on the
ML predictions. This can help in reducing the hyperparameter tuning and improv-
ing model performance.

Convolutional Autoencoder 1D was used in this study to explore its dimensionality
reduction performance. Implementing a Convolutional Autoencoder 2D as a di-
mensionality reduction tool would be an interesting study to undertake. Similarly,
alternative ways of data arrangement for PCA can lead to interesting results.
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A
Appendix

Figure A.1: Cumulative variance of the first 50 components out of over
1200 PCs. Considering 1000 Nodes of the FE Hybrid III dummy
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A. Appendix

(a) Head Node 1000001 - PCA (b) Head Node 1000001 - AE

(a) Left fingertip 1002266 - PCA (b) Left fingertip 1002266 - AE

(a) Left shoulder 1002467 - PCA (b) Left shoulder 1002467 - AE

(a) Left toe 1009569 - PCA (b) Left toe 1009569 - AE

Figure A.2: ML prediction versus FEM results of PCA and AE based
Random Forest Regressor for one test sample for sample size of 50
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A. Appendix

(a) MAE - PCA (b) MAE - AE

(a) Euclidean distance - PCA (b) Euclidean distance - AE

Figure A.3: ML prediction versus FEM results of PCA and AE based
Random Forest Regressor for one test sample for sample size of 50
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A. Appendix

(a) Head Node 1000001 - PCA (b) Head Node 1000001 - AE

(a) Left fingertip 1002266 - PCA (b) Left fingertip 1002266 - AE

(a) Left shoulder 1002467 - PCA (b) Left shoulder 1002467 - AE

(a) Left toe 1009569 - PCA (b) Left toe 1009569 - AE

Figure A.4: ML prediction versus FEM results of PCA and AE based
Gaussian Process Regressor for one test sample for sample size of 50
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A. Appendix

(a) MAE - PCA (b) MAE - AE

(a) Euclidean distance - PCA (b) Euclidean distance - AE

Figure A.5: ML prediction versus FEM results of PCA and AE based
Gaussian Process Regressor for one test sample for sample size of 50
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