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Abstract

The increasing demand on software quality drives emergence of new testing technologies.
While well-known methods exist for automated graphical user interface (GUI) testing,
such as coordinate-based, widget-based and visual GUI testing (VGT), not much has
been done to automate GUI testing of software for embedded systems. This thesis
approaches this problem by evaluating the applicability of VGT – a technology that
analyses the bitmap contents of the system-under-test’s (SUT) GUI to automatically
drive tests.

The study was conducted in cooperation with a Gothenburg-based company that
operates in the automotive field. A prestudy was conducted in order to recognise the
company’s needs when it comes to VGT of their embedded systems. A VGT framework
was implemented. Furthermore, an open-source GUI automation tool was adapted to
match the company’s needs. Finally, experiments were conducted that compared the
performance of the two resulting VGT frameworks when it comes to test-case (TC)
development and TC maintenance costs.

The work concludes with guidelines on how to apply VGT for testing of software for
embedded systems, with emphasis on how to minimise TC development and maintenance
costs.

KEYWORDS: VGT, Visual GUI Testing, automation, embedded systems, test-case
development, test-case maintenance, framework implementation, Sikuli.
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Glossary

action Part of the HMI-FU data interface. A way for an FU to communicate with the
HMI. Actions can carry any type of data or can be merely signals to HMIs. Can
be compared to a function call that may carry data.

data In the context of HMI-FU communication: Part of the HMI-FU data interface. A
way for the HMI to share data with FUs. The format of the data is arbitrary. Can
be compared to a function call that is meant to carry data.

event Part of the HMI-FU data interface. A way for the HMI to communicate with
FUs. A signal telling the FU that something has happened or that some action is
required. Can be compared to a function call.

faceplate An area where the HMI can display simulated hardware controls such as
buttons and rotary controls.

FU Functional Unit. A periferal of the HMI. The HMI can send events, indications and
data to an FU and it can also capture actions issued by an FU. In a car, a car
radio or a parking brake are examples of what a typical FU could be.

FU Simulator FU Simulator, or functional units simulator is a subsystem of the Editor.
It lets the developer simulate his/her HMI by changing FUs’ indications and data
that they present to the HMI. They also let the developer send events from FUs
to the HMI. This can be done either manually or using scripts.

fusdk A library that makes communication with FUs possible. Created by the Com-
pany.

fuzzy image comparison Image comparison with the goal to check whether two im-
ages are to some extent similar to each other (but not necessarily the same).

GUI Graphical User Interface. Presents information to the user of a system by dis-
playing text and images on a screen. Can be interacted with by using the touch
screen.
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HMI Human Machine Interface. A system that serves as an interface between a human
operator and a machine. May take input in the form of touch-screen and hardware
control events as well as actions issued by FUs. May produce visual output through
a GUI and stimulate FUs through events, indications and data output.

I/O interface Input-output interface. A specification of how a certain device, system
or module can be communicated with.

IDE Integrated development environment. A user interface intended to help its user
write a program’s source code.

indication Part of the HMI-FU data interface. A way for the HMI to share data with
FUs. The format of the data is boolean. Can be compared to a function call that
is meant to carry data.

jython A Java implementation of the python scripting language.

NF New Framework. The testing framework that has been developed in course of this
master’s thesis.

Nose A python unittest test runner. It is highly configurable when it comes to how
to run tests and what kind of output to produce and allows usage of plugins to
further extend its functionality.

NumPy A python library that provides linear-algebraic functions.

OpenCV Open Source Computer Vision. A library that provides computer vision
functions.

oracle In a test case, a reference that a value produced by the SUT upon stimulation
is compared to in order to evaluate the outcome of the test case.

PIL Python Imaging Library. A python library that provides functions for handling
images.

Sikuli An automation tool able to interact with a SUT’s GUI. Features an interpreter
that can execute Siculi Script code, an extension of the jython language.

SUT System Under Test. A particular software or hardware system that is being tested.

TC Test Case. See: test case.

test In the context of unittest: The smallest unit of testing. Tests one single aspect
of the SUT. Consists of zero or multiple stimuli and exactly one verification /
assertion.



test bench The environment in which a SUT is tested. Consists of a running SUT
along its test fixture.

test case In the context of unittest: A class containing one or more tests.

test fixture The controlled environment surrounding a SUT. Consists of the SUTs
periferals and any tools that may be needed for testing it.

test suite In the context of unittest: A set of test cases or other test suites.

the Company The company where this thesis was carried out.

the Editor Software produced by the Company that can be used to create HMIs.

the Engine Software produced by the Company that can be used to run HMIs.

VGT Visual GUI Testing. An automated testing technology where tests use computer
vision to provide mouse and keyboard events to the SUT and verify its behaviour
by analysing its visual output.
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1
Introduction

The goal of software testing is to assure software quality [42, pp. 35] [11, pp. 27] and
reveal defects [11, pp. 27]. However, it takes time and money to create and maintain tests
and software quality is often traded-off with projects’ test phases cut short [21]. This
indicates a potential for improvement, where every technique that would make testing
more efficient implies savings or improvements to software quality.

Numerous techniques and tools for test automation have emerged. Unit testing helps
verify that low level components of a software system conform to their specifications [38]
and integration testing helps verify that components function together [34]. Testing
that involves graphical user interfaces (GUIs) has been more troublesome [32], where
the challenges are: to locate buttons on the screen, respect the latency between a user
action and the GUI’s response, perceive changes on the screen and to compare them to
the expected outcome. One proposed technique to match this challenge is Visual GUI
Testing (VGT) [1]. In VGT, images of GUI components are stored as part of the test
case (TC). A VGT testing tool uses such images and image recognition to drive the
testing process and judge the test outcome. The tool can typically click elements in the
SUT’s GUI and give keyboard input and it can evaluate assertions about the contents of
the SUT’s GUI. A common problem with this approach is that VGT TC development
and maintenance is costly.

Embedded systems are application-specific, dedicated to a specific task and run in a
specific environment [29]. When it comes to testing of embedded systems, it is crucial to
consider their non-standard input/output interfaces [29]. Testing of embedded systems
may require access to the SUT by means of aforementioned interfaces, which can be
difficult for generic testing tools available on the market. On the other hand, VGT
can increase test coverage of automated testing, since it opens up for automated testing
through the visual interface. To the author’s best knowledge, there is no support for the
applicability of VGT for testing of embedded systems in the current academic body of
knowledge.
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1.1. PURPOSE CHAPTER 1. INTRODUCTION

1.1 Purpose

The purpose of this study was to evaluate the applicability of VGT in an embedded
software development context. The study was conducted with focus on: the usability of
the solution, ease of TC development and maintenance. These were the study’s research
questions:

• RQ1: To what degree is VGT applicable for embedded systems in industrial prac-
tice?

• RQ2: What are the development costs associated with VGT TCs for embedded
system environments in industrial practice?

• RQ3: What are the maintenance costs associated with VGT TCs for embedded
system environments in industrial practice?

This report presents this study’s methodology, background, each of its phases, a
synthesis of the results of the phases, an analysis of the validity threats and finally the
conclusions regarding the research questions.

1.2 Scope

Not all embedded systems feature a GUI. Since VGT is a technology that interacts with
the SUT’s GUI, this thesis focuses on embedded systems that have a GUI.
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2
Background

This chapter describes the background of this study. The first section reports on pre-
vious work and existing literature on the topics of automated testing, GUI testing and
embedded systems. The second section gives a background about the company where
this thesis has been carried out.

2.1 Automated testing

The concept of automated testing has been covered broadly in literature. Meyer et al.
distinguish seven items that can be automated [33]:

1. Test management and execution

2. Failure recovery

3. Regression testing

4. Script-driven GUI testing

5. Test case minimization

6. Test case generation

7. Test oracle generation.

Meyer et al. propose a testing framework that automates steps 1-3 as well as 5-7, but
not step 4 [33]. The authors point out that most literature on the topic considers steps
1-3 as automated testing. They also observe that in order to enable for future regression
testing of a SUT, it is important for the framework to keep record of test scenarios that
produce failures.

Boyapati et al. present a framework for automated testing of Java programs [9]. The
authors focus on automated TC generation and execusion based on formal specifications.

3



2.1. AUTOMATED TESTING CHAPTER 2. BACKGROUND

The authors show that generating TCs from Java predicates is feasible even when the
numer of TCs possible to generate is large.

2.1.1 GUI testing

Even though most automated testing tools described in literature seem to drive the
testing process programatically, the concept of automated GUI testing is not new to
academia. Alégroth divides automated GUI testing into three generations [2]:

• First generation: Coordinate-based GUI testing [22]

• Second generation: Widget-based GUI testing [41]

• Third generation: Visual GUI Testing (VGT). [1]

In coordinate-based techniques (first generation) test scripts consist of a user’s recorded
interaction with the SUT such as keystrokes and mouse clicks. The user’s actions can
then be replayed, which emulates user interaction with the SUT.

The second generation approach to GUI testing as described by Sjösten-Andersson
and Pareto is to have the test scripts interact directly with the code of the GUI elements
of the SUT [41]. Callback functions are called in order to stimulate the GUI and check
its state.

The latest generation according to Alégroth is visual GUI testing (VGT) [1], where
the contents of the screen is analysed with image recognition technology. Key elements
of the GUI, such as buttons and text fields, are localised and the testing tool interacts
with these in order to drive the application. The state of the GUI is then compared to
the expected output with image comparison algorithms.

Two examples of VGT tools are eggPlant Functional [18] and JAutomate [27]. Both
tools feature their own scripting languages in which the tester can define his/her test
cases. Both tools are proprietary software. At least one study evaluated the applica-
bility of eggPlant Functional as a potential candidate to transition manual TCs to in
an industrial context [3]. The study found the tool to be mature and suitable for the
purpose. It also found, however, that the tool is expensive and that its scripting lan-
guage has a steep learning curve and that it does not offer the modularity required for
the testing purposes. Alégroth et al. present a study where they compare JAutomate to
an open-source VGT tool Sikuli [13] and a commercial tool whose name the authors did
not disclose [5]. The study found that JAutomate has the following advantages:

• it is platform independent

• it has record functionality

• it offers manual and semi-automated test step execution

• it has multiple image recognition algorithms

• it has images within the scripts
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2.1. AUTOMATED TESTING CHAPTER 2. BACKGROUND

• it offers comprehensive failure mitigation

• it has test suite support

• it is backward-compatible.

One drawback that the study identified with JAutomate is that it does not offer support
for remote connections to the SUT.

As for Sikuli, at least two experiments have been conducted that tested Sikuli for
VGT in an industrial context [3, 8]. Both experiments indicate that VGT is a suitable
candidate for automated GUI testing in an industrial context, but they also both report
the need of further research on maintenance costs of automated test suites. Alégroth
et al. also report on the high effort needed for translation of manual TCs to VGT TCs and
also suggest that a technique to verify the correctness of VGT TCs better than manual
verification may be required [3]. This thesis provides valuable input to the above topics
in form of:

• guidelines for a TC maintenance process, in which part is verification of TC cor-
rectness

• measurements of VGT TC maintenance costs

• measurements of VGT TC development costs.

2.1.2 Embedded systems

Karmore and Mabajan list four characteristics in which embedded systems differ from
general-purpose systems: embedded, interaction, development practice and timeliness [29].
According to the authors, embedded means that the system is application-specific, ded-
icated to a specific task and runs in a specific environment. Interaction is about com-
munication between tasks run within the system and about their access and priority to
the shared resources. Development practice can differ for embedded systems because of
their specific interfaces and requirements on specific supporting platforms and tools for
development. Finally, timeliness are time constraints that embedded systems may have
to meet.

Emerson argues that embedded systems differ from general-purpose systems in that
their hardware must often operate under special constraints regarding: limited architec-
ture, limited cost, power consumption, processor speed and memory size [19].

Qian and Zheng propose a process for testing of embedded systems [36]. They point
out that it is important to test throughout the whole development process and they
propose test methodologies for the: requirement specification, design and coding phases.
They distinguish host-based testing and target-based testing and encourage usage of
both based on the stage of the development process. For instance, the authors suggest
static code analysis as one way to host-based-test code and modeling as a way to host-
based-test software design. They also suggest unit testing as a way to host-based-test
code.

5



2.2. EMBEDDED SYSTEMS AT THE COMPANY CHAPTER 2. BACKGROUND

Emerson presents 7 tools for embedded systems that allow the tester to design, sim-
ulate, analyse and verify embedded systems [19]. The presented tools are: Generic
Modeling Environment [15], Giotto [24], HyTech [23], Metropolis [7], Mocha [4], PO-
LIS [6], and Ptolemy II [10]. These tools typically aid host-based embedded systems
testing, using Qian and Zheng’s nomenclature.

As for target-based testing, Kovacevic et al. present a framework for automatic test-
ing of set-top boxes [30]. The framework can control: power switch devices, stream
modulators and a remote control emulator connected to the SUT, which is how it stim-
ulates the SUT. In order to evaluate test outcome, the framework captures the SUT’s
video and sound output and analyses their quality. It also recognises text presented by
the SUT and can compare pictures output by the SUT. Karmore and Mabajan present
two scenarios of target-based embedded system testing [29]. In both cases the SUT
presented an interface towards a host system from which the test was driven. In the
first scenario the SUT was stimulated manually through a debugging tool. In the second
scenario the tool used by the authors could run the test automatically. Chakrabarty and
Cheng present built-in self-tests in embedded systems [12, 14]. Legourski et al. present a
testing system that could verify embedded systems created by students in an embedded
systems course [31]. The tool can be connected to the target system and verify that it
behaves as specified. The tool features a language in which the expected behaviour of
the target system could be specified. Zainzinger presents a similar tool able to interpret
test scripts written in C and execute them on a target system, provided that the target
system implements an interface to the host system from which the testing process is
driven [45].

Despite the effort put in examining the existing literature on the topic, the author of
this report has been unable to find any studies that evaluate the applicability of VGT
to testing of embedded systems.

2.2 Embedded systems at the Company

This thesis has been carried out at a Gothernburg-based company that operates in the
automotive industry (referred to as ”the Company”). The Company produces software
for development and running Human Machine Interfaces (HMIs) for cars. An HMI in
this context is a system that supports its user’s interaction with his/her car and its
subsystems.

As shown in Figure 2.1, a typical HMI provides the following I/O interface:

• visual (visual output and touch screen event input)

• hardware controls (physical buttons and rotary controls)

• functional units (FUs) – a generic interface to a car’s subsystems.

Figure 2.2 shows how HMIs are typically deployed in a car. An HMI is a specification
of possible I/O, GUI transitions and logic in the system and is run by a program called
the Engine. The Engine takes input, processes data and renders the GUI and other

6



2.2. EMBEDDED SYSTEMS AT THE COMPANY CHAPTER 2. BACKGROUND

Figure 2.1: An HMI’s possible I/O interface

output according to the HMI’s specification. The Company has developed the Editor
– an integrated development environment (IDE) for HMIs – and ”fusdk” – a C++ and
Python library that is the layer of communication of a car’s physical subsystems with
the HMI.

Figure 2.2: A typical deployment of an HMI in a car

The Company tests HMIs manually, where the tester stimulates the HMI and verifies
the output. The Company also uses an in-house-developed automated testing framework,
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2.2. EMBEDDED SYSTEMS AT THE COMPANY CHAPTER 2. BACKGROUND

where the stimulation and verification are defined in a test script that is executed by the
framework. The testing framework is based on Robot Framework [37]. It can stimulate
the SUT through the hardware-controls and FU interfaces and can capture screenshots of
the SUT’s GUI and do exact image comparisons to oracle images, but it cannot provide
the SUT with input through the visual interface, so the framework does not support
VGT.

The Company desires the following features in a testing framework, based on the
problems recognised with their current testing practices:

• It is necessary to test the SUTs through the visual interface, since this interface
is important in interaction with the end-user. Visual testing is currently done
manually, which the employees judge as error-prone, because it happens that testers
miss errors presented by the SUT’s GUI that are important to correct before the
product is released to a customer. Hence, there is a demand at the Company for
a tool that would enable automated visual testing of embedded systems.

• It should be possible to test other interfaces than solely the visual.

• The employees found it difficult to get started with the current testing framework
and also desired a way to develop new TCs quickly, so there is potential for making
the testing process easier and faster.

• It is desirable for tests to be easy to reuse and maintain.

• Informative reports should be produced from test runs.

8



3
Methodology

This section presents the methodology of the study. As pictured in Figure 3.1, this was
a multi-phase study with a prestudy, development of a testing framework and experi-
ments that compared two frameworks. The Company is seen as an instance of industrial
practice with respect to this study’s research questions. The prestudy was done in order
to acquire context information about VGT’s applicability in the context of embedded
systems at the Company. This information was then used to develop a new VGT frame-
work. The new framework was then compared to Sikuli in the experiments. During
the experiments TC development and maintenance cost metrics were collected as well
as qualitative observations noted. The information from all the study phases was then
analysed, synthesised and conclusions drawn and presented in this report.

Figure 3.1: The steps carried out within this study.

9



CHAPTER 3. METHODOLOGY

Each of the phases of this study as pictured in Figure 3.1 was conducted by two
students with a similar educational background of nearly completed five-years graduate
studies in computer science. According to Höst et al., under certain conditions, software
engineering students may be used in empirical studies instead of professional software
developers [26]. One of the subjects had more working experimence than the other;
about seven years as compared to the other subject’s one year.

10



4
Prestudy

This chapter describes the phase methodology and results of the prestudy that was
carried in this thesis.

4.1 Phase methodology

A prestudy has been conducted to acquire context information about VGT’s applicability
in the context of embedded systems at the Company. This section explains how this
prestudy was conducted.

The prestudy was designed as a case study with Yin’s framework for case study
design [44, chapter 2], which requires the definition of:

• The study’s questions,

• its propositions, if any, or otherwise its purpose in case of exploratory case studies,

• its unit(s) of analysis,

• the logic that links the data to the propositions, and

• the criteria for how the findings will be interpreted.

Since the case study was exploratory in its nature, its purpose along with success
criteria were stated instead of propositions.

The case study is presented in the form of a case study protocol as described by
Yin [44, pp. 79-90], which consists of:

• overview of the case study project,

• field procedures,

• case study questions and

11



4.2. RESULTS CHAPTER 4. PRESTUDY

• guide for the case study report.

The reminder of this section follows this outline.

4.1.1 Overview of the case study project

This case study was conducted in order to investigate the applicability of a VGT tool
for testing of embedded systems at the Company. Because of the resource constraints
of this study, Sikuli was investigated as it was the only open-source VGT tool that this
study has identified. The cases evaluated were two HMIs available at the Company and
the unit of analysis was the applicability of Sikuli to testing of those systems.

4.1.2 Case study questions

The case study question was:

• What technical and process related practices should be used to apply VGT in the
context of embedded systems in industrial practice?

4.1.3 Field procedures

An interview was conducted with two HMI developers in order to find out about:

• the testing tools and practices at the Company

• VGT’s applicability to testing of the Company’s embedded systems

• the expectations on a tool for testing of the Company’s HMIs.

The questions asked during the interview can be found in Appendix A. The interview
was conducted by the subjects described in section 3.

The functionality offered by Sikuli [40], especially in the context of testing of HMIs,
was investigated during half a working day. Two simple TCs were implemented for one of
the company’s HMIs. The TCs were implemented by the subjects described in section 3.

4.1.4 Guide for the case study report

Any observations related to the research questions were noted down and the notes anal-
ysed using document analysis [20]. The results of this analysis are reported in section
4.2.

4.2 Results

This section presents the results of the prestudy. First, the results of the interview are
presented. Then the findings about Sikuli and its applicability for testing of embedded
systems at the Company are presented. Table 4.1 in the end of this section summarises
the results of the prestudy.

12



4.2. RESULTS CHAPTER 4. PRESTUDY

4.2.1 Interview with the company’s employees

This section presents the results of the interview conducted with the Company’s em-
ployees.

Testing at the company

The Company applies manual testing in connection to HMI development, which is con-
sidered good for testing of functional parts of the SUTs, but unsatisfying for the visual
aspects of SUTs, as it is difficult for the naked eye to discover deviations from the
expected graphical output when the differences are small. The Engine renders GUIs
differently each time and the Company wants to be able to control that variation. VGT
may be a good alternative to achieve that.

In one project real hardware FUs were stimulated that in turn interacted with the
HMI in order to tested it. This however meant that a higher level of abstraction of the
SUT was used, hence abstracting away the important details of the HMI-FU commu-
nication. This also introduced an additional source of errors into the testing, because
errors could also occur due to errors in the FU implementation.

In another project a scriptable FU Simulator was used, where the HMI could be
stimulated through the FU interface from a script. The setup sped up testing, but it
only supported the FU interface to the HMI and required much human interaction to
drive the tests and verify their outcome. It was perceived convenient, however, to be
able to encapsulate multiple steps of FU-HMI communication in callable functions. On
the other hand, it was noted that as HMIs increased in complexity, it became difficult
and time-consuming to write and maintain FU-simulator scripts.

Old testing framework The existing testing framework has been used in one project,
but the interviewees have not used it because of the steep learning curve. Moreover, it
was found inconvenient that the framework used two languages (Python and Robot-
Framework’s own). Finally, it was percieved as a drawback that the existing testing
framework could not drive tests through the visual interface. Instead, it could drive
tests through the FU and hardware control interfaces and do assertions on output from
the FU interface. It could capture images, but they could only be compared manually
with an external program.

Expectations on a testing framework

Regression testing was the main expected usage for an automated testing framework,
with mainly small TCs that should be possible to run quickly. TC development should
be as simple and quick as possible. The testing framework should support the whole
HMI I/O interface (see Figure 2.1). Two components of HMI testing were listed; the
functional and the visual and it was stressed that both components should be tested.

The following features were perceived desirable in a testing framework:

• the ability to verify GUI transitions and animations
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• arbitrary-shape masks that would make it possible to test one part of the screen
at a time

• the ability to extract screenshots from test outcomes for communication with stake-
holders.

4.2.2 Sikuli

Sikuli uses visual technology to automate and test GUIs using screenshot images [40].
It features an IDE and interpreter of Sikuli Script – a Jython-based scripting language.
The language is extended with functions for interaction with GUIs such as:

• click() - find and click an image

• dragDrop() - perform a drag-and-drop between the two images

• find() - find an image

• type() - type text.

Sikuli provides a feature that helps capture reference images. When activated, Sikuli
is minimised and waiting for the user to mark the area that should become the new
reference image as shown in Figure 4.1.

Figure 4.1: Sikuli in a minimised state waiting for the user to mark the area that should
be used as a reference image.

Sikuli does not provide any way to structure test scripts. In order to enable for
modularisation of test scripts, Jython’s native unittest library was applied for the purpose
of this study. Likewise, Sikuli’s reporting capabilities were judged poor (e.g., Figure 4.2).
In order to increase its usability for testing, HTMLTestRunner – an extension library to
unittest that provides simple html reporting [25] – was used for the purpose of this study.
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Figure 4.3 presents an example Sikuli test run report generated with HTMLTestRunner.
Figure 4.4 presents a typical test bench set up for Sikuli as used in this study. Since the
tool does not support the Python library ctypes that fusdk depends upon, it could not
be used directly to set up the test fixture. Therefore in this study a system call was used
to invoke a Python script that did the setup.

Figure 4.2: An example log of a successful Sikuli script run.

When it comes to supported interfaces, Sikuli can analyse the screen content, control
the mouse and keyboard and execute Jython code. Since it cannot use fusdk, Sikuli
cannot access the FU, nor the hardware controls interfaces on a code basis. For access to
the hardware controls interface, however, a built-in feature called faceplate was activated
in the SUT. This feature adds a component to the HMI’s GUI that simulates hardware
controls. Sikuli was able to interact with that GUI component and hence simulate
hardware control events to the SUT. It was judged important to be able to test the
FU-HMI interface for a good test coverage, but for meaningful testing it was enough to
access the hardware controls interface and the visual interface.

Conclusion Description Interview Sikuli tests

CS1 Requirement: Manul testing works well
for functional parts of the SUTs, but is in-
sufficient for the visual interface due to the
limitations of human vision. The Company
wants to control the image rendering vari-
ations. VGT may be a good alternative to
achieve that.

X X

CS2 Requirement: The FU-HMI interface
must be tested. Using real FUs obscures the
communication on that interface and intro-
duces a new source of errors.

X X
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CS3 To be able to script the behaviour of FUs
helped raise the level of abstraction of the
HMI-FU communication, especially when
setting up the HMI to its initial state.

X

CS4 Development and maintenance of FU Simu-
lator scripts becomes difficult with increas-
ing complexity of the SUT.

X

CS5 The steep learning curve of a testing frame-
work hampered the desire to learn how to
use it.

X

CS6 Requirement: One scripting language
should be used.

X

CS7 Requirement: The framework should help
create and run small test cases quickly.

X

CS8 Requirement: The framework should sup-
port the full I/O interface of the HMIs.

X X

CS9 Requirement: The framework should sup-
port comparing custom areas of the GUI.

X X

CS10 Requirement: The framework should to
be able to export screenshots from test out-
comes.

X

CS11 For the Company’s SUTs meaningful tests
can be created that only test the hardware
controls interface and the visual interface.
For a satisfactory level of test coverage, how-
ever, the FU interface should also be tested.

X X

CS12 Sikuli can analyse the content of the screen,
simulate mouse and keyboard events and ex-
ecute Jython code. Sikuli cannot natively
access the SUTs’ hardware controls inter-
face, but this interface can be simulated by
items added to the HMI’s GUI, which Sikuli
can access.

X

CS13 Sikuli lacks a way of grouping of test cases
and features poor reporting on test run re-
sults. This result is tool-dependent and has
been shown for Sikuli.

X
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CS14 Sikuli does not support communication with
FUs, nor input through hardware controls.
This result is tool-dependent and has been
shown for Sikuli.

X

CS15 Reference images in Sikuli are obtained in
SUT run-time through region captures from
Sikuli.

X

Table 4.1: A summary of the results of the prestudy. The results with an ’X’ in the
Interview column stem from the interview and the resluts with an ’X’ in the Sikuli tests col-
umn stem from the Sikuli tests. The results with the Requirement label are requirements
expressed by the interviewees.
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Figure 4.3: An example Sikuli test run report generated with HTMLTestRunner.
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Figure 4.4: A typical test bench set up as used in this study; with Sikuli, unittest and the
HTMLTestRunner.
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5
Development of a testing

framework

Since Sikuli was not able to communicate with the SUT through the FU interface (CS14),
which is an important interface to test (CS11), a new testing framework was developed.
This section presents the resulting framework. The text is divided into four parts:
the framework’s key features, design, implemented TC development process and TC
maintenance process. Table 5.2 at the end of this section presents its summary.

5.1 Key features

Table 5.1 presents the key features implemented in NF. Each of the feature is then
discussed in detail in the following sections.

Feature1 A process for TC development

Feature2 A way to structure TCs

Feature3 Support for full HMI I/O interface

Feature4 Support for external image comparators

Feature5 Test run reports

Feature6 A process for TC maintenance

Table 5.1: The key features implemented in NF.
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A process for TC development

In order to help the tester get started writing TCs, NF can generate a test fixture and
an example TC for a given SUT. In order to generate these artefacts, NF needs:

• the location of the Engine

• the location of the HMI

• a description of the SUT’s I/O interface.

The first item is the path to where the user has installed the Engine. The last two items
are typically output from the Editor in form of the file that the Engine should run and
a set of files that contain headers for functions that can be called by the SUT and the
FUs. Provided with the required items, NF can generate the following files:

• engine.py - controls the Engine

• fixture.py - controls the test fixture – the Engine along with its peripherals (FUs)

• start hmi.py - starts the Engine, HMI and its peripherals

• runner.py - runs test suites

• extest.py - ready-to-run example test suite

The generated example TC contains examples of SUT stimuli and assertions and is
runnable as is, so one way to get started with TC development is to copy-paste and
modify the example TC’s code.

A way to structure TCs

NF can run Python’s unittest TCs. The unittest library therefore provides a way for the
tester to structure his/her NF TCs. Moreover, example TCs generated by NF follow the
unittest standard in order to provide structure among TCs.

Support for full HMI I/O interface

The tester can write NF TCs that reach the full HMI I/O interface (presented in Fig-
ure 2.1). For the visual interface the framework supports VGT. It can match images
either exactly or do ”fuzzy” comparisons with customisable tolerance.

Support for external image comparators

In order to make the testing framework sensitive to the exact type of image differences,
NF supports usage of external image comparators as long as they conform to the provided
API.
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Figure 5.1: A typical report produced by NF.

Test run reports

In order to provide the tester with information about the failing TCs, the framework
produces test run reports as exemplified in Figure 5.1. The report contains expandable
sections, one for each test case. Each section presents the stdout, any exceptions raised
during the execution and the image comparisons as shown in Figure 5.2. For each
comparison the expected, actual and difference images are presented, as well as the
similarity. Actual image is the part of the SUT’s GUI that NF judged as most similar to
the expected image. Any missing images will be reported as shown in Figure 5.3. The
reports are self-contained HTML pages, i.e. they only need a browser to be displayed.

A process for TC maintenance

NF features a TC maintenance process that is meant to be as fast as possible. The
maintenance workflow depends on why the test is failing. For increased visibility the
framework raises an exception for each TC that fails and presents it in the report along
with a stacktrace. Such exceptions need to be traced and resolved.

For missing reference images (e.g., Figure 5.3) the framework reports a special type
of exception, saves the actual image and displays it in the report. If the actual image
looks correct, the tester should copy-paste it to the reference image directory for future
test runs. This step was kept manual in order to keep the test run reports dependent
only on a web browser in order to assure portability of the reports. If this step was
to be automated, a program would need to be running that could copy-paste the new
reference image automatically.
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Figure 5.2: The details about a failed test as presented by NF.

For test runs where the framework reports a significant image difference there are
several solutions. If the difference was unexpected, maintenance is required for the SUT.
It could also be that the image comparison algorithms were too sensitive to differences
that are of no interest for the test, in which case the tester can use fuzzy instead of
exact image comparison or tune the comparator’s sensitivity if fuzzy image comparison
is already being used. Another option is to implement and use an own image comparison
algorithm.

Finally, a test may fail because of an outdated reference image after a SUT update.
In that case, the maintenance required is similar to that of a missing reference image;
the actual image needs to be copied from the last run directory to the reference image
directory.

5.2 Design

Figure 5.4 presents an overview of NF’s internal subsystems and its usage of 3rd party
software. Generator is a module that has been built for the purpose of this study that
uses its templates and information about the SUT provided by the tester to generate a
test bench as explained in section 5.1. The test bench files are generated with python’s
string.Template functionality [35] based on the following template files:

• a template file with functions to manage the Engine (start, stop)
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Figure 5.3: A missing reference image as reported by NF.

• a template file with functions to control the test fixture (start, stop, set up)

• a template file with functions to start the HMI, Engine and its peripherals

• a template file with a function to start a unittest TC

• a template file that defines a typical unittest TC.

Figure 5.5 shows the design of a generated test bench. The core of NF is unittest –
Python’s native unit test library. NF extends this library with better logging support and
VGT functionality. NF tests are run by Nose – an open-source unittest test runner. A
Nose plugin, nose html, has been developed for extended reporting capabilities. Python
Imaging Library, PIL, is used for managing images. Numpy is used for linear-algebraic
image comparison computations. OpenCV is used for VGT capabilities, e.g. to find
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Figure 5.4: An overview of NF’s subsystems and its usage of 3rd party software

images in images. It is also used in the default image comparator to find the similarity
of two compared images. Finally, fusdk is used for communication with FUs. This is
visualised in Figure 5.4 and Figure 5.5.

Conclusion Description

NF1 NF can generate an example test suite and scripts that control the test
fixture and the Engine, and start the HMI and tests.

NF2 NF supports the full I/O interface of an HMI.

NF3 NF’s default image comparator has adjustable sensitivity. NF also
allows the usage of external image comparators.

NF4 NF’s test run reports present the stdout, exceptions raised and image
comparisons conducted during test runs. For image comparisons the
expected, actual and difference images and the similarity are presented.
The reports need only a web browser to be displayed.
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NF5 After each test run NF saves the actual images in a specific directory,
so they can be directly used as oracles in future test runs.

NF6 NF extends Python’s library unittest with better logging support and
VGT. TCs are run by the test runner Nose extended with a plugin for
producing HTML test run reports.

NF7 NF uses Python Imaging Library, PIL, to manage images and
Numpy for optimised linear-algebraic image comparison computations.
OpenCV is used for VGT capabilities.

NF8 NF uses fusdk for communication with FUs and the Engine.

NF9 NF’s TC maintanance process is to trace and resolve the exceptions
raised during TC execution. NF raises and presents specific exceptions
for missing reference images and actual images that differ significantly
from expected images. For missing reference images the maintenance
process is to copy-paste the images from the last run directory to the
TC directory. Significantly different actual and expected images could
be a result of a bug in the SUT, in which case SUT maintenance is
necessary. It could also be a result of a valid change in the SUT,
in which case the new reference image needs to be copied from the
last run directory. Finally, it could be a result of too sensitive image
comparison algorithms, in which case their sensitivity can be decreased
or an external image comparator can be used that is more suitable for
the type of image differences in context.

Table 5.2: A summary about the resulting framework.
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Figure 5.5: An overview of a test bench generated by NF
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6
Experiments

This chapter presents the phase methodology, the results and analysis of the experiments
conducted in this thesis.

6.1 Phase methodology

In order to answer RQ2 and RQ3, two experiments were set up, one for each research
question, where two testing frameworks were compared:

• NF (described in section 5)

• Sikuli extended with unittest and better reporting capabilities (described in sec-
tion 4.2.2).

This section describes how the experiments were conducted and their results anal-
ysed.

TC development

The TC-development experiment was to show whether the choice of the testing frame-
work can lower the costs of TC development. A randomised paired comparison design [28,
section 5.3.2] was used. Using Wohlin et al.’s nomenclature [43, pp. 74-76], the experi-
mental objects were 40 TCs that the experimental subjects defined in natural language
according to a template (Appendix B) with the goal to make them as representative as
possible for typical TCs at the Company with respect to TC size and complexity and
type of stimuli and assertions. The TCs were written for a commercial HMI. In order
to assure the desired representativeness of the TCs, the subjects defined them based on
their knowledge about the SUT and about typical TCs at the Company. The subjects
acquired information about the SUT through qualitative analysis of its requirements
specification and they acquired information about the Company’s typical TCs through
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qualitative analysis of a test suite for the SUT written for the old framework and through
observations of the Company’s manual testing process. The TCs were chosen to cover
all typical interfaces to an HMI (described in section 2.2) except for the FU interface
which Sikuli could not connect to (CS14). The defined test suite’s representativeness was
validated by the Company’s employees. The dependent variable was the time it takes
to implement one TC in a testing framework. The studied factor was the choice of the
testing framework that the TC was to be implemented in and the applied treatments of
the factor were NF and Sikuli.

The two compared frameworks had two main differentiators:

• NF’s test run reports present more information (NF4) than Sikuli’s (CS13)

• Sikuli has a different process for obtaining reference images (CS15) than NF has
(NF5, NF9).

In order to provide input to RQ2, the following null hypothesis was used:

• HC0 : There is no statistically significant difference between NF’s and Sikuli’s
development times of TCs for embedded systems.

Depending on the outcome of the evaluation of HC0 this study would provide support
whether or not the aforementioned differentiators between NF and Sikuli have an in-
fluence on VGT TC development times. Development time is seen as a metric for
development cost here.

The two subjects described in section 3 were used as experimental subjects. As
mentioned in section 3, one of the subjects (Subject 1) had more working experience
than the other. In order to minimise the effect of this pontential undesired variation,
both subjects implemented the same number of TCs and applied both treatments to the
same extent.

Each TC was implemented once in Sikuli and once in NF. Which TC would be imple-
mented by which subject using which framework was randomised. The implementation
times were taken from the moment the subject started to implement the TC until it was
implemented according to the template and was passing when run. This design meant
that each TC generated a pair of data points; one for Sikuli and one for NF.

Another approach for the TC development experiment would have been to let each
subject implement each TC twice in each framework, but this was not wanted in order
not to introduce the bias where the subject gets familiar with one implementation of the
TC before implementing it again in the other framework.

TC maintenance

The TC-maintenance experiment was to show whether the choice of the testing frame-
work can lower the costs of TC maintenance. A simple randomised design [28, section
5.3.1] was used. Using Wohlin et al.’s nomenclature [43, pp. 74-76], the experimental
objects were TC updates necessary to carry out after migrations to newer versions of
the SUT. The dependent variable measured in this experiment was the time it takes to
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maintain one TC in a testing framework, measured from a failing state to a passing state.
The studied factor was the choice of the testing framework to maintain the TC in and
the applied treatments of the factor were NF and Sikuli. The same subjects conducted
the experiment as in the case of the TC development experiment.

In order to provide input to RQ3, the following null hypothesis was used:

• HM0 : There is no statistically significant difference between NF’s and Sikuli’s
maintenance times of TCs for embedded systems.

Similar to HC0 , the outcome of the evaluation of HM0 would provide support for whether
or not the differentiators between NF and Sikuli (listed in section 6.1) have an influence
on VGT TC maintenance times. Similarly, maintenance time is seen as a metric for
maintenance cost in this study.

The 80 TC implementations from the previous experiment and an initial version of
the SUT were used as starting point. Next, the SUT was updated to a next version and
the TCs were ran. If any of the TCs failed, a simple root-cause analysis was done. If
the TC failed due to changed SUT behaviour such as:

• an element appeared or disappeared from the SUT’s GUI

• the SUT entered a different state (e.g. presented a different GUI) as a result of a
stimulus or stopped reacting to the stimulus

• an element in the SUT’s GUI changed significantly,

the subject whose TC failed carried out maintenance on it in the framework where the
TC failed. The maintenance carried out was to update the reference image or to update
the TC code. The above definition of changed SUT behaviour means that maintenance
moments due to small differences in how the Engine rendered the HMI were disregarded
with respect to the data collection process. This choice was done in order to mimic the
practice at the Company where a certain degree of variation was allowed for how the
HMI was rendered.

Ideally TCs should be tracable to the requirement specification document, but since
the TCs used in the experiments were only based on the SUT’s requirement specification
document and not an exact subset of the requirements from the requirement specification
document, not necessarily all TCs could have been traced back to exact requirements.
For this reason the data collection process was made error-driven rather than requirement
change-driven.

Once maintenance was carried out on a TC, the SUT was updated to a next release
and the process continued until 12 SUT updates have been carried out. Each time a
TC was updated, it became the new baseline for the experiment, i.e. the subsequent
versions of the SUT were always run on the most recent version of the TC. This choice
was made in order to follow the industrial practice. Data about the type of defects
found by the respective framework was recorded throughout the experiment and on a
high level compared to the type of defects found by manual testing and testing with
the Old Framework. This comparison was done by the experimental subjects and cross-
checked with employees at the Company.
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Data analysis

The two experiments generated a total of four data samples. The Shapiro-Wilk normality
test [39] with a significance level α = 0.05 was applied to each sample to check whether
parametric or non-parametric tests should be used for data analysis. For each of the
four samples the following null hypothesis was used:

• Hs normality0: The sample s comes from a normally distributed population.

As explained in section 6.1, the data obtained from the TC-development experiment
came in pairs – one data point for NF and one for Sikuli. Therefore, a matched-pairs test
was used for analysing the data; paired T-test [17] for data from a normally distributed
population and Wilcoxon Matched-pairs Signed-ranks test [28, pp. 328-330] otherwise.

Since the data obtained from the TC-maintenance experiment did not necessarily
come in pairs, matched-pairs tests could not be used in that experiment. Hence, the
T-test [16] was used for data from a normally-distributed population and the Mann-
Whitney U-test [28, pp. 324-326] was used otherwise. A significance level of α = 0.05
was used for analysing the data from both experiments.

6.2 Results

This section presents the results of both experiments along with an analysis of the results.
Table 6.3 in the end of this section summarises the results of the experiments.

6.2.1 TC development

Table 6.1 presents the times it took each person to develop each TC in respective tool.

Test Case Subject 1 Subject 2

Framework Time Framework Time

TC1 NF 6:30 Sikuli 15:22

TC2 NF 9:24 Sikuli 6:04

TC3 NF 5:12 Sikuli 3:36

TC4 Sikuli 6:06 NF 11:19

TC5 Sikuli 11:00 NF 11:17

TC6 NF 10:00 Sikuli 10:27

TC7 Sikuli 17:30 NF 11:20

TC8 NF 3:36 Sikuli 5:48

TC9 Sikuli 6:30 NF 2:35

TC10 NF 5:30 Sikuli 3:09

TC11 NF 8:00 Sikuli 6:04
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Test Case Subject 1 Subject 2

Framework Time Framework Time

TC12 NF 5:45 Sikuli 1:57

TC13 NF 2:15 Sikuli 2:28

TC14 NF 5:45 Sikuli 2:22

TC15 NF 5:48 Sikuli 3:07

TC16 Sikuli 8:18 NF 6:58

TC17 Sikuli 5:24 NF 3:58

TC18 Sikuli 9:12 NF 3:32

TC19 NF 4:30 Sikuli 2:54

TC20 Sikuli 4:36 NF 3:48

TC21 NF 6:24 Sikuli 5:06

TC22 Sikuli 12:00 NF 18:36

TC23 Sikuli 10:00 NF 7:40

TC24 Sikuli 9:30 NF 6:06

TC25 NF 2:36 Sikuli 9:15

TC26 NF 3:00 Sikuli 3:23

TC27 NF 6:48 Sikuli 4:50

TC28 Sikuli 13:12 NF 5:58

TC29 Sikuli 7:24 NF 4:15

TC30 NF 8:00 Sikuli 5:42

TC31 Sikuli 5:36 NF 6:22

TC32 Sikuli 7:12 NF 3:10

TC33 NF 9:30 Sikuli 3:18

TC34 Sikuli 6:00 NF 4:00

TC35 Sikuli 6:12 NF 4:11

TC36 NF 4:00 Sikuli 5:47

TC37 Sikuli 5:00 NF 3:35

TC38 Sikuli 5:30 NF 4:20

TC39 Sikuli 4:48 NF 2:30

TC40 NF 4:12 Sikuli 2:30

Table 6.1: The results of the TC-development experiment. Subject is the subject who
carried out the implementation, Framework is the framework used and Time is the time the
implementation took.
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Analysis

Figure 6.1 shows the boxplots of the data points for NF and Sikuli. The boxplots indicate
that both samples contain one outlier each:

• TC22 for NF by Subject 2 (1116s)

• TC7 for Sikuli by Subject 1 (1050s).
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Figure 6.1: Boxplots of the TC-development experiment data samples for NF and Sikuli.
The unit is TC development time in seconds.

These outliers and their corresponding paired data points are removed, which leads
to the boxplots presented in Figure 6.2. As seen in this figure, the NF data sample now
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has one more outlier and the Sikuli data sample now has two outliers:

• TC4 for NF by Subject 2 (679s)

• TC1 for Sikuli by Subject 2 (922s)

• TC28 for Sikuli by Subject 1 (792s).
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Figure 6.2: Boxplots of the TC-development data samples for NF and Sikuli, after the
first paired removal of outliers. The unit is TC development time in seconds.

These outliers and their corresponding paired data points are removed, which leads
to the boxplots presented in Figure 6.3. These boxplots don’t show any outliers, but
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may be considered skewed, positively for the NF data sample and negatively for the
Sikuli data sample. The Shapiro-Wilk test applied to these data samples returned the
following p-values:

• 0.0001087 for SNF and 0.001775 for SSikuli

• 0.01525 for SNF p1 and 0.008515 for SSikuli p1

• 0.04027 for SNF p2 and 0.07491 for SSikuli p2,

where SNF is the original NF sample, SSikuli is the original Sikuli sample, SNF p1 is SNF

after the first paired removal of outliers, SNF p2 is SNF p1 after the second paired removal
of outliers and likewise for SSikuli p1 and SSikuli p2. The values show that, at a 95%
confidence interval, the null hypothesis that SSikuli p2 comes from a normal distribution
cannot be rejected, but for SNF p2 such a null hypothesis must be rejected, which means
that there is statistical evidence that SNF p2 doesn’t come from a normal distribution.
Figure 6.4 shows a QQ-plot for SNF p2 in order to try to identify more outliers.

Both QQ plots show some similarity to normal distribution, but especially in the
case of SNF p2 many values deviate significantly from a normal distribution. Hence, the
analysis continues with the Wilcoxon Matched-pairs Signed-ranks non-parametric test,
which gives a p-value of 0.4123. This means that at a 95% confidence interval we fail
to reject the null hypothesis that there is no statistically significant difference between
NF’s and Sikuli’s development times of TCs for embedded systems. The conclusion is
therefore that there is no statistically significant difference between TC development
times using NF and Sikuli. The total development times (after the removal of outliers)
are 3:15:02 for NF and 3:35:21 for Sikuli and the mean development times are 05:34 for
NF and 06:09 for Sikuli.

6.2.2 TC maintenance

Table 6.2 presents the results of the experiment. Subject 1 registered 20 TC maintenance
moments in NF and 20 in Sikuli. Subject 2 registered 21 TC maintenance moments in
NF and none in Sikuli. Hence, a total of 41 TC maintenance moments were registered
for NF TCs and 20 for Sikuli TCs. Figure 6.5 and Figure 6.6 present histograms for the
NF and Sikuli data points, respectively.

MM Framework Subject Maint. Time TC Name

initial SUT version: version 606

Test cases created.

SUT update 1: to version 646

No maintenance moments carried out.

SUT update 2: to version 683

MM1 NF Subject 2 0:56 SD
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MM Framework Subject Maint. Time TC Name

MM2 NF Subject 2 0:57 SE

MM3 NF Subject 2 1:00 SG

MM4 NF Subject 2 1:00 TG

SUT update 3: to version 706

MM5 NF Subject 1 1:30 SA

MM6 NF Subject 1 1:00 SB

MM7 NF Subject 1 1:00 SI

MM8 NF Subject 1 2:12 TA

MM9 NF Subject 1 3:00 TC

MM10 NF Subject 1 2:18 TE

MM11 NF Subject 1 2:00 UK

MM12 NF Subject 1 1:48 VK

MM13 Sikuli Subject 1 2:06 SE

SUT update 4: to version 714

MM14 NF Subject 1 1:00 SK

MM15 NF Subject 1 2:12 UB

MM16 NF Subject 1 2:18 UH

MM17 NF Subject 1 2:30 VD

SUT update 5: to version 717

No maintenance moments carried out.

SUT update 6: to version 731

MM18 NF Subject 1 3:00 SF

MM19 NF Subject 1 1:00 TD

MM20 NF Subject 1 1:24 TF

MM21 NF Subject 1 1:48 UF

MM22 NF Subject 1 1:30 UG

MM23 Sikuli Subject 1 1:48 SJ

MM24 Sikuli Subject 1 3:00 VJ

SUT update 7: to version 746

MM25 NF Subject 2 0:21 SD

MM26 NF Subject 2 0:25 TH

MM27 NF Subject 2 0:22 TK
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MM Framework Subject Maint. Time TC Name

MM28 NF Subject 2 0:32 UI

MM29 NF Subject 2 0:34 UJ

MM30 NF Subject 2 0:34 VJ

MM31 Sikuli Subject 1 2:30 TK

SUT update 8: to version 754

MM32 NF Subject 1 1:48 VG

MM33 Sikuli Subject 1 3:36 SG

SUT update 9: to version 761

MM34 NF Subject 1 2:00 SC

MM35 Sikuli Subject 1 2:12 SD

MM36 Sikuli Subject 1 2:48 TH

MM37 Sikuli Subject 1 2:06 TI

MM38 Sikuli Subject 1 3:48 UC

MM39 Sikuli Subject 1 3:12 UJ

MM40 Sikuli Subject 1 2:06 VF

MM41 Sikuli Subject 1 2:18 VH

SUT update 10: to version 780

MM42 Sikuli Subject 1 2:24 TG

MM43 Sikuli Subject 1 2:06 UE

MM44 Sikuli Subject 1 2:00 VA

MM45 Sikuli Subject 1 2:00 VB

MM46 Sikuli Subject 1 1:48 VE

SUT update 11: to version 792

MM47 NF Subject 1 1:06 TJ

MM48 NF Subject 2 0:15 SD

MM49 NF Subject 2 0:16 SE

MM50 NF Subject 2 0:19 SG

MM51 NF Subject 2 0:27 UC

MM52 NF Subject 2 0:27 UD

MM53 NF Subject 2 0:41 VA

MM54 NF Subject 2 0:22 VB

MM55 NF Subject 2 0:26 VE
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MM Framework Subject Maint. Time TC Name

MM56 NF Subject 2 0:27 VF

MM57 NF Subject 2 0:26 VH

MM58 NF Subject 2 0:26 VI

MM59 Sikuli Subject 1 4:18 UI

MM60 Sikuli Subject 1 2:06 VI

SUT update 12: to version 815

No maintenance moments carried out.

unknown SUT version

MM61 Sikuli Subject 1 3:00 UD

Table 6.2: The results of the TC-maintenance experiment. MM is Maintenance Moment.
Framework is the framework used. Subject is the subject that carried out the maintenance
and Maint. Time is the time the maintenance took. TC Name is the name of the TC that
maintenance was carried out on. TC names marked in yellow , orange and red required
two, three and four maintenance moments, respectively.

Analysis

The data point MM61, as presented in Table 6.2, was obtained in connection to an
unknown SUT-version update. It will therefore be regarded as an erroneous data point
and disregarded from further analysis.

Figure 6.7 shows boxplots of both samples obtained in the TC-maintenance experi-
ments. As seen in the boxplots, nearly all the Sikuli data points lie above the 3rd quartile
of the NF data sample, which means that the Sikuli values are generally higher than the
NF values. It also looks like the NF sample may come from a normally distributed pop-
ulation, while the Sikuli data sample seems to be strongly skewed to the right (positive
skewness). The Shapiro-Wilk test gives the p-values of 0,0006725 for NF and 0,004513
for Sikuli, which means that the null hypotheses that these samples come from normally
distributed populations both have to be rejected at a 95% confidence interval, so there
is enough statistically significant evidence to say that the samples do not come from
normally distributed populations, so a non-parametric test will be used.

Since the samples are not paired in this experiment, the Mann-Whitney U-test is
applied. The test gives a p-value of 0,000002027, so the null hypothesis has to be rejected
at a 95% confidence interval. The alternative hypothesis has to be accepted, that the
location shift between the distributions of the samples are different from 0. Hence, there
is statistically significant evidence that there is a difference in TC-maintenance times
between NF and Sikuli. The boxplots in Figure 6.7 lead to the conclusion that TC
maintenance is faster in NF than in Sikuli.
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Figure 6.3: Boxplots of the TC-development data samples for NF and Sikuli, after the
second paired removal of outliers. The unit is TC development time in seconds.

6.2.3 Qualitative data

This section presents the qualitative data collected in the experiments.

TC development

NF’s automated test-bench generation shortened the time required to write the sceleton
of the test suite and the code that initialises the SUT. For the SUT used in the experi-
ments it took 26:52min to write this code in Sikuli and 7:27min in NF. For a SUT with
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Figure 6.4: QQ-plot diagrams of the TC-development data samples for NF and Sikuli.

many TCs, however, this time difference would be amortised throughout the total time
needed to develop many TCs and would be less and less significant per developed TC.

Both frameworks were percieved to perform equivalently well in TC development.
Notably, NF’s way to obtain reference images provided the possibility to obtain them
for many TCs in parallel. An advantage of Sikuli’s way was the possibility to select
particular regions of the SUT’s GUI. For NF, if an old reference image existed, after
each run the framework saved an already cropped most similar image in the last run
directory. If a reference image did not exist, however, NF always saved a screenshot
of the SUT’s entire GUI and an external program had to be used to crop the acquired
image to the region of interest.
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Figure 6.5: A histogram of the data points collected for TC maintenance in NF. It shows
the number of maintenance moments that took a certain amount of time to carry out.

TC maintenance

It was observed that TCs failed either because of small rendering differences from run
to run, or because the SUT’s behaviour or GUI changed in an update. The later case
rendered a total of 61 occurrences of failing TCs, which became subject to analysis in
this experiment. The type of changes discovered by the TCs were mostly slight changes
to the GUI (e.g. lighter text), but in some cases whole elements disappeared from the
GUI. In one case the SUT no longer reacted to button being long-pressed. The changes
discovered by the TCs were similar to the ones discovered by the Company practitioners
with manual tests.

The TC maintenance processes differed between NF and Sikuli. Since NF included
the expected, actual and difference images in its reports, it was easy to see why a
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Figure 6.6: A histogram of the data points collected for TC maintenance in Sikuli. It
shows the number of maintenance moments that took a certain amount of time to carry out.

certain TC failed in NF. Also since a scalar value of similarity between the images
was presented, it was easy to adjust the sensitivity of the image comparison algorithm
accordingly. NF always presented a similarity value, even if the images were totally
different. Image comparisons and similarity calculations did not take long as perceived
by the experimental subjects. It was easy to update reference images, since new ”actual”
images were available after each test run. In Sikuli it was difficult to find the reason for
failed image comparisons because, as shown in Figure 6.8, the only information produced
by Sikuli for failing image comparisons was that the image could not be found. In such
cases the TC was rerun and carefully watched for anomalies. In some cases the TC
needed to be rerun several times or run manually in order to give the tester the time
to investigate why a certain image comparison failed. It was difficult to adjust the
sensitivity of Sikuli’s image comparison algorithm, because no reference was provided
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Figure 6.7: Boxplots of the data samples obtained in the TC-maintenance experiments for
NF and Sikuli. The unit of the data points is the time (measured in seconds) it took to
carry out an update of a failing TC in the respective framework.

in form of how close the framework was to finding a match. This also poses the risk
that the sensitivity be set too low, which can introduce false positive test results. It
was more difficult to update reference images in Sikuli than in NF, because in Sikuli the
SUT needed to be rerun and the GUI traversed manually until a new screenshot could
be taken.

TCs failed more often in NF (41 failures) than they did in Sikuli (19 failures that
were connected to a particular SUT update). In two cases the same test failed in both
frameworks after the same SUT update; the rest of failures were disjoint. The reason
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for this could be the robustness of the frameworks’ image comparison algorithms in
the context of changes that occurred in the SUT’s GUI, where both frameworks missed
the SUT change that the other framework’s image comparison algorithm reported as
different. For NF it was noted that there was no big difference between the similarity
values of failed and passed TCs, which indicates that NF’s image comparison algorithm
may have been a bad match for the SUT’s context. As for Sikuli, since it did not report
any value for the similarity between the compared images, it could be that the tolerance
used in the TCs was too high, which made Sikuli miss certain changes. Finally, the fact
that the SUT often rendered the GUI differently could have made it more difficult for
the image comparison algorithms to discover relevant changes in the SUT’s GUI.

Figure 6.8: A failed image comparison as reported by Sikuli.

Conclusion Description

EXP1 There is no statistically significant difference in TC development times
between NF and Sikuli.

EXP2 The total TC development times in the experiment were 3:15:02 for
NF and 3:35:21 for Sikuli and the mean TC development times were
05:34 for NF and 06:09 for Sikuli.
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EXP3 Out of the total of 60 TC failures that were connected to a particular
SUT update, two TCs failed in both frameworks for the same SUT
version, while the rest of failures were disjoint. The reasons for this
could be:

• Low robustness of the frameworks’ image comparison algorithms
in the context of the SUT

• Inaccurately set tolerance for Sikuli’s image comparison algo-
rithm

• The fact that the SUT’s GUI was often rendered differently from
run to run.

EXP4 TC maintenance is statistically significantly faster in NF than Sikuli.

EXP5 NF’s automated test-bench generation shortened the time required to
write the SUT initialisation and test suite sceleton code, but this time is
amortised by the time needed to create many TCs and is less significant
per TC in the long run.

EXP6 Sikuli’s and NF’s processes to obtain reference images performed equiv-
alently well, but NF’s process made it possible to obtain reference im-
ages for multiple TCs in parallel.

EXP7 It was easier to obtain reference images for regions of the GUI in Sikuli,
as it let the tester select the region of interest for each screen capture.
In order to achieve a similar result in NF, an external image editing
program had to be used.

EXP8 TCs failed either due to irrelevant differences in how the Engine ren-
dered images, or due to updates to the SUT that changed its behaviour
or GUI.

EXP9 The TCs discovered a total of 61 changes to the SUT. The changes
discovered were: missing, added or changed parts of the GUI, as well as
the fact that the SUT no more reacted to a long-pressed button. The
discovered changes were similar to the ones discovered with manual
tests.

EXP10 NF’s test run reports with the expected, actual and difference images
made it easier to find the reason for failing image comparisons.

EXP11 NF’s scalar difference value presented for each image comparison made
it easier to adjust the image comparison algorithm’s sensitivity in NF.

EXP12 The way reference images were updated was less time-consuming in
NF than it was in Sikuli.
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Table 6.3: A summary of the results of the conducted experiments.
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7
Synthesis

This section synthesises and discusses the results of the particular phases of this study
and is structured after the study’s research questions.

7.1 VGT of embedded systems

The Company’s typical embedded systems provide a visual interface, which opens up
for VGT. The prestudy showed that there is need for a better approach than manual for
testing of the visual interface and VGT is a possible candidate (CS1). The experiments
confirmed that VGT was meaningful for the Company’s embedded SUTs (CS11, EXP9).
This shows that VGT is beneficial for embedded systems.

During the TC maintenance experiment 61 failing TCs showed changed SUT be-
haviour after an update. The reported changes were: missing, added and changed
elements of the SUT’s GUI, as well as the fact that the SUT no more reacted on a
long-pressed button. These changes are similar to the ones discovered with manual tests
(EXP9). This indicates that VGT could be a possible complement for manual testing of
embedded systems.

The study found that non-standard interfaces such as the FU-HMI interface should
be tested for achieving a satisfactory level of test coverage (CS8, CS11). For the case
of embedded systems in general these observations indicate that VGT of such systems
should take into account their specific I/O interfaces.

Even though Sikuli could not send hardware control events to the SUT (CS14), this
behaviour could be simulated by visual components added to the SUT’s GUI (CS12). NF
however supported the hardware controls interface natively (NF2). These observations
show two ways of VGT of embedded systems with non-desktop I/O interfaces. One way
is to make desktop-compatible parts of the SUT’s interface simulate the non-compatible
parts and then use a desktop VGT framework to test the system. Another way is to give
the testing framework native support for such non-desktop interfaces.
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Based on the Company’s requirements (CS6, CS7, CS8, CS9, CS10) and the function-
ality that Sikuli provides (CS12, CS13, CS14), Sikuli is missing native communication
through the hardware control interface and through the FU interface in order to ful-
fill the Company’s requirements fully. Sikuli’s reprots would also need to provide more
information, especially present the expected, actual and difference images and a scalar
value of similarity in order to fulfill the Company’s requirements. It is left as a future
research suggestion to investigate how much work it would require to adapt Sikuli for
VGT of embedded systems. In this study’s context one difficulty has been identified with
that in form of Sikuli’s lack of support for the ctypes python library, which is required in
order to reach the native FU and hardware control interfaces of the SUT. These results
indicate that in order for a framework to be suitable for VGT of an embedded system,
it is important that this framework be able to reach this embedded system’s specific I/O
interfaces. Also VGT test run reports should present the expected, actual and difference
images, as well as report a similarity value for the images. More research would be needed
to see how much effort is required to adapt a desktop VGT tool for testing of embedded
systems in general.

7.2 Development cost of VGT TCs for embedded systems

Sikuli’s and NF’s processes for TC development performed equivalently well (EXP1).
NF however makes it possible to capture multiple reference images in parallel, which
may make its process more efficient (EXP6). On the other hand, with Sikuli, regions of
the GUI can be selected easily, while in NF external image editing programs need to be
used to achieve this (EXP7). The total TC development times in the experiment were
3:15:02 for NF and 3:35:21 for Sikuli and the mean TC development times were 05:34
for NF and 06:09 for Sikuli (EXP2). More experiments would be needed to confirm this,
but the conclusion is that the most efficient process for a framework to obtain reference
images may be a combination of NF’s and Sikuli’s processes, where the framework always
stores screenshots of the GUI from the most recent test run and if desired by the tester,
such screenshots can be used as future reference images with the possibility to crop them
beforehand.

The test-bench generation functionality helped shorten the time required to write
SUT initialisation and test suite sceleton code. This gain is, however, amortised through-
out the whole test suite for a given SUT, so its significance decreases in tact with the
amount of tests being created (EXP5). The conclusion is that automatic test-bench gen-
eration is beneficial for TC development costs, but that such benefit would be the less
significant the more TCs would be written for a particular SUT.

7.3 Maintenance cost of VGT TCs for embedded systems

TC maintenance was significantly faster in NF than Sikuli (EXP4). This indicates that
to lower TC maintenance costs a process should be preferred where the framework stores
screenshots of the SUT from the most recent test run that the tester can choose to use as
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future reference images rather than a process where the SUT has to be re-run and new
images captured manually.

The information in NF’s test run reports made it easier to see why a certain TC
failed (EXP10), which sped up TC maintenance. The conclusion is that for faster TC
maintenance the test run reports should contain as much information as possible about
the SUT’s state upon the failure. Especially for failed image comparisons the report
should present the expected, actual and difference images of the GUI.

TCs often failed due to irrelevant differences in how the Engine rendered the GUIs
from test run to test run (EXP8). During the experimenters the sensitivity of the image
comparison algorithms was decreased to deal with such cases. It was easier to find
the desired sensitivity in NF, since it reported a scalar similarity value for each image
comparison, which served as a reference point to set the sensitivity for future test runs.
(EXP11). The conclusion is that in order to make it easier to tune the sensitivity of the
framework’s image comparison algorithm, the testing framework should report a value
on how close it was to a match for image comparisons.

Irrelevant differences in the GUI can also be disregarded by using a custom image
comparator that is only sensitive to specific types of differences, provided that the frame-
work supports usage of external image comparators. The conclusion is that the testing
framework should allow usage of custom image comparators to make it sensitive only to
the types of differences that it should capture.

Out of the total of 60 TC failures registered during the TC maintenance experiment
two TCs failed in pairs among the two frameworks for the same SUT update, while the
remaining 56 TC failures were disjoint among the SUT update and TC. The possible
reasons that TC failures did not always come in pairs among the two frameworks were:
low robustness of the frameworks’ image comparison algorithms in the context of the
SUT, inaccurately set tolerance for Sikuli’s image comparison algorithm and the fact that
the SUT’s GUI was often rendered differently from run to run (EXP3). The conclusion
is that it is important for the image comparison algorithm used by the framework to be
robust in the context of the SUT.
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Validity Threats

A validity threats analysis was done based on the check-list provided by Wohlin et al. [43,
pp. 104-110]. Wohlin et al. explain that designing a study in a certain way may in-
crease one type of validity, but at the same time decrease another [43, pp. 111]. Fol-
lowing Wohlin et al.’s classification, this study was applied research. According to the
authors’ recommendations for applied research studies, validity threats were prioritised
in the following order:

• Internal validity

• External validity

• Construct validity

• Conclusion validity

8.1 Internal validity

A possible threat to the experiment results’ internal validity is that the results were
caused by other factors than the choice of the testing framework. In order to mitigate
that risk, a list of potential disturbing factors was established and an experiment design
was chosen that would minimise their effect on the results. For instance, the difference
in the experimental subjects’ work experience could affect the results. If some TCs were
simpler to implement or maintain, this could also affect the results. A randomised paired
comparison design [28, section 5.3.2] was used for the TC development experiment, where
treatments, subjects and objects were assigned to each other at random, which should
minimise the effect of the above disturbing factors on the results.

The default random-number naming scheme was used for new reference images in
Sikuli. This means that, even though the names of missing images were reported by
Sikuli, such names did not provide any direct association for the tester to an actual
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image. It is possible that if meaningful names were given to reference images, it would
have been easier to identify failing image comparisons in Sikuli, which could lead to
shorter maintenance times.

In the TC maintenance experiment there were 56 TC failures that did not occur in
pairs, i.e. a TC failed in one of the frameworks, but not the other. This means that the
TC did not fail in one of the frameworks even though the SUT had changed, which is a
false negative result reported by that framework. Since no failure was reported by such
a framework, no maintenance was done to the TC, but it is possible that if the image
comparison algorithms had better sensitivity to the type of changes that occurred in the
SUT, and the TC failed in both frameworks, this would have generated more paired data
points and different experiment results.

8.2 External validity

Since the study was conducted at only one company that operates within one domain,
there is the risk that its findings are not applicable to embedded systems in general.
Based on the results of the particular phases of this study and the knowlegde of the
author of this report about embedded systems in general, deductive logic was used
to reach conclusions about embedded systems in general whenever such generalisation
could be done. This means that even though not all results of this study may have been
possible to generalise, whenever such generalisation was done, the external validity of
the resulting findings should be high.

Similarly this study was only conducted using NF and Sikuli and it is possible that
other tools would yield different results. From the point of view of VGT TC devel-
opment and maintenance costs, this study identified two differentiators between these
two frameworks. While their influence on VGT TC development and maintenance costs
should be the same in other VGT frameworks, it is possible that this study would reveal
other factors that make a difference in VGT TC development or maintenance costs if
repeated with other VGT frameworks. For this reason, but also in order to increase
the conclusion validity of this study’s findings, this study should be repeated with other
VGT frameworks.

There is a risk that the profile of the experimental subjects differs significantly from
the one of industrial practitioners, which would be an example of interaction of selection
and treatment and a risk for the generalisability of the results. Since both subjects
were qualified for working with the Company’s SUTs, this risk is judged to be low. This
judgement is further justified by Höst et al., who conclude that, under certain conditions,
software engineering students may be used in empirical studies instead of professional
software developers [26].

The experimental objects used could be non-representative for typical TCs and SUTs
used for the Company’s embedded systems or for embedded systems in general (inter-
action of setting and treatment). To mitigate this risk, the experimental objects were
chosen based on knowledge from the prestudy about typical systems and TCs at the
Company. The Company’s employees have also verified the representativeness of the ex-
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perimental objects. Deductive logic was used for evaluating the representativeness of the
experimental objects for arbitrary embedded systems and TCs. The conclusion is that
as long as the Company’s SUTs’ I/O interfaces are representative for other embedded
systems, this study’s results should still be valid for such systems.

8.3 Construct validity

There is a risk that the interviewers and the interviewees interpreted the interview ques-
tions differently. Two interviewers and two interviewees participated in the interview and
discussions were encouraged, so inclarities were likely to be captured and resolved. On
the other hand, the fact that as many as four people participated in the interview could
induce evaluation apprehension and lead to misleading answers from the interviewees.

There is a risk that the interviewees had certain expectations or hopes connected to
any of the testing frameworks, which biased their answers.

The variables measured in the experiments could have been a bad measure for what
was intended to be studied. The hypothesis was that certain characteristics of a test-
ing framework influence the cost of TC development and maintenance. Two different
frameworks were alternatives in the experiment and the measured outcome was TC de-
velopment and maintenance times. This setup is judged as representative for the tested
theory.

There is a risk that the TCs defined for the experiments were not representative for
typical TCs at the Company. They were, however, defined for a commercial SUT and
based on:

• a qualitative analysis of the SUT’s requirement specification

• a qualitative analysis of a test suite written for the SUT for the old framework

• observations of the process of manual testing at the Company.

This risk is therefore judged to be low.
There is also a risk that the process for TC maintenance data points generation

was not representative for TC maintenance as seen in industry. While traditionally TC
maintenance originates from a change in the requirements for a SUT, TC maintenance
moments in the experiments were based on changed SUT behaviour rather than changed
requirements. The construct validity of these results is therefore dependent on the
accuracy of the root-cause analysis done by the experimental subjects for failing TCs
and on their knowledge of the requirements for the SUT.

If the experimenters had any expectations or hopes on whichever framework would
perform better in the experiments, they could have unknowingly influenced the treatment
and hence the results. Since the experimenters were the creators of NF, such bias would
expectedly render shorter TC development and maintenance times for NF.

Furthermore, since the experimenters were the creators of NF, there is the risk that
they were more familiar with NF, which could lead to shorter TC development and
maintenance times in NF. This risk is judged low however, as the experimenters ran the
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experiments after the case study where they got familiar with how to write and maintain
TCs in Sikuli.

8.4 Conclusion validity

Deductive logic was used to draw conclusions about RQ1 from the prestudy and the
experiments. The multiple sources of information provided triangulation in order to
achieve high conclusion validity. For RQ2 and RQ3 also quantitative data was used.
There is a risk that the significance levels used in the experiments were too low. They
were however chosen according to wide-spread standards used in academia. Also the
tests used for statistical analysis were chosen based on the type of data being studied.

There is a risk that each of the experimental subjects applied treatment differently
(reliability of treatment implementation), which could distort the results. To minimise
this risk, a protocol was established in the experiment design phase for how to apply
treatment. The experiments were also designed to minimise the impact of potential
differing treatment on the results.
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Conclusion

This thesis evaluated VGT of embedded systems. The goal was to provide guidelines
for how to implement VGT of embedded systems with focus on TC development and
maintenance costs. This chapter presents the study’s findings grouped by the research
questions. The chapter ends with future research suggestions.

9.1 RQ1: VGT of embedded systems

RQ1: To what degree is VGT applicable for embedded systems in industrial
practice?

The study found VGT to be fully applicable and beneficial for testing of embedded
systems. As shown in the experiments, the technology finds similar defects as manual
testing, but it also has the potential to make visual testing more effective and efficient
compared to manual testing, which leads to reduced cost or improved quality. This is a
contribution to industrial practitioners in form of a use case for VGT of embedded sys-
tems. Since there is not much liturature about script-driven automated GUI testing[33],
this thesis is a contribution to academia. Also since no studies have been found about
applicability of VGT to embedded systems, this is a contribution to academia and in-
dustrial practicioners per se.

The thesis found that VGT for embedded systems needs to take into consideration
such systems’ specific I/O interfaces in order to be successful. This study lists two ways
of VGT of embedded systems whose I/O interfaces differ from those of desktop systems;
One way is to make desktop-compatible parts of the SUT’s interface simulate the non-
compatible parts and then use a desktop VGT framework for testing. Another way is to
make the testing framework support such non-desktop interfaces natively.

The study concluded that Sikuli did not fulfill the Company’s requirements for testing
of their embedded systems fully because of the lack of support for the FU interface. More
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research would be required to find the effort needed to make a desktop VGT tool suitable
for testing of embedded systems.

Further guidelines found by this thesis are connected to TC development and main-
tenance and can be found in the following two sections.

9.2 RQ2: TC development costs

RQ2: What are the development costs associated with VGT TCs for embed-
ded system environments in industrial practice?

The total TC development times in the experiment were 3:15:02 for NF and 3:35:21
for Sikuli and the mean TC development times were 05:34 for NF and 06:09 for Sikuli.
This difference was not found to be statistically significant. Still, the thesis proposes an
improved TC development process based on the experiments’ qualitative results. The
suggestion is to combine NF’s and Sikuli’s processes for how to obtain reference images,
where the framework stores screenshots of the SUT’s GUI from the most recent test run
and when desired by the tester, offers the possibility to crop them and use as future
reference images. More experiments would be needed to test this process, but it should
be seen as a contribution to current body of knowledge as it can potentially reduce VGT
TC development costs. Furthermore, no factors have been found that would suggest
that this result be inapplicable to other systems than embedded systems, so this process
could potentially be implemented for VGT of other systems than embedded.

The TC development times obtained in the experiments are a contribution per se as
a metric for TC development cost. Since the experiment started from TC descriptions
in natural language, the results are also input to Alégroth et al.’s discussion about the
effort needed for transision of manual TCs to VGT TCs [3].

Another conclusion is that automatic test-fixture and example-TC generation is ben-
eficial for TC development costs, but that such a benefit tends to be the less significant
the more TCs are created for a particular SUT. No factors have been found that would
suggest that this result be inapplicable to other systems than embedded.

9.3 RQ3: TC maintenance costs

RQ3: What are the maintenance costs associated with VGT TCs for embed-
ded system environments in industrial practice?

The study has found TC maintenance to be significantly less costly in NF than in
Sikuli. The main differentiators between the two frameworks were:

• the amount and type of information in the test run reports

• the TC maintenance process.
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Therefore these are the supposed main contributing factors to the obtained difference
in TC maintenance costs. The recommendation is therefore to use a TC maintenance
process, where the framework stores screenshots of the SUT from the most recent test
run that the tester can use as future reference images rather than a process where the
SUT has to be re-run and new images re-captured manually. This concusion is a valuable
guideline for anyone who wants to develop a framework for testing of embedded systems.
No factors have been found that would suggest that this result be inapplicable to other
systems than embedded.

Another conclusion is that test run reports should contain as much information as
possible about the SUT upon test failures to help the tester evaluate the correctness of
test failures. Especially failed image comparisons should be reported with the expected,
actual and difference images. Also images’ similarity should be reported as a reference
point to make it easier to tune the sensitivity of the image comparison algorithms. Fur-
thermore, a VGT framework should allow usage of external image comparison algorithms
to make it sensitive only to the type of GUI differences of interest. These guidelines are
a contribution to the need expressed by Alégroth et al. for a better technique for ver-
ifying the correctness of VGT TCs [3]. The guidelines also confirm what was stated
by Meyer et al., that the framework should keep record of failed test scenarios [33]. No
factors have been found that would suggest that these guidelines be inapplicable to other
systems than embedded.

The TC maintenance times obtained in the experiments contribute to Alégroth et al.
and Börjesson and Feldt, where the authors report the need of further research within
the subject of maintenance costs of automated test suites [3, 8].

Finally it was observed that in order for the testing framework to detect as many
changes as possible in the SUT, it is desirable for the framework’s image comparison
algorithms to be as robust as possible in the SUT’s context.

9.4 Future research suggestions

Neither Sikuli, nor NF supported verification of animations. Especially states where the
SUT presents an endless animation could not be verified by the frameworks, since each
time a screenshot of the SUT was captured, the GUI looked different, which led to a
TC failure. This subject, even though out of scope for this thesis, was recognised as a
need at the Company and is worth further research, including its impact on current TC
development and maintenance processes and costs. The same suggestion applies to the
need for comparisons of non-rectangular areas of GUIs.

TCs used in this study sometimes failed due to GUI differences irrelevant from the
testing perspective. In order to handle this, the image comparison algorithms’ sensitivity
was decreased, but this suggests an interesting research topic on guidelines on how to
implement a robust image comparison algorithm for a given VGT context.

Finally, this study concluded that Sikuli was missing certain features to able to offer
a satisfactory level of test coverage. It would be interesting to see how much effort would
be required to adapt an open-source VGT tool for testing of embedded systems in a given
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context. It would also be profitable to replicate this study with other VGT tools than
Sikuli such as eggPlant Functional or JAutomate in order to give more support for the
findings of this study.
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A
Interview questions

The following questions were asked during the interview described in section 4.1. The
questions were designed to be open-ended and allow for follow up questions:

• How do you do HMI testing today?

• What does the testing workflow look like?

– Who creates the FU mock-ups?

– How often do FU interfaces change throughout a project?

• How would you like to use a new testing framework? Regression testing? Test-
driven development?

• Have you used the existing testing framework?

• How would you like to create and organise your test suites and test cases?

• How would you like to be able to interact with the HMI?
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B
TC template

Table B.1 represents the template used for defining test cases in natural language. Every
TC defined consisted in one to several stimuli sent to the SUT and then exactly one
verification performed. Apart from specifying the stimuli sent to the SUT and the
verification performed, the template also specifies an ID (TC id), a short description
(TC goal) and a longer description (TC description) of a TC. Moreover, the covered
types of input and output interfaces to/from SUT are listed.
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APPENDIX B. TC TEMPLATE

TC id <TC identifier>

TC goal <short description of this TC’s goal>

TC description <longer description of this TC>

stimulus 1 <stimulus 1 to SUT>

stimulus 2 <stimulus 2 to SUT>

... ...

stimulus n <stimulus n to SUT>

verification <verification of SUT’s behaviour>

touch screen <is touch screen involved?>

hardware controls <are hardware controls involved?>

sending indications, data
and events

<are indications, data and events involved?>

verifying screen output <is verifying screen output involved?>

receiving actions <is receiving actions involved?>

Table B.1: The template for defining test cases.
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