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An Off-grid Energy Harvesting System for Sensor Equipment
NIKLAS BLOMKVIST AND VICTOR LOFTMAN
Department of Energy and Environment

Chalmers University of Technology

Abstract

This thesis investigates the possibility of using an off-grid energy harvesting system
to supply a radar with a power output of 260WW. The system is designed after three
different locations: Gothenburg/Sweden, Sde Boker/Israel and Thule/Greenland.
The most suitable energy sources were photovoltaic cells and wind turbines, and
additionally an energy storage system of lithium iron phosphate batteries was used.
Models based upon theses technologies are made to be able to investigate different
systems and locations.

Three converters were designed to maintain the required voltage levels and to sup-
press the voltage and the current ripple. All converters were designed in LTSpice.
The designed converters are: a buck converter at the solar cells, a boost converter
at the wind turbine and a bidirectional converter at the battery. Finally, snubber
circuits were added to the semiconductors to reduce the electrical stresses and poten-
tially reduce the losses. The efficiency of each converter were used in the complete
system simulation.

By modeling the system in Simulink with historical weather data, from the se-
lected locations, the system were sized properly and optimized for each location. In
Gothenburg, the optimal system included a combination of solar power and wind
turbines to achieve a denser power production. In the desert area, Sde Boker, the
solar power was dominant and the system could be scaled down in comparison to
Gothenburg but wind turbine could contribute to reduce the system cost. For Thule,
the climate were a problem and a wind turbine system is to be preferred. The final
results are based upon a trade-off between the size and the cost of the system.

Keywords: Energy Harvesting System, Off-grid , Wind Power, Solar Power, Radar,
Power Converter, Snubbers, Renewable Energy
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1

Introduction

In this chapter, an introduction to why off-grid energy harvesting systems are of
interest is presented. An aim and a scope are also presented to pinpoint what is
included and what is not included in the report. Finally, the methodology of how
the work was conducted is described.

1.1 Background

In a world where electrification and access to electric power is necessary in most
applications, possible power generating solutions are essential. In urban areas, ac-
cessibility of electricity is usually high, but in areas located far from cities or locations
which are connected to the power grid, access can be problematic. Transferring elec-
tricity to remote areas that are without direct access can be problematic and costly,
due to the need for grid extensions and infrastructure planning [1], [2]. The initial
cost of extending a grid to rural areas is higher than installing an energy harvesting
system [1]. Electrification of areas which have poor to no connection to the existing
power grid is the primary reason why development of off-grid systems has increased
[3], [4]. A large percentage of citizens in developing countries do not have access to
the power grid and here off-grid technologies are a suitable choice [3], [5]. A ben-
efit of utilizing an energy harvesting system is the environmental aspect. As only
renewable energy sources are used, no fossil fuels are consumed, which limits the
environmental footprint of the system.

Another reason why off-grid energy harvesting systems for radars are of interest is
dut to the need for independent operation. Accessibility to the system may be lim-
ited by environmental factors such as poor connections or lack of available personnel
at the location. For the system to be self-sustainable and independent, renewable
energy sources are mainly used as no fuel is needed and require low maintenance [6],
[7]. There are several studies that have analyzed off-grid systems which use renew-
able energy sources [8]-[11] and not any conventional fossil power generation. An
off-grid harvesting system can use one or multiple source(s) of power and possible
sources are wind-, wave- and solar power [1], [8]. Depending on the location and
the environmental situation, different alternatives can be more relevant compared to
others. Therefore, an optimized system may not only include one generating source
of power.

An application area which is possible due to the increased interest and development,



1. Introduction

is the use of radars located in rural locations. Positions like coastal areas or moun-
tains can be of interest for data gathering, for the sake of safety and surveillance.
An advantage can be to limit the interference from the environment on the radar
beam so the collected data is of higher quality [12]. With continued advancement
in semi-conducting technologies, radar systems can operate without moving parts
and have reduced losses [13], [14]. Small scale radar systems which usually require
small amount of energy can therefore be feasible for these applications. This may
also increase the feasibility of portable radar systems. Finally, as radar systems may
require continuous operation, an energy storage system (ESS) is connected to the
system to ensure that the system have the required power.

Implementation of energy harvesting systems connected to homes have seen an in-
crease in interest as the availability and affordability of solar solar cells are better.
A household in Agnesberg, Gothenburg have built a system which is self sustainable
and include solar cells, a large battery and hydrogen tanks. By storing hydrogen,
the system is able to aid with power and heating demand during the winter?.

1.2 Aim

The aim of this report is to design an energy harvesting systems for a radar, with a
maximum power of 260WW. The system should be able to supply the required power
depending on the chosen operation mode of the radar. Three different environments
and two radar operation modes are divided in cases where a solution for each needs
to be found. Finally, the report aims to provide system recommendations for one of
the investigated locations.

The energy production comes from one or multiple renewable energy source(s), which
are decided based upon the location. Due to renewable energy production varying
characteristics, an ESS is also investigated to minimize the impact of the variations
in power generation. Thereafter, power electronics converters are to be designed to
link the production with the ESS and the radar.

1.3 Scope

The report include the design of energy harvesting systems for three different envi-
ronments. Additionally, two different modes of operation for the radar are evaluated
for each location. The system is simulated over several years with historical weather
data and the results trustworthiness is dependent on the validity of the weather data.

Power production technologies and an ESS are selected and designed based upon
their potential at the location, sustainable aspects, occupied area and cost. The

thttps://www.nyteknik.se/nyheter/fri-fran-elnatet-med-egen-vatgas-6344197 D.O.A:
2019:05:21
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design of the radar is not included in the report. From the product sheet, the volt-
age and power input requirements are given. No power generating products will
be designed and existing products will be used and models are designed to mimic
existing products.

A circuit design of the converters in the system are presented in the report with its
related snubber design. The components used in the circuit simulation software are
assumed to be representing reality and parasitic elements are estimated.

The control of the system is not included in the report. For the simulations, the
control of converters are assumed to be working perfectly. Additionally, the maxi-
mum power point tracker and the yaw controller for the solar power and the wind
turbines are presumed. Finally, a battery management system is also assumed to
handle temperature and charge level.

1.4 Problem definition

The report aims to analyze and evaluate energy harvesting systems which are able
to provide enough power to meet the demand of a radar in a self-sustainable way.
To accomplish this, renewable energy sources were selected and evaluated based
upon the environments of interest. For the evaluation to be trustworthy, weather
measurements were used for the models. The sustainable energy sources are depen-
dent on the available weather data, and therefore gather data of high quality was of
importance.

For the project, two different modes were investigated. One mode is a continuous
mode of operation while the other is an interval mode. To ensure that there is
always enough power to operate the radar, an ESS was investigated. For the selec-
tion of ESS, an evaluation will be carried out to select the most adequate system.
Criterias, which are of interest, are: required energy- and power density, robustness,
temperature stability, cost and life length.

When connecting different subsystems to generate a full model, power electronics
are needed. The power electronic converters need to be designed to meet the require-
ments and be able to keep the load at its rated voltage level. The electrical stress
and losses of these converter needs to be investigated and snubbers are designed for
them to finalize the full model.

1.4.1 Environments and Locations Under Investigation

For the project, three different environment are investigated and plausible systems
will be estimated from the simulations. The first environment selected is the west
coast of Sweden, Gothenburg. This is the location where the project was carried
out and is the city of where Chalmers University of Technology is located. Secondly,
the southern desert area of Israel, Sde Boker, was selected because this place is
located at latitudes close to the equator and hence have high solar radiation over
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the entire year. Thirdly, the small town of Thule, which is located in the northwest
of Greenland, was selected. The interesting part with Thule is the fact that during
the summer the sun never sets and during the winter it disappears for a few month,
which brings extreme cold temperatures. All locations can be seen in the map in
figure 1.1.

Thule

Gothenburg

Sde Boker

Figure 1.1: Map of the locations selected.

1.5 Methodology

This project was conducted by doing a background theory research of previous sim-
ilar projects to gain a deeper knowledge within some key areas that the project
includes. With this information, how the rest of the work should be conducted,
was planned. Investigations were needed for evaluating which technologies that are
the most appropriate choice(s) for different environmental scenarios. The evalua-
tion took available energy sources, ESS and power electronics into consideration so
they meet the requirements for each scenario. Finally, a sustainable aspect which
involved a social, a economical and a environmental perspective was included to
make system design choices.

The next step was calculations and simulations of the system. First, design of
each individual component was carried out and a larger system was constructed
in a later stage, by adding the essential components together. For the simulation
of the power electronics, LTSpice was primary used. The time frame which power
electronics are simulated are usually shorter than a few seconds, and therefore it was
not suitable to simulate the entire system in LTSpice as it may use a time frame
of entire months. Using longer periods of time, how the system handle transient
changes can be analyzed. For these simulations, MATLAB® and Simulink were used.

4
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1.5.1 Code of Ethics

The project have taken ethic aspects into consideration and the work process have
followed the guidelines given from IEEE. From these principles, some are presented
in this section to understand the implication of ethics for this project.

The first ethic guideline is, to be honest and realistic in stating claims or estimates
based on available data. As the project uses renewable energy sources, available
data and the quality of the data is essential. Hence, the need to be critical and
consider the trustworthiness of the data is of importance for the result to be un-
biased. The project is conducted at SAAB AB®, who expect an in-depth analysis of
the problem for future interest and thus, there should be no concern regarding the
trustworthiness of the result which is presented.

Working towards a company as SAAB AB®, that is influenced by income, could lead
to that one overestimates quality of the design and do not make honest and realistic
claims of certain specifics regarding the project. The project is desired to be a real-
istic model and thus, unrealistic claims are not accepted, as it may cause decreased
reliability and quality for the final product.

One guideline in the IEEE code of ethics is to not discriminate any persons based of
religion, gender, disability, age, national origin, sexual orientation, gender identity,
or gender expression. As the report aimed to be objective, and coworkers treated
with respect, this was not a problem.

Another ethic guideline is, to seek, accept, and offer honest criticism of technical
work, to acknowledge and correct errors, and to properly credit the contributions of
other. To be able to finish the project and form such a complete understanding as
possible, outside information and input was required. By right, the original author
or person who have helped, have receive acknowledgment for the contribution. Ad-
ditionally, criticism which is directed towards the project has been warmly welcome
as it helped to improve the quality of the the project. Finally, the criticism offered
from the group had a good motivation so the receiver could understand the reason
behind the claim.
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Theory

In this chapter, relevant technologies which are used in energy harvesting systems
are presented. How the different technologies can be modeled are included to be
able to investigate their feasibility to be used in the off-grid.

2.1 Energy Harvesting System

In electric grids, there are many types of energy production. For small-scale off-
grid systems, wind and solar power are commonly combined for a more continuous
production [15]. Renewable energy sources require better day-ahead scheduling man-
agement due to weather variations [16]. This leads to a need to oversize the system
to guarantee that there is enough energy in the system or to use an ESS.

2.2 Solar Power Generation

There are two primary methods for harvesting solar energy: concentrated solar
power (CSP) systems and photovoltaic (PV) cell systems. The methods are based
on different principles, which will be discussed in the following section. Ancillary
components will be included to provide additional background for each method.

2.2.1 Concentrated Solar Power

A common CSP technology is parabolic through collector (PTC) systems. This
technology have been in development for a long time and can be considered mature.
Figure 2.1 displays how a PTC collector can look. The power generating principle
of a PTC system is that sunlight shines on a half circle and is reflected to a receiver
in the centre [17]. The receiver contains a fluid which gets vaporized and transferred
to a generator. This system therefore requires a large amount of liquid and occupies
large areas.

Solar power towers (SPT) utilize flat mirrors, heliostats, to reflect sunlight toward a
tower. The tower act as the receiver and absorb the reflected sunlight. The conver-
sion process is the same as in PTC. An SPT has a high efficiency compared to PTC
but is more expensive [18]. Additionally, a linear Fresnel reflector (LFR) is based
on the same topology as PTC but uses an independent receiver which collects the
reflected sunlight. For LFR, the mirrors are flat and compared to curved mirrors,
flat surfaces are cheaper to produce. Because of the mirrors, LFR systems are less

7



2. Theory

expensive than PTC systems of the same size. An LFR has common points with
both the PTC and the SPT system, and the design is similar to a combination of
the two systems [19].

Lastly, parabolic dish collector (PDC) systems use pin-point reflection, so the heat
can reach high levels at a single point. It is a newer technology which has high re-
quirements on reflectors, tracking systems and heat conduction [19]. PDC is there-
fore an expensive technology, due to the expensive ancillary components.

Receiver

\ \
\ | |
N
NUER!
N . :
! \\] \
\\ | I“
\ \
\ '\\ \
VN
\ | \
|
Concentrator Concentrator ﬂ

Heliostats

Dish Trough Tower

Figure 2.1: How the different CSP technologies compare to each other and the
structural disparities [20]. CC-BY-NC-SA

2.2.2 Silicon Photovoltaic (PV) Cells

Silicon PV cells can be divided depending on the atomic structure of the cell. Mono
crystalline cells have a close to flawless atomic structure and poly crystalline have
more defects in its atomic structure. Amorphous PV cells are shapeless and it can
be complicated to find a structure in the atomic alignment. As the atomic structure
is less flawed, the efficiency and cost increases; therefore, mono crystalline cells are
the most expensive and have the highest efficiency. Table 2.1 displays how different
silicon PV cells are compared to each other.

Table 2.1: How different Silicon PV cells compare to each other [21], [22].

H Silicon structure Mono Poly Amorphous H
Atomic structure | ~Perfect Exist impurities  Shapeless
Efficiency 20-25% 14-19% 5-7%

Cost High Moderate Low

PV cells convert solar energy to electricity directly, and uses the excitation of elec-
trons as the working principle [23]. The solar energy excites electrons in the PV
material, which start to drift. The current which is generated from the PV cells are
directly related to the electron drift.

2.2.2.1 PV Power Generation

A PV cell can be modeled as a current source as it generates a drift current. Addi-
tionally, a shunt (Rsp,)- and a series (Ry) resistance are needed to include the leakage

8



2. Theory

current and material resistances in the cell respectively [24]. A PV cell consists of
p-n junctions, and as a diodes’ basic principle builds upon p-n junctions, a diode is
included to simulate this effect. The proposed circuit design can be seen in figure
2.2 and the described parts are present and can be pinpointed.

o — A !
l © l* s ’ <L
<r 7’1) Ipv Rsh T v Load ;J)

Figure 2.2: Displays the equivalent circuit for a PV cell and what components
that are included. The marked area pinpoint what is related to the PV circuit.

From figure 2.2, an expression for the output current can be found. This expression
can be written as

S I
) VIR 2

I:Ipv—l()(e”VT I

In (2.1), I represent the output current, [, is the current which the cell is generat-
ing, Iy is the reverse diode saturation current, V is the output voltage, n represent
the diode ideality factor and Vr is a temperature dependent factor. By plotting the
expression with respect to the output voltage, the maximum output power which the
solar cell can generate, can be found. Figure 2.3 displays that the maximum power
point can be found in the right corner of the plot. The marked area is the maximum
generated power which is important to find. Therefore, a maximum power point
tracker (MPPT) is usually implemented to assist with this task. An MPPT also
help to handle variations in irradiation. For each PV cell, there exist a temperature
dependence which describe how the power output change at cell temperatures over
the normal operating cell temperature (NOCT)?, and the power output decrease
with increase temperature.

Essentially, the output current from a solar cell is proportional to the sun irradiation
at each instant. Due to resistances in the circuit, this relationship is not applicable
to the entire range and can primary be used at I,.. The short circuit current can be
expressed as

G

Gnocr’
where I,.nyocr is the output current at NOCT conditions, I,. is the new short circuit
current due to change in irradiation, GG represent the irradiation at the given moment
and finally, Gnyocr is the irradiation at NOCT conditions. As for the voltage, it
can be noted from (2.1) that the open circuit voltage, V,., can expressed with a
logarithmic relationship. A realization off V,. can be expressed in the following way,

Isc - IscNOCT (22)

2Normal Operating Cell Temperature conditions: G = 800W/m?, T = 20°C, wind velocity =
1m/s. Represent a more realistic test for the PV cells.



2. Theory

G
Voe = Voenocr +nVr - In < ) ; (2.3)
GnocT

and from (2.3), V,. is the cell’s open circuit voltage and V,.nyocr represent the open
circuit voltage at NOCT conditions.

0.1

L.
0.08
Im,u
<0.06
€
g
5
6 0.04 1
-in.:;:
0.02
.Vm,u 1/:”'
D i L L L 1
0 0.1 0.2 0.3 0.4 0.5 0.6
Voltage [V]

Figure 2.3: Display the implicit equation for the output current with respect to
the output voltage. Presented is the IV curve for a mono crystalline silicon PV
cell. The marked area is the maximum power which can be generated from the cell.

To find the MPPT point in figure 2.3, a MPPT is used. One of the main methods
which can be used is the perturb and observe (P&0O) method. P&O’s principle is to
analyze the voltage and the current at a point in time and compare it with the prior
point. When increasing the voltage, if the product of the new point is higher than
the previous point, the voltage should be increased further. In the opposite case,
the voltage should decrease instead [25]. The flowchart of the method is displayed
in figure 2.4 and it can be seen that it is needed to compare different points before
it is possible to find the optimal point [25].

10
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START

P(n) = Vinyi()

YES

P(n) -P(n-1)=0

r ' ' v
Increase V' Decrease V Increase V Decrease

RETURN

Figure 2.4: Flowchart of the P&O method.

2.3 Wind Power

Wind turbines are divided into two sub-categories: horizontal-axis wind turbines
(HAWT) and vertical-axis wind turbines (VAWT). For large scale wind farms, the
most commonly used design is the HAW'T three blade design but for smaller scale
systems, VAWTs becomes a viable option [26]. In figure 2.5a a three blade HAWT
can be seen and it can be of large size. A VAWT, which can be seen in figure 2.5b,
can be installed in residential areas and do not occupy large amount of area. The
presented VAWT design is one of many possible designs, but the general principle
will remain the same throughout for all VAWTs.

11
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(a) How a 1.6 MW HAWT may (b) A 6kW
look like [27] CC-BY-SA. VAWT in a
residential area

28] CC-BY-SA.

Figure 2.5: General design of a HAWT and a VAWT.

The efficiency of a HAWT compared to a VAWT is generally higher and is thus
the more commonly used design. Additionally, a HAWT is easier to scale up and is
therefore more affordable if large amount of energy need to produced [26], [29], [30].
However, VAW'Ts are independent of the wind direction and have an lower cut-in
wind speed, which result in a higher power density due to turbulance can be utilized
[26]. The placement of HAWTs are of higher importance because of this. In table
2.2, a comparison between vertical- and horizontal axis turbines is presented. The
comparison is generalized, especially the cost since the VAWTs can use more types
of winds and the rated operation point is different for various turbines.

Table 2.2: Comparison between vertical- and horizontal axis turbine.

VAWTs HAWTs
Efficiency Poor Good
Wind direction | Independent Dependent
Cost/Rated power High Low

In cold climates, wind turbines are troubled by ice which form on the blades and the
rest of the turbine (icing). Icing exposes the wind turbine to excessive stress and
decrease the performance, or even halts it. If the temperature at a location fulfills the
nine-day critera; nine consecutive days with at least one hour of temperatures below

12



2. Theory

-20°C', an ice preventing system need to be used. The system can be implemented
into the blades, so the blades are heated up and melting the ice [31]. Unfortunately,
an ice preventing system will require additional power from the system.

2.3.1 Wind Power Generation

A general equation used to estimate the power output of a wind turbine is the wind
power equation

1
P = ZCppAsept”, (24)

where C,, is the maximum power coefficient, p is the air density, Agyep is the swept
area and v is the wind speed. C), is not a constant but varies with different wind
speeds [32]. At low and high wind speeds, wind turbines can not operate efficient.
Until the wind speed reaches the cut-in speed or drops below its cut-out speed, no
power is produced. Figure 2.6 displays the power output from wind turbines with
different blade radius, r, according to (2.4). The power is limited at high wind
speed due to the risk of turbine damages. Since Agyepr X r? for HAWTS, the power
increases with size.

1400 1
—0.5m
1200 f |=——10.75m Clut-out Speed
1m I
1000 :
1
E 800 1
b 1
[+4) 1
% 600 r
a
400
200 |
Cutl-in Speed
0 | I L I L |
0 2 4 6 8 10 12 14

Wind Speed [m/s]

Figure 2.6: The wind power equation at three different blade radius and a
limited power output at high wind speeds.

2.3.2 Yaw Control

When comparing the rated power of a HAWT with a VAWT, a fair result is not
obtained. HAW'Ts assumes that the wind enters the swept area perpendicular. Since
the VAWTs are independent from the wind speed’s direction it can generate power
from turbulence close to the ground. As a HAWT produce the most power when
the wind direction is perpendicular to the blades, it is necessary to alter the blades

13



2. Theory

direction to match the wind direction. This can be done with a mechanical gear
that control the direction the wind turbine face. The control is called yaw control.

Yaw control can be done in an active- or a passive way. Using a control schematic
and sense the wind direction and thereafter change how the turbines should be
altered is an active way of yaw control. Passive yaw control can be a tail connected
to the turbine. The wind will push the turbine, the tail in particular, until it is
perpendicular to the wind direction [33], [34]. An error is associated with both
the mentioned control schematics and the error relate how precise the wind turbine
can follow the wind direction. The error is usually represented with a factor, cos(6),
where 6 is the angle between the wind turbine and wind direction. The lower allowed
angle tolerance, the more precise can the wind tracking be done and more power can
be generated [35]. The error factor is then multiplied to the wind power equation,
(2.4), and a new expression can be found which include the yaw control and its
associated error. It can be written as

1
P = §CppAsweptv3cos(6’), (2.5)

and is the modified wind power equation [33], [34].

2.4 Wave Power

Water covers about 71 percent of the worlds surface area and have a huge energy
potential [36]. From a report which the World Energy Council presented 2010, they
estimated the potential energy, which could be generated from wave harvesting to
be 32 PWh/year [37]. This is approximately twice of the global energy production
2008. Improvements of wave power regarding construction and efficiency have been
made during past years and together with the potential, interest regarding the tech-
nology have increased [38].

A wave power plant can utilize different technologies, but all use the wave’s potential
and kinetic energy, or either of them, to generate power [38]. Wave power plants are
designed to generate large amounts of energy and to handle the external forces which
it is subjected to, the plant is therefore required to be of large size. As the plant
is located at the sea, area requirements are of less concern. Instead, the plant can
be immobile and ill-shaped for transportation. Installation cost is high and logistic
associated with wave power plants can be complicated, the installation therefore
need to be of high power to be economically beneficial.
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2.5 Energy Storage System

As described in section 2.1, the designed off-grid harvesting system produce energy
from renewable energy sources. The power outputs from renewable energy sources
are essentially variable due to the intermittent characteristics of the weather. With-
out an ESS, enough energy need to be produced to meet the demand at every instant
to maintain a continuous operation for the radar. Produced energy which exceeds
the required demand will be dissipated as losses, as there is no place to store the
energy. ESSs are therefore required in an energy harvesting system to maintain a
continuous operation and to help minimize losses due to over production.

For an ESS, different technologies and typologies can be utilized. Depending on the
requirements and environment, some technologies are more interesting compared to
other. For operation in an off-grid harvesting system, well documented technologies
are Lead acid-, Lithium-ion batteries and hydrogen storage.

2.5.1 Lithium-ion Batteries

Lithium-ion batteries (LiBs) are the ion batteries with the highest specific capacity
[Ah/kg]. This is due to the small atom- weight and radius of Lithium [39]. LiBs are
used in applications where size and weight are of importance, such as smartphones®
and electric buses*. There are various types of LiBs, and each type is based upon
different Li-polymers. Lithium Nickel Manganese Cobalt Oxide (NMC) batteries
have a high specific capacity while Lithium Iron Phosphate (LFP) batteries are
more robust and more thermally stable [39].

The downside of LiBs are mainly sustainable aspects. The accessibility of Lithium,
Cobolt, Nickel and Graphite is limited and with increasing demand, the cost also
increased. The main suppliers of these materials are a few countries which the mar-
ket is fully dependent on. Projections regarding the Lithium accessibility, which
come from the electrical vehicle industry, predict an increase in demand of batter-
ies and it also mention that by 2025, the global Lithium supply will be depleted [40].

Substances in LiBs, specifically Cobalt, is poisonous in too high concentrations
and humans should avoid being exposed to it. Because of the mining and the
management, it may damage the environment and humans in the surrounding [41].
Through Cobalt mining, the health of many humans have been affected in a negative
way and the mining procedure have also been related to child labor [42].

2.5.2 Lead Acid Batteries

Today’s battery market is mainly based upon lead acid batteries. It was one of
the most advanced battery technologies for a long period of time and have a high

3https://support.apple.com/kb/SP770?locale=en__GB, D.O.A 2019:05:21
4https://www.volvobuses.co.uk/en-gb/our-offering /buses /volvo-7900-
electric/specifications.html, D.O.A 2019:05:21
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power capacity, is relatively cheap and is easy to manufacture [43]. Lead acid have
an high theoretical specific energy of 171Wh/kg. In reality the battery only have
a specific energy of 25-40Wh/kg due to its high water content, which is used for
its electrochemical reaction [43]. The efficiency of lead acid batteries is lower than
LiBs, but it is close to 100% at low powers [44].

2.5.3 Supercapacitors

Supercapacitors are electrochemical capacitors which can be used as energy storage
systems. Electrochemical capacitors are divided into different subgroups, where the
electrical double layer capacitor (EDLC) is the most advanced technology at the
moment [45].

The strength of supercapacitors is its power density, where supercapacitors are dom-
inant compared to batteries. Instead, the downside is its energy density, which is
low. With these properties, the cycles could be more frequent, but fortunately su-
percapacitors have much higher cycle life and life length compared to batteries [45].

Unlike batteries, which can have a rather flat voltage discharge curve, supercapaci-
tors voltage change more. The voltage change follow the capacitance equation,

which makes it proportional to the charged/discharged current and the voltage-
SOC curve is a straight line. This makes estimations regarding the state of charge
(SOC) of the capacitor easier, but in applications where a stable voltage is required,
additional converters are needed.

2.5.4 Aging and Comparison of Batteries

The life length of a battery is difficult to estimate and it can be prolonged or short-
ened by the operation point. Factors such as operating temperature, charge- and
discharge current and depth of discharge (DOD) have a significant impact on the
life length [46], [47]. Also, the storage of the battery when not used will affect the
aging [46], [47]. When batteries age, the usable capacity decrease and the internal
resistance increase. This is due to side reactions, which change the structure of
active materials in the electrodes and add material layers on top of them [46]-[48].
Different batteries age differently, even if they are of the same design, which make
estimations difficult to make, but from measurements, predictions and models can
be made.

Lead acid batteries are more sensitive to temperatures than LiBs, and temperatures
over 25°C have a larger impact on lead acid batteries. For temperatures between
0-20°C, the impact of aging is almost neglectable, but at these temperatures the
internal resistance changes [44], [49]. The general cycle life for LiBs are longer than

16



2. Theory

for Lead acid batteries and this is presented in table 2.3.

To keep the battery temperature at a steady level, one solution is to bury the battery
in the ground. Since the thermal conductivity in the ground is low, the temperature
varies less. With the Kusuda-Achenbach model [50], a valid estimation of the tem-
perature in Gothenburg at different depth in the ground can be made, which can be

seen in figure 2.7. At a depth of 4m, the temperature of the battery will never fall
below 0°C.
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Figure 2.7: How the average temperature change over several years at different
depth in the ground.

To aid the decision of which ESS is the most suitable for a given application, ta-
ble 2.3 was compiled. The comparison is done with NMC LiBs, as it display the
necessary differences between Lead Acid batteries and LiBs. The values which is
displayed in table 2.3 are from battery packs, which is different from the theoretical
values. This mean that casing and other protection is added into the weight.
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Table 2.3: Comparison between supercapacitors, lead acid and lithium-ion on a

pack level.
Supercapacitor Lead Acid Lithium-ion
[45][51] [44] [44]
Specific capacity 1-10 40 150
(Wh/kg]
Specific Power 500-10,000 1,000 512
[W/kg
Efficiency [%]
@ 0.05C 100 100 100
@ 0.25C 100 80 99
@ 1C 100 60 92
Cycle Millions 1,000 @50% DoD 1,900 @80% DoD
Life
Initial Cost 300-2000[52] 70°-120 120°-600
[$/kW h|
Temperature - Degrades significantly Degrades significantly
Sensitivity above 25°C above 45°C

2.5.5 Hydrogen Storage

After some alterations, today’s combustion engines can operate with hydrogen, and
the transition from fossil to hydrogen could potentially be easier than to electric mo-
tors. Unlike fossil fuels, the by-product of using hydrogen is H,O instead of carbon
oxides. The principle of hydrogen storage is to store and use hydrogen in fuel cells,
which are used to generate electricity in a closed chemical system. In comparison to
batteries, the amount of energy which can be stored is very large. This is because
hydrogen is stored in high pressure tanks. Continuing the comparison, the efficiency
of fuel cells are poor and do not reach more than 30%, assumed that the heat losses
cannot be utilized [53].

As mentioned in section 1.1, there is a household in Agnesberg, Gothenburg that use
only sustainable energy sources. The household utilize hydrogen to supply his house
with power and heat during the winter. When his battery pack is fully charged, the
excess power produced is used in the electrolysis process to produce hydrogen [53].
Hydrogen storage is like battery storage, a proven alternative for ESS but due to its
low efficiency, it would require a larger system.

Shttps://www.alibaba.com /product-detail / Yangtze-solar-Lead-acid-gel-
battery 62111813501.html?spm=a2700.7724838.2017115.27.5b4f7d60H6Ttb7&s=p, D.O.A:
2019:05:16

Shttps://www.alibaba.com/product-detail /rechargeable-lithium-ion-prismatic-cells-
3_62001367650.html?spm=a2700.7724838.2017115.32.210f37139vRyW1&s=p, D.O.A: 2019:05:16
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2.6 Power Electronics

To ensure that the radar system is kept at the rated voltage, electrical power con-
verters are needed. Depending on the application and if galvanic isolation is needed,
different designs are of interest. Ideal components are assumed to simplify the equa-
tions for the converters. This include that no components have an equivalent series
resistance (ESR), that switches do not have a commutation time or losses and that
diodes do not have any voltage drop.

Design of components are done under continuous conduction mode (CCM) and
steady-state operation. To ensure that the converter is operating in CCM, the
following expression,

IL— =" >0, (2.6)

need to be true over the entire operation range. From (2.6), I}, represent the average
current which flow through the inductor and Ai; is the peak-peak ripple of the
inductor current.

2.6.1 Step-down (Buck) Converter

A buck converter distribute power from the high voltage side to the low voltage
side. Figure 2.8 show the topology of a buck converter and that a switch, a diode, a
capacitor and an inductor is included. Depending on the on-time, t,,, of the switch,
it is possible to change the voltage on the low voltage side. The transfer function
for the buck converter is,

Vo

v, D, (2.7)
where D represent the duty cycle of the switch and is a ratio between the on-time
and the switching period, T;. V, is the output voltage and last, V} is the high voltage
side and also the input. From (2.7) it is noticed that the duty cycle is proportional
to the ratio of the low- and high voltage side. To be able to keep the voltage con-
stant at the low voltage side, a controller can be implemented. A controller method
which is commonly used is pulse-width modulation (PW M) and is connected to the
switch to control the duty cycle.

The components, essentially the inductor and the capacitor are to be designed to
meet the requirements. The inductor is related to the current ripple and the ca-
pacitor to the voltage ripple. How the inductor relate to the output ripple can be
expressed accordingly to,

Vo
L

where L is the inductance. From (2.8) it can be seen that CCM is ensured as long
as the current ripple is designed as a percentage of the current which flow though
the inductor. The inductor value is to be chosen to ensure that the current ripple

Aip = -°(1 - D)T,, (2.8)
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Figure 2.8: Display how a buck converter can be designed and the essential
components which it consists of.

percentage is lesser than 50%, otherwise operation in CCM can not be guaranteed
at all times. As for the capacitor, it is chosen depending on the allowed voltage
ripple and how the capacitor relate to the output voltage ripple is,

AQ  AILT;
c  8C
where, @ is the stored energy in the capacitor and C' represent the capacitance [54].
From (2.8) and (2.9), the relationship of how the components relate to the ripple
can be seen and from there, and depending on the requirements regarding ripple,
values for the components can be calculated.

AV, = (2.9)

2.6.2 Step-up (Boost) Converter

For the boost converter, the power is transferred from the low voltage side to the
high voltage side and to accomplish this, the topology which can be seen in figure
2.9 is utilized.

+

Y ° ~J -
L1 &
L D
5 + +
vd a G \/o Load
Switch T

Figure 2.9: Display how a boost converter can be designed and what components
that are needed.

The transfer function for the boost converter, if operation in CC'M is assumed, can
be expressed as,
V, 1
M (2.10)
Vo 1-=-D
and it can be noticed that the higher the duty cycle, the higher the ratio between
the input and output voltage is. With the same principle as explained in section
2.6.1, a controller can help to ensure that the output voltage is kept at a constant
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level. To meet requirements regarding ripple, the components need to be sized. The
capacitor is related to the output voltage and can be sized in the following way [54],

_AQ DT,
¢  C

AV, (2.11)

Depending on the ripple factor, the capacitance can be calculated from (2.11). To
keep the ripple current suppressed and to ensure operation in CCM, the inductor
need to be designed. If the current drops too low, the converter starts to operate
in discontinuous conduction mode (DCM). This boundary limit for the inductor
current, I, can be expressed as,

1 TV,
Ig = =Aip =
LB 9 L oL,

D(1 - D) (2.12)

This can be rewritten as an expression of the inductance, which depends on the
output boundary current, I,g, which is the minimum current the converter can
supply the with output in CCM operation. The inductance can be expressed as,

15V,

I —
21,p

D(1 — D)? (2.13)

With (2.11) and (2.13), the boost converters inductor and capacitor can be designed
with predetermined voltage- levels, ripple and boundary current.

2.6.3 Bidirectional Converter

In an ESS there is a need to transfer power in both directions, when charging and
discharging the storage [55], [56]. Figure 2.10 display a bidirectional converter which
can act as a buck converter in one way and a boost in the other direction. While in
buck mode, switch S1 is closed, while S2 is switching and vice verse for boost mode.
By controlling the switches S1 and 52, power can be transferred in both directions
and it is possible to charge and discharge the ESS.

ESS

i ‘
Q System  Load CH =— D2 ZE:Q@, 2 L ==

L

Figure 2.10: Design of a bidirectional DC/DC converter.
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2.6.4 Flyback Converter

A conventionally used buck-boost converter is the flyback converter. It have the
characteristics of both the buck- and the boost converter and can increase or de-
crease the output voltage depending on the duty cycle. The transfer function when
operating in CCM is expressed as,

Vo _Ns D (2.14)

Vo Ni1-D
and from (2.14) it can be noted that a flyback converter can act as a buck converter
during certain duty cycles and as a boost converter during other. Specific intervals
can be found in the case that the number of transformer windings are know. A
difference for the flyback converter compared to prior mentioned converters is that
it includes galvanic isolation, due to the included transformers. The transformers
can be noted in figure 2.11. The presented flyback design includes three transformer
windings, where N; is for the primary side, N3 for the secondary side and the last
for voltage protection, N, is included. The protection limit the output voltage to a
certain value depending on the number of windings on Ny and Nj.

L3 MC J: \: <L+ Load

| 'J
NI ok
o ]

* l N2 N3

Figure 2.11: How a flyback converter may look like. Necessary components such
as capacitors and inductors are included.

To ensure operation in CCM, sizing of the magnetizing inductor in the transformer
is needed. By using figure 2.11 and analyzing the circuit, it is possible to notice
that,

N3
L,=1;+1,—,
d+ N,

where [, is the magnetizing current for the transformer at the primary side, Nj.
By substitution and rearrangement, an expression for the magnetizing inductor can
be found. It follows,

Volo Vo N3 DV4T,

>
‘/d RLoad Nl 2Lm 7

(2.15)

and, by choosing L,, the converter can ensure operation in CCM.
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2.7 Snubbers

In electronic circuits which consist of switches, there will be losses associated with
the switch. To reduce the losses and stress related of switching, snubbers are used.
A snubber is able to limit the voltage overshoot of a semiconductor during its turn-
off period and limit the rate of change in the voltage across the semiconductor under
the turn-off period. It can also limit the current through the semiconductor, shape
the switching trajectory and limit the rate of rise of the current through the semi-
conductor during the turn-on period [54].

In the presented converters there is a need to use two different semiconductors, a
diode and a switch. A snubber for the diode, and one for the switch is therefore
implemented. The design of the diode snubber and that of the switching snubber is
different and will thus be separated and presented individually.

2.7.1 Diode Snubbers

A diode snubber is mainly used to limit overvoltage over the diode. A possible
design of a diode snubber is presented in figure 2.12, and it can be seen that it
consists of a resistance and a capacitance connected in series. The two components
are connected in parallel with the diode. An stray inductance, L, is also included
to make the system more realistic.

Diode

|
|
+ -

Cdi

Figure 2.12: Display how a diode snubber may look like.

The component value for the resistance, Ry;, and the capacitance, Cgy;, can be cal-
culated depending on the waveform of the current and the voltage. The value of
the stray inductance is also of importance when the values of the components are
chosen. The base resistance, Rp,s., for the resistance in the diode snubber can be
calculated according to

Rpgse = (2.16)

Y
I’f"f‘
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and from (2.16), Vj; is the forward voltage over the diode and I,,. is the reverse
recovery current. The value for the resistance, Ry;, should be chosen as a value
larger than Rp.s.. According to [54], the optimal value for the resistance is when
R4 = 1.3Rpse, under the condition that the capacitance is selected as its base value.
The base value for the capacitance, Ch.se, can be calculated as

[ 2
Chrase = Loy— 2.17
b 7 (2.17)

2.7.2 Switch Snubbers

Two types of switch snubbers are turn-off and turn-on snubbers. For converters,
the turn-off period is a major problem and is related to large losses [54]. To limit
the power loss, a turn-off snubber is used and in figure 2.13a a possible design of a
turn-off snubber is displayed. From figure 2.13a, similarities to a diode snubber can
be seen, but the turn-off switch snubber includes a diode which is connected parallel
to the resistance.

For the resistance, R, and the capacitance, C,, their values can be calculated
by observing the waveform of the current and voltage during a switching event. By
using the waveforms, the rise time of the current ¢;;, the stabilized value for the
current I, and the voltage, V;, over the switch can be found. With this information,
it is possible to calculate the capacitance according to

Totyi
Csp = 2.18
i (218)
The resistance of the snubber can be calculated in the following way,
V,
Row > Td (2.19)

where R, based upon the desired protection and the selected loss minimization
criterias.
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(a) Display how a turn-off snubber may (b) Display the design of a
look like. turn-on snubber.

Figure 2.13: Switch snubbers

As for the second switch snubber, the turn-on snubber, it is dissimilar with the
other presented snubbers because it is connected in series with the semiconductor
instead of parallel. The design for a turn-on snubber is presented in figure 2.13b.
Additionally, the turn-on snubber have an inductance, L, instead of a capacitance.
The inductance can be calculated accordingly to,

Loy = Avdst”, (2.20)

Iy

where AV, is the transistor’s overvoltage at a turn-on event and t,; is the rise time
of the current. The resistance can be designed such that it let the inductor current
decrease to a low value before the next turn-on event, which is done by investigating
the current waveforms and tuning the resistance.
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The Radar

The radar, which the system should provide energy for, is described in this chapter.
It does not always have to operate in the same way and therefore this chapter de-
scribes two modes of operation.

In table 3.1 the prerequisites of the radar are presented. From table 3.1, a voltage
level of 54V is selected as the supply voltage. The power electronic in the system
is design to maintain these specifications with a margin to secure safe operation.
The maximum peak-peak voltage ripple is used when selecting the power electronic
ripple, and it is design to manage this limit with a great margin.

Table 3.1: Prerequisites for the radar

Nominal supply voltage 54VDC + 1V

Normal supply voltage 46-62VDC
Maximum output power estimated 260W
Maximum peak-peak voltage ripple 2.5V

3.1 Continuous Operation

The first mode of operation is continuous operation. In this operation, the radar is
transmitting and receiving data at all times and have a continuous power demand
of 260W, which is the estimated maximum output power, see table 3.1. This is the
operation which have the highest power demand and therefore the largest system is
sized to meet this demand.

3.2 Interval Operation

The operation does not necessary need to be continuous operation but could be of
an interval operation. The second operation mode investigated is interval operation,
with a period time of five seconds and a duty cycle of 20%, as can be seen in figure
3.1. By transmitting for one second, a good accuracy can be obtained, and waiting
for no more then four seconds do not let targets to move far without being detected.
In reality, if a target have been detected, the duty cycle may change to be able to
follow the object of interest. When not transmitting there is a stand-by power which
is set to 30W. This power represent the internal data processing and communication
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link. The average power of the interval operation is 82W. This would decrease the
system sizes, as lesser amount of energy need to be generated.
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Figure 3.1: Radar input power during interval operation.
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Energy System Modulation

In this chapter, argumentation and reasoning which is related to the final system
will be presented. Comparisons between different renewable energy sources are to
be conducted, to motivate the use of certain technologies. Additionally, the design
of the ESS will be presented to be able to generate a complete model of the system.

To generate sufficiently with energy for the radar, different renewable energy sources
can be utilized and three alternatives have previously been mentioned, solar-, wind-
and wave power. For the given requirements, a small generating system is needed,
which is compact and is able to produce enough energy at the given location. As
mentioned in section 2.4, wave power generators are usually of larger size, higher
power rating and located at the seabed. This limits the potential radar placement to
near coastlines, which may not be desirable. With solar- or wind power, additional
locations will be available for the radar compared to using wave power. As small
scale wave power plants are close to non-existing and due to the limiting placements,
wave power have been decided to not be a suitable generating source for this appli-
cation.

Depending on the selected location and environment, solar- and wind power gener-
ation can be suitable sources of energy. Both technologies can be expanded and be
sized depending on the specific power level. As the systems can be sized depending
on the environmental surroundings and the required power, the system can be sized
to be as compact as possible. Hence, solar- and wind power generation have been
chosen as suitable energy sources for the application. Two models will therefore be
used, one for the wind- and one for the solar- power generation. For different lo-
cations, adjustments regarding sizing will be done based on available weather data.
As the system is connected to an ESS, readjustment need to be done with respect
to the capacity of the storage so the system is kept as compact as possible while
keeping the cost low.

4.1 Weather Data Acquirement

SMHI collects data from weather stations all over Sweden, which is available free
of charge on its web page’. The weather data for Gothenburg used is taken from
this source and the acquired solar- and wind data is an average value for each hour.
Solar data is given in irradiation [W/m?| and wind speed in velocity [m/s] for the

"https://www.smhi.se/klimatdata, D.O.A: 2019:05:16

29



4. Energy System Modulation

wind data. For the second and third location, Sde Boker and Thule, the data was
taken from NASA® and Towa State University® respectively.

During certain periods, the data acquired were missing measurements. This was
solved by manually filling in suitable values based upon neighboring data from the
location. The weather data is shown in figure 4.1, 4.2 and 4.3, which includes
temperature, wind speed and solar radiation. The temperature is lower at locations
at higher latitudes. A similar correlation with the radiation can be noticed and
the sun shines more evenly over the year closer to the equator and the radiation is
relatively high the year around in Sde Boker. Gothenburg is the windiest location
out of the three.

8https://solrad-net.gsfc.nasa.gov/, D.0O.A: 2019:05:16
9https://mesonet.agron.iastate.edu/request /download.phtml?network=IL___ASOS, D.O.A:
2019:05:16
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Figure 4.1: Temperature for each location including average, minimum and
maximum value.
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Figure 4.2: Irradiation for each location including the average value.
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Figure 4.3: Wind velocity at each locations including average value and standard
deviation.
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4.2 Solar Energy Model

For the solar model, it can use either a PV or a CSP based topology. The required
power rating and area requirement are the deciding factors in the decision of which
technology that is the most suitable. CSP technologies require larger space com-
pared to a PV system and need to be of larger size to be able to archive a higher
efficiency. As for a PV system, it can be designed to have a high efficiency for the
required power rating. Therefore, the model will be based on a PV system.

The PV system will be based on mono crystalline silicon as this technology has the
highest efficiency compared to other mentioned technologies, see table 2.1. The cost
of the system increase due to the use of mono crystalline cells, but the area or num-
ber of PV cells will be reduced as a result of the higher efficiency. After evaluating
the trade-off between area occupation and initial cost, the mono crystalline design
was found to be preferable to use.

To be able to generate a model from a product sheet: two assumptions have been
made regarding the solar cell model. The first assumption is that a MPPT is not
designed in the project, instead a quasi-MPPT is used and it is assumed to give
the maximum power point at each instant. From experimental results, shown in
appendix A, it can be seen that the same relationship which is presented regarding
V,e and I, can be applied for the maximum power point too. An error in the range
of 6% can be noted due to the assumption, except for two data points.

The second assumption is that the temperature dependence which exists for V. and
1. can be applied to the maximum power point for the PV system. The error which
is associated with the temperature dependence have a minimal impact compared to
the previously mentioned error and, hence can this assumption be made.

4.2.1 Choice of PV Cells

The PV model is based upon data from NOCT conditions and therefore, only man-
ufacturers which present this information are considered. A PV cell from Solar
World!® with a size of 1.67m?, was chosen, and the model is generated to mimic the
same behaviour as the chosen PV cell. How the power output of the model change
with the irradiation can be seen in figure 4.4 and an almost proportional relation-
ship is seen. The product can be bought for $210 in a retail store. The cell have
its maximum power point at a voltage of 29.5V and a current of 7.43A at NOCT
conditions, which result in a power output of 219.2W.

The complete model use a PV cell configuration to achieve a specific voltage and /or
power level. The voltage level of the PV cells should be designed to always be lesser
or greater than the radar voltage regardless of the irradiation and the temperature.
It have therefore been decided to keep a minimum of three cells in series which gives

DOhttps:/ /www.solaris-shop.com /solarworld-swa-290-plus-290w-mono-solar-panel / D.O.A:
2019:05:21
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Figure 4.4: Display how the power output from a single PV cell change with
irradiation. Temperature is set as 300K.

an voltage of around 88.5V. As for the number of parallel connected PV cells, it is
dependent on the required power demand and the environmental surrounding.

4.3 Wind Power Model

The designed wind power model is compatible with both vertical and horizontal tur-
bines where the VAWT uses (2.4) and HAWT follows (2.5). Additionally, a cut-in-,
cut-out- and cut-off-speed is implemented to know at which wind speed the turbine
can start to generate power, reach maximum generation and terminate the produc-
tion. The maximum power coefficient, C,, will increase to its rated value after the
speed exceeds the cut-in-speed and decrease at its cut-out-speed.

Two products, one VAWT! and one HAWT!? have been selected to be used and
their power curve from the model can be seen in figure 4.5. The previously men-

tioned parameters can be seen in table 4.1 and relate to the selected HAWT and
VAWT.

These two turbines have desired power ratings and an output voltage of 48V. The
parameters which are used in the model are based on the selected product specifi-
cations. The selected HAWT have an initial cost of $300'? and requires a minimum
of 3m? of area. Additionally, the VAWT have an initial cost of around $250'! and
have a area requirement of 1m?2.

Hhttps: / /www.alibaba.com/product-detail / Vertical-axis-wind-turbine_ 60733877884.
html?spm=a2700.7724838.2017115.34.4be040650uz9PRs=p, D.O.A: 2019:05:16

12https: //www.alibaba.com/product-detail /Chinese-Complete-Home-System-3-
Phase 60843504166.html?spm=a2700.7724838.2017115.117.4be040650uz9PRs=p, D.O.A:
2019:05:16
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Table 4.1: Wind speed parameters for the horizontal- and vertical wind turbines.

Cut-in speed [m/s] Cut-out speed [m/s] Cut-off speed [m/s]
HAWT 2 12.5 45
VAWT 2 11 45
1400
——HAWT
1200 | |—— VAWT 12.5m/s
1000
g 800
Q
g 600 |
o
11, m/s
400} 1
2007
2lmls /—
DD 2 4 5 8 1ID 1I2 1I4

Wind Speed [m/s]

Figure 4.5: The power output from the two wind turbines at different wind
speeds.

4.4 Battery Model

If a storage system with high- efficiency and energy capacity is of interest, then a
battery is a proven choice which is selected for this model. The battery is modeled
as a voltage source in series with an internal resistance, as shown in figure 4.6. Nei-
ther of these components are constant but are described as functions of the SOC
and the temperature of the battery. If the battery was simply modeled as only a
voltage source, the losses would not be included and more advanced models than
the proposed model are mainly used when the frequency response of the battery is
of importance. The internal resistance will generate a power loss and a voltage drop
in the battery.

LiBs are chosen over lead acid batteries and supercapacitors due to their high energy
density. LiBs also have longer cycle life and are more stable in a wider temperature
range. Even though the cost of LiBs are higher, the pros weighs up for it. Regarding
the temperature, LFP is a LiB type with rather good tolerance. Additionally, other
LiB types, such as NMC, consists of metals like Cobalt and Manganese. From an
sustainable aspect LFP is to be preferred.
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Figure 4.6: The battery model.

The V,.,-SOC curve is taken from measurements of a LF'P coin cell and the modeling
of internal resistance is done from measurements in [49]. Both of these measurements
are shown in figure 4.7. A SOC window is used which means that the battery never
gets fully discharged nor fully charged. This window is set as 20%-90%. Battery
cells are connected in series and parallel to achieve the required energy capacities
and voltage level. A voltage level of 48V was selected for the battery.
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(a) Voe-SOC curve of a LFP cell. (b) Resistance of a LFP cell at different
temperatures and SOC levels.
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Figure 4.7: The measurements which the battery model is based upon.

Comparing the amount of current which flow into the battery with the discharge
current, a net current can be calculated. Integrating this net current and comparing
it with the battery capacity, the battery’s SOC can be calculated and visualized.
The current into the battery is set to zero if the battery is fully charged and if the
battery is depleted at anytime, the system is undersized. Thus, by observing the
SOC of the battery during simulation, sizing of the battery can be carried out. Due
to uncertainties and the complexity of aging in batteries, this is not implemented
in the model. Although, the aging is taken into consideration by adding 25% extra
energy capacity to the calculated value. This is done in order to secure a safe and
long operation life for the battery.
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Converter Design

For the system, there will be a need of a maximum of three converters: one con-
nected to the solar PV cells, one to the wind turbine and lastly, one at the battery.
Each of the mentioned converters have different purposes and therefore each con-
verter has different requirements to meet. Similar for each converter is that they
need to include safety marginals. The marginals help to ensure operation in CCM,
as mentioned in section 2.6, and to limit faults.

By comparing the voltage levels at each connection, a conclusion regrading the nec-
essary converter design can be made. For the two converters connected to the power
sources, they will have the same output voltage, which is the DC voltage that the
radar requires. The input voltage for these two converters are dependent on the
output from the power source and vary from product to product. As mentioned in
section 4.3, the chosen wind turbines have an output voltage of 48V. A boost or a
flyback topology can be used for the application, but a flyback converter is mainly
used in circuits where the high voltage is present. It is therefore decided to use and
boost converter as it generally have a higher efficiency.

In section 4.2.1 it was mentioned that the output voltage of the PV system were
designed to 88.5V. By comparing the PV voltage with the required voltage at the
radar, which is 54V, a clear disparity is seen. Due to this, a flyback or a buck
converter topology can be used. The main reason to use a flyback converter is be-
cause of the galvanic isolation and protection it provided. For the PV system, high
efficiency is of high importance and additional protection can be provided through
relays, thus it was decided that there is no need to use a flyback converter. There-
fore, a buck converter have been chosen.

For the converter connected to the ESS, it will use the bidirectional topology, due
to the need to transport power in both directions. The converter will be designed
in two steps, one for each direction. It acts as a boost converter in one direction,
using the boost topology which have been presented and for the opposite direction,
the buck topology will be used instead.

When calculating the components values, a switching frequency must be chosen. A
switching frequency of 500kH 2 have been chosen and is mainly chosen as a high
value to help to minimize the size of the components. Other frequencies can be
chosen, but 500k H z is a standardized value and there exist components which use
this frequency. It have therefore been chosen as the switching frequency for all the
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converters in the system. Additionally, it is required to know the maximum amount
of current which will flow through the converters. This is done in order to ensure
that the components can be chosen accordingly.

The output voltage of each converter include ripple due to the switching in the
circuit. The ripple is desired to be minimized as the output is a DC voltage. To
secure a low ripple, the ripple voltage have been designed as 1% of the output
voltage. This is also to ensure that the voltage which the radar is supplied with is
kept within the requirements. By using 1% of the output voltage as a guideline for
the ripple, it should be kept within limits with marginal.

5.1 Buck Converter Design

For the PV system, because the number of parallel solar cells are decided based upon
the required power production, it is unknown what amount of current that will flow
through the converter. It have therefore been decided to allow a maximum current
of around 25A which represent a current from a 3x3 cell configuration. Additionally,
to ensure operation in CC'M at most times, a minimum current ripple, Ay, of 0.3A4
was selected.

The buck converter’s inductance and capacitance are calculated with the use of (2.8)
and (2.9) respectively. By including non-ideal components, the calculated values
may not be the best solution as the equations are besed upon ideal conditions. The
components values are therefore changed through trial-and-error to find a better
solution.

5.2 Boost Converter Design

The wind boost converters are designed to fit the horizontal-axis wind turbine and
an input voltage of 48V, as presented in section 4.3. Similar to the PV buck con-
verter, the output voltage is 54V. The maximum power output of the wind turbine
is 1100W, which results in a maximum current of 21A. For the output boundary
current, I,p, it is selected to be 0.3A.

With (2.11) and (2.13), the boost converters inductance and capacitance are cal-
culated. Afterwards, the components could be chosen with considerations to the
parasitic elements and re-selected.

5.3 Bidirectional Converter Design
For the design of the bidirectional converter, both the power directions are taken
into consideration. The low voltage side of the converter is the battery side with a

voltage level of 48V and the high voltage side is the radar, with a voltage of 54V.
When discharging the battery, the output current will not exceed 4.8 A, as this is the
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required current the radar require during rated operation conditions. In the case of
charging, the maximum allowed current is set with regards to the power production
limits according to

Ima:r:,Solar + [max,Wind,max - [radar = [Battery,maxa

25A+21A—48A=41A

Since the maximum output from the PV cells seldom occurs simultaneously as the
maximum output from the wind turbines, the maximum current is chosen to 30A
for the bi-directional converter. For this converter, both the current ripple, Aiy,
and the boundary current, I,p is set to 0.1A.

In the bidirectional converter there are two capacitors, C'y and Cp,, as can be seen in
figure 2.10. CY is designed for the boost converter, when the battery discharge, and
(', is designed for the buck converter, when the battery is charging. Since there is
only one inductor, its values are calculated for both cases and selected as the highest
value.

5.4 Snubber Design

Parasitic elements, in shape of stray inductances, are added to the converter circuits
to resemble a more realistic scenario. For the buck and the boost converter, the
inductance connected to the diode is assumed to be 10nH and 15nH for the induc-
tance connected to the switch. As for the bi-directional converter, both the stray
inductances are assumed to be 15nH. These values are estimations based upon the
length of the copper wire between different components and would be different if
the circuit is realized, however, the ones selected here fulfill a demonstrating purpose.

For each converter, two snubbers are designed. For the buck and the boost con-
verter, a turn-off snubber and a diode snubber are designed, but those snubbers are
complicated to implement for the bidirectional converter. Since the diodes and the
switches in the bidirectional converter are connected in parallel to each other, they
would affect a snubber placed in parallel. Therefore are turn-on snubbers selected
and designed for this converter instead of turn-off snubbers or diode snubber. This
is because turn-on snubbers are connected in series to the semiconductors instead
of in parallel.

All snubbers are designed according to the equations presented in section 2.7.1 and
2.7.2. In LTSpice, voltage and current waveforms are analyzed at the rated power
of 260WW. The unknown variables that are needed for the equations are extracted
through observations.
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Systems for the Different Modes
and Locations

In this chapter, results that are related to the system sizing is presented. Possible
wind- and solar power generation combinations are presented to understand different
scenarios. The battery size is also included and will be presented for each individual
system. For each location, two results will be presented, one for the continuous case
and one for the interval operation. To analyze the energy harvesting possibilities,
the data which is presented in figure 4.1, 4.2 and 4.3 is used.

6.1 System Model

The models designed in chapter 4 are combined into a full system model, as can
be seen in figure 6.1. The produced power is compared with the required power
of the radar, and if the power produced is higher than the load power, the battery
is charged, otherwise the battery is discharged. In figure 6.1, the block with the
notation "PE" represent power electronic converters and is set to the efficiency with
its associated snubber design. The efficiencies of the converters are presented in
section 7.2, table 7.3.

With wind speed and solar radiation as input, the state of charge in the battery can
be analyzed. By analyzing different wind- and solar power combinations, an estima-
tion of the battery size can be carried out for each case. What is not seen in figure
6.1 is that the PV and the battery model take the temperature into consideration.

Solar Solar PV m
Radiation Model
+
f
o -2 £
Wind Wind Turbine m =
Speed Model

Figure 6.1: Simplified model of the system.
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In section 4.2, 4.3 and 4.4, the cost and area requirements for each individual compo-
nent is presented. The cost of the system is divided into different parts and with the
use of table 6.1, an overview of the cost for each part of the system can be noticed.
Essentially, the ESS is an expensive part of the system, as a large battery is needed
to compensate for the intermittent characteristics in renewable energy production.

Table 6.1: Cost and area of the individual parts of the system.

I | PVl HAWT VAWT  Battery |
$ 210/product  300/product  250/product 90/kW h
Area [m?] 1.67 3 1 -

6.2 The System in Gothenburg

In Gothenburg, neither of the chosen power generating technologies are able to pro-
vide enough energy by themselves without a large battery. Generation parameters
are set for each presented system and the battery is changed to find the least energy
capacity needed to make the system feasible.

6.2.1 Continuous Operation

This section present a set of possible solutions which could be used in Gothenburg
under continuous radar operation, presented in chapter 3. In table 6.2, the result
is shown and columns related to the power generation is represented in quantity of
the selected product and its individual cost. The last three columns present: the
battery energy capacity adn its associated cost, the total area required for the power
generation and lastly, the cost which make the system possible.

Table 6.2: Possible energy harvesting systems in Gothenburg if the radar require
continuous operation.

Solar Vertical Horizontal Battery Area Total
Cells ($) Turbines ($) Turbines (§$) [kWh] [m?] || Cost [$K]
0 ($0) 0 (%0) 1 ($300) 714 ($64.2K) 3 64.5

0 (30) 1 ($250) 1 ($300) 277 ($24.9K) 4 25.5

0 (30) 0 (%0) 2 ($600) 165 ($14.8K) 6 15.4
3x1 ($630) 0 ($0) 1 ($300) 178 (316.0K) 8 16.9
3x2 ($1260) 1 ($250) 1 ($300) 89 ($8.0K) 14 9.8
3x2 ($1260) 0 ($0) 2 ($600) 51 ($4.6K) 16 6.5
3x3 ($1890) 0 ($0) 0 (%0) 00 15 00
3x8 ($5040) 0 ($0) 0 ($0) 647 ($58.2K) | 40 63.2

From table 6.2 it can be seen that a combination of wind- and solar power generation
yields the smallest battery capacity needed. With only wind power, the required
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battery energy capacity is still large but significantly smaller compared to the case
when only a PV system is used. The energy capacity needed if only wind power is
used, is comparable to more than two electric bus batteries, which was presented in
section 2.5.1.

From observations regarding the power production of each individual technology, it
can been noted that a large amount of solar power is produced during the summer,
but a minimal amount is produced during the winter. This is the reason why such
a large battery is required for a PV system. It is also important to notice that a
PV system with a 323 configuration do not meet the total power demand and the
battery need to be infinity large due to this. Additionally, in figure 6.2a, the power
production from a 3x4 PV module is presented and how the solar irradiation vary
with seasons can clearly be noted.

With only wind power generation, it can be seen from table 6.2 that it requires a
large battery pack to be feasible. A system which only utilize wind power production
is presented in figure 6.2b and compared to a PV system it can be observed that the
power production from the wind system only follow some seasonal variations, as it
have a more concentrated wind speeds during the winter. The best presented wind
system use two horizontal wind turbine.

By combining the models, the power production can be seen in figure 6.2c. The
best combined system in terms of energy capacity and cost is presented in table 6.2
and use a 3x2 PV module and two horizontal wind turbines. Important to notice
is that the periods when the system produce less than the required 260W are few
and short, which result in a smaller battery. The required energy capacity for the
battery is 51kWh and compared to other presented result, it has significantly been
reduced. As the battery is the system’s most expensive component, it is necessary to
minimize the size of the battery so the system is economically feasible. Additionally,
a rough estimation of the area needed for the system is presented in table 6.2 and
it can be seen that for a combination system, the area is also reduced compared to
when only using a PV system. A combined system is thus the most adequate and
appropriate choice of system configuration to use in this case.
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(a) Solar power generation during several years in Gothenburg.
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(b) Power production from two vertical- and one horizontal- wind turbine(s).
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(c) How the power production of a combined system may look like.

Figure 6.2: Power production in Gothenburg under continuous operation.

A combined system resulted in the lowest battery energy capacity and the capacity
is determined so the battery is never depleted. In figure 6.3, the combined system
battery’s SOC is displayed and it is possible to see a few interesting periods. After
around one year, during a winter, the system is not able to meet the power demand.
The battery starts to discharge and therefore the SOC' starts to drop. The same
behavior can be seen at each winter season and this is due to the solar power pro-
duction, as it produce an almost negligible amount of power during certain periods
of the winter. There are day-to-day changes and they can be noticed from the ripple
around 90% SOC'. At these times, the battery is charged and discharged back and
forth.

44



6. Systems for the Different Modes and Locations

80

60 [

SOC [%]

40 -

20~

0 0.5 1 15 2 25 3 35 4 4.5 5
Years

Figure 6.3: Display how the SOC of the battery change with time.

6.2.2 Interval Operation

When using an interval operation, the average power demand is lower and the sys-
tem is smaller. From table 6.3 it can be observed that a combined system yield the
smallest battery, which was the same observation as in section 6.2, but compared
to the continuous case it have been scaled down as a result of the reduced power
demand.

Table 6.3: Possible energy harvesting systems in Gothenburg for interval

operation.

Solar Vertical — Horizontal Battery Area Total
Cells Turbines Turbines [kWh)] [m?] || Cost [$K]
0 ($0) 1 ($250) 0 (30) 116 ($10.4K) 1 10.7
0 ($0) 0 ($0) 1 ($300) 27 ($2.4K) 3 2.7
0 (%$0) 1 ($250) 1 ($300) 22 ($2.0K) 4 2.6
0 (%$0) 0 (%0) 2 ($600) 20 ($1.8K) 6 2.4
3x1 ($630) 0 (30) 0 (%$0) 357 ($32.1K) 5 32.8
3x1 ($630) 1 ($250) 0 (30) 25($2.2K) 6 3.1
3x1 ($630) 0 (30) 1 ($300) 8 ($0.7K) 8 1.6
3x2 ($1260) 0 (30) 0 (%$0) 245 ($22.0K) | 10 23.3
3x3 ($1890) 0 (30) 0 (%$0) 178 ($16.0K) || 15 17.9

For interval operation, using only a PV system is considerably more feasible than
for the continuous case. The required battery energy capacity can be reduced to
178kW h with a 323 solar cell configuration. Due to economical factors, large batter-
ies are not desirable as they are a large investment. Instead, if a system only utilize
a HAWT, it is able to provide the power with a small battery of 27kWh. From
table 6.3 it can be seen that by using two HAWTs compared to using one HAW'T,
the energy capacity can be reduce by 7TkW h, which is a small reduction compared
to the additional energy provided. Hence, if only a wind power system is of interest,
a HAWT would be the best choice.

When an interval based operation is used, the required energy capacity, the needed
area and cost have been reduced. Table 6.3 presents a combined system which use
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one HAWT and 3x1 PV cells. This system have a small battery and low cost,
and as was shown for the continuous case, the combined system has an advantage
over using only one source of power. Therefore, a combined system is desired in
this application too, as it helps to minimize the cost and keep the land occupation
small.

6.3 Sde Boker

Sde Boker’s climate is different compared to Gothenburg and because of that, other
system configurations will be of interest. From figure 4.3, the wind speed for Sde
Boker can be seen and it does not reach any high velocities. The irradiation can
be seen in figure 4.2 and Sde Boker has a much higher value than Gothenburg.
During the winter season, the irradiation in Sde Boker is almost comparable to
the irradiation in Gothenburg during the summer season. Solar PV generation will
therefore be the superior source of power generation in Sde Boker.

6.3.1 Continuous Operation

When the radar operates under continuous conditions and require 260W, it yields
the result which is presented in table 6.4. The presented result include the generation
technology, the necessary battery energy capacity and finally the corresponding area
and cost. The principle behind table 6.4 is the same as mentioned in section 6.2,
and will be used to analyze the possibilities for the system.

Table 6.4: Possible energy harvesting systems in Sde Boker if the radar require
continuous operation.

Solar Vertical ~ Horizontal Battery Area Total
Cells Turbines Turbines [KWh] [m?] || Cost [$K]
0 (%$0) 0 (%0) 5 ($1500) 00 15 00
3x1 ($630) 0 (30) 0 (%0) 00 5 00
3x2 ($1260) 0 (30) 0 (%0) 156 ($14.0K) || 10 15.3
3x2 ($1260) 0 ($0) 1 ($300) 62 ($5.6K) 13 7.2
3x2 ($1260) 1 ($250) 1 ($300) 49 ($4.4K) 14 6.2
3x3 ($1890) 0 (30) 0 (%0) 40 ($3.6K) 15 5.5
3x3 ($1890) 1 ($250) 0 (%0) 18 ($1.6K) 16 3.8
3x5 ($3150) 0 ($0) 0 (%0) 28 ($2.5K) 25 5.7

The solar PV generations dominance can clearly be seen from table 6.4 and it can
be noted that PV cells are an essential component for a harvesting system located
in Sde Boker or a similar environment. A wind turbine system alone is not to be
prefered. From figure 4.3, the wind speed data of Sde Boker is presented. As the
average value and the standard deviation of the wind speed is low, the wind turbines
seldom operates where it can contribute with a significant power.
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The high energy harvesting potential in Sde Boker is mainly due to its high amount
of solar irradiation. Figure 6.4 display the power production for a 3z3 PV system
and from the figure it is possible to see that the solar power produced in Sde Boker
follow the same seasonal relationship that was mentioned for Gothenburg, but it has
higher values. This directly correlates to the result presented in table 6.4 and can
with the help of figure 6.4, show that a PV system is able to achieve a dense power
production over the entire simulated period. With an addition of wind turbines,
the power production curve will be even denser and therefore, a smaller battery
can be used. For Sde Boker, it can be seen that only a PV based system could be
implemented, but by adding a wind turbine, the cost is reduced.
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Figure 6.4: Display the power production of a 3x3 PV system in Sde Boker.

6.3.2 Interval Operation

The same principle apply for the interval case as for the continuous case. From table
6.5 it can be seen that the energy capacities for the batteries are small for all the
presented configurations but for a combination system, the battery energy capacity
is reduced the most. It reached as low as to have a energy capacity of 4kWh and
with a total system cost of $1240. It is also possible to notice that there is a small
difference between the three configurations, the best choice should depend on the
available area and the budget. The three best systems are the ones with 3x1 PV
cells. The first one is without a wind turbine, the second with a vertical turbine and
the third with a horizontal turbine. The systems with combined wind- and solar
power production have a lower cost but the one with only PV-cells is simpler as it
only requires one source of power.

Table 6.5: Possible energy harvesting systems in Sde Boker if the radar operate
with intervals.

Solar Vertical ~ Horizontal Battery Area Total
Cells Turbines Turbines [kWh| [m?] || Cost [$K]
2x1 ($420) 0 ($0) 0 ($0) 49 ($4.4K) 3 4.8
3x1 ($630) 0 ($0) 0 ($0) 14 ($1.3K) 5 1.9
3x1 ($630) 1 ($250) 0 (30) 4 ($0.36 K) 6 1.2
3x1 ($630) 0 ($0) 1 ($300) 4 (30.36K) 8 1.3
3x2 ($1260) 0 ($0) 0 ($0) 9 ($0.81K) | 10 2.1
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6.4 Thule

The climate of Thule sets a high demand on the energy harvesting system. The
irradiation is similar to Gothenburg during the summer but during the winter, the
irradiation is very low for a long period of time, can be seen in figure 4.2. The wind
speeds are in between the levels of Sde Boker and Gothenburg and are neither great
nor bad. With a long night during the winter, solar power is expected to be inferior,
but it is still investigated. In this section, the validity of the model is questioned
due to the climate. The result presented here might be an underestimation because
additional thermal management system is not taken into consideration.

6.4.1 Continuous Operation

In continuous operation, the system in Thule needs to be significantly larger than
for Gothenburg and Sde Boker. This is because it is difficult to produce enough
power and to keep a high power density over the years. In table 6.6, the results
from Thule is presented. Wind power is noticeably favoured over solar power as the
system with only PV cells requires a larger battery. According to table 6.6, a system
with 326 solar cells and four HAWTs are to be preferred. This system requires a
battery of 357kW h and the total cost of $36900.

Table 6.6: Possible energy harvesting systems in Thule if the radar require
continuous operation.

Solar Vertical  Horizontal Battery Area Total
Cells Turbines Turbines [KWh] [m?] || Cost [$K]
0 (%0) 0 ($0) 3 ($900) 00 9 00

0 (%0) 0 ($0) 4 ($1200) 536 ($48.2K) 12 49.4

0 ($0) 0 (%0) 5 ($1500) 446 ($40.1K) 15 41.6
3x6 ($3780) 0 (%0) 0 (%0) 1562 ($140.6K) || 30 144.4
3x6 ($3780) 0 (%0) 2 ($600) 580 ($52.2K) 36 56.6
3x6 ($3780) 0 (%0) 4 ($1200) 357 ($32.1K) 42 37.1
3x100 ($63K) 0 ($0) 0 (%0) 1071 ($96.4K) | 503 159.4
3x100 ($63K) 0 ($0) 5 ($1500) 245 ($22.0K) 518 86.5

Overall, a system in Thule which is designed for continuous operation is not realistic.
The impact of the increased system size and price is the reason why the system
is unrealistic. The application area in Thule is probably not that hectic and a
continuous operation is unlikely necessary to be used here.

6.4.2 Interval Operation

Transitioning to the interval operation, the size of the proposed systems have a rea-
sonable size compared to the continuous operation case and is comparable to the
systems for the other locations. The result is shown in table 6.7 and a system with
only solar power is discarded immediately as the price for the configuration is far
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more expensive. When using two of both VAWTs and HAWTs, it did not help to
extend the system with more solar cells, which showcases the favoritism of wind
turbines in this climate. This can be explained by the fact that the wind speed has
a period with low velocities during the winter, when the PV cells do not contribute.
A system which use two of both VAWTs and HAW'Ts would be desirable for this
scenario.

Table 6.7: Possible energy harvesting systems in Thule if the radar operate with

intervals

Solar Vertical =~ Horizontal Battery Area Total
Cells Turbines Turbines [kWh] [m?] | Cost [$K]

0 (%0) 0 (30) 1 ($300) 178 ($16.0K) 3 16.3

0 (%0) 2 ($500) 2 ($600) 52 ($4.7K) 8 5.8
3x1 ($630) 0 (30) 0 (%0) 580 ($52.2K) 5 52.8
3x1 ($630) 0 (30) 1 ($300) 152 ($13.7K) 8 14.6
3x2 ($1260) 0 (30) 0 (%0) 491 ($44.2K) | 10 45.5
3x2 ($1260) 2 ($500) 2 ($600) 52 ($4.7K) 18 7.1
3x3 ($1890) 0 ($0) 0 (%0) 446 ($40.1K) || 15 42.0

6.4.3 Climate Concerns

Temperatures in Thule are extremely low in comparison to Gothenburg and Sde
Boker and during the winter, it can reach below -30°C. All parts of the system
need to be able to handle these temperature, else thermal management systems are
needed. According to the guidelines in section 4.3, an ice prevention system is re-
quired for Thule.

The model uses a battery and in these temperatures, batteries struggle to operate
and would also need a thermal management system. Heating up a large battery
would be necessary for Thule and would be an additional cost, increase the power
demand and increase the area needed. In this case, it could be of value to investigate
further into other ESS technologies, like hydrogen storage. The poor efficiency of a
hydrogen storage results in plenty of thermal losses which potentially could be used
to heat up other parts of the system.
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6.5 Environmental Analysis

Current off-grid energy systems for radars use fossil fuel combustion engines due
to the availability, simplicity and reliability but do not consider the environmental
impact. The use of renewable energy sources instead of fossil fuel is an improvement
in the sustainable aspect and help to reduce the emissions. As renewable energy
sources emit no emissions during its operation, the material which is used in the
system is of greater importance to help reduce the environmental footprint.

For this renewable system, a LFP battery was selected as it is one of the LiB types
with the smallest environmental impact. Since the battery is both an expensive part
of the system and that the material supply is limited, it is recommended to have a
small battery, but within reasonable power production sizes. The PV cells is another
part of the system which have an environmental impact during its manufacturing.
It is therefore recommended to use highly efficient PV cells, so the required material
is lesser.
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Converters and snubbers

The components for each converter are presented in the following section with their
associated efficiencies. To give a coherent understanding of the snubbers effect on the
designed converters, the voltage and the current waveforms for the boost converter’s
semiconductors will be presented. One scenario is without the snubbers and one is
with snubbers to pinpoint the differences. Additionally, how the designed snubbers
effect the efficiency of the converters will be presented and discussed to understand
the impact of using snubbers in the presented system.

7.1 Converters

The buck-, the boost- and the bidirectional converterter are designed as described
in chapter 5, and the component values are presented in table 7.1. With regards to
the parasitic elements, values of real components are selected and added into the
simulation model in LTSpice. The selected components bring non-ideal elements
such as ESR, which is unique for each component. In table 7.1, the parameters
L.s,. and C,,, are presented and represent the ESR for respective component. The
ESR value is taken from already existing components which could be used in the
converters.

Table 7.1: Display the calculated and selected values for the components.

I [ L[pH] Cy [uF] Cp [0F] Ley mQ] Ceyp mQ)] |

Buck Calculated 140 - 139 - -
Converter Selected 400 - 300 3.8 2
Boost Calculated | 15.8 8.64 - - -
Converter Selected 40 10 - 3.8 2
Bidirectional Calculated 107 12.9 52.1 - -
Converter Selected 400 15 100 3.8 1
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7.2 Effect of Snubbers

In table 7.2, the calculated and chosen component values which are related to the
snubbers are presented. Comparing these values, the chosen value is generally larger
than the calculated. As the calculations are based upon values from observations,
there is a potential error in the calculations. By trial and error, the snubber design
is changed to achieve better result. In table 7.2, there are two elements which are
presented with a '—’, and this is because the value is calculated with parameters
which need to be found in the current waveform. They are therefore considered as
design choices and not calculated values.

Table 7.2: Display the calculated and chosen values for the different snubbers.

H [ Ri 9] Cu PF]  Rew ] Cap F] |

Buck Calculated 16.8 59.7 27.68 2.70
Converter Selected 17.1 58 30 2.70
Boost Calculated 12.14 115 20.77 0.356
Converter Selected 12.38 110 29.3 0.744
H [ Four [0 Lowr (0] R [ Lown [nH] |
Bidirectional Calculated - 160 - 15
Converter Selected 7 160 5 15

The values presented in table 7.2 relate back to figure 2.12 and figure 2.13. For
the bidirectional converter, turn-on snubbers are used instead of turn-off snubbers.
Resistance, Rg,1, and inductance, L, which is presented in table 7.2, are used in
the snubber which is related to switch S1, see figure 2.10. The remaining resistance,
Rg.2, and inductance, L9, are instead related to switch S2.

For the boost converter, the snubber reduced the oscillations at both the diode
and the switch, which can be seen in figure 7.1. It also suppressed the voltage
overshoot over the switch. An additional point which can be noticed from figure
7.1 is that the rise time for both the current and voltage at the switch have been
increased because of the use of a turn-off snubber. The peak value have decreased
and reduced the overall rate of which the voltage and the current rise. By reducing
the oscillations and suppressing the overshoot of the voltage and the current, the
stress which the semiconductor is subjected to, is reduced. Snubbers which are
connected to semiconductors, help to decrease the stress and to increase the lifetime
of the semiconductor.
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Figure 7.1: The snubber’s effect on the waveforms at the diode in the boost
converter.

For each converter, the designed snubbers achieve similar effect and help to reduce
the stress for the semiconductors. The majority of the converters lose efficiency at
rated power!'? due to the snubbers, which can be seen in table 7.3. For the bidirec-
tional converter, when it operates in buck mode, its efficiency is increased by 8% and
reach 97.2% in the simulations. The reason why the efficiency increases is due to the
two turn-on snubbers. They help to reduce the the majority of the losses during the
switching event. For the designed bidirectional converter when operating in buck
mode, the majority of its losses occurred during the turn-on event and because those
losses have been reduced, the efficiency increased significantly due to this.

When designing snubbers, the focus have been to reduce the stress which affect the
semiconductors and to minimize the losses related to them. It is hence necessary
to balance or weight what is the most important. It is not always necessary to
use snubbers, and depending on the chosen semiconductor and the specifics of the

12When the power at the receiving load is 260W.
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circuit, it may not be required. If the chosen semiconductor is able to handle the
stress which it is subjected to, additional components can result in a significant
efficiency loss and only a small reduction in terms of stress. It is thus important to
chose semiconductors with care, and to analyze the circuit before deciding to design
snubbers.

Table 7.3: The efficiency for the converters, with and without snubbers
connected.

I | Without Snubber [%] With Snubber [%] ||

Boost Converter 98.3 97.9

Buck Converter 91.2 91
Bidirectional Buck Mode 89.1 97.2
Bidirectional Boost Mode 96.8 94.5
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Recommendations and Future
Work

The report have worked toward giving a recommendation to SAAB regarding the
potential of using an off-grid energy harvesting system to operate radar equipment.
From chapter 6 it was presented that all investigated locations can be used, but
with different result.

This chapter presents the conclusion of the report and give system recommendations
for each of the investigated locations. Power electronics will also be addressed and
a recommendation will be given. Lastly, a section regarding the future and what
parts of the system which would need additional investigations are presented.

8.1 Conclusion

For the system in Gothenburg, it is recommended to use a hybrid system which use
both solar energy and wind energy. The recommended system configuration for the
continuous case and the interval is displayed in table 8.1. The recommended systems
have low system costs, and from the costs it could be concluded that the battery
was the most expensive component in the system. Additionally, by using a hybrid
system, it was concluded that the two harvesting technologies could compensate
each other’s shortcomings over the seasons.

In Sde boker, the potential of using solar power was the highest. A solar system
would be able to achieve a continuous operation in the case that enough area is
available and founds are sufficient. Wind power was not preferred to use on its own,
but could help to reduce the system cost. It is therefore recommended to use a
hybrid system in Sde Boker too, which can be seen in table 8.1.

Regarding the system in Thule, continuous operation cycle for the radar is not
recommended. The cost and size of such a system would be enormous. Instead,
an interval operation cycle is more appropriate to use in Thule. From the result
it was noted that a wind turbine system was essential to minimize the cost and
area required. Unfortunately, the climate in Thule require the wind turbines to
have an ice preventing system and thermal management systems, which result in
an additional required power. This extra power demand is not taken into account
and will cause the result to not reflect the reality. It is therefore recommended to
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do a more in-depth analysis regarding the ice preventing system before expressing
a recommended system configuration.

Table 8.1: The recommended systems for each location and operation mode.

Continuous Case Interval Case
PV | VAWT | HAWT || PV | VAWT | HAWT
Gothenburg | 3x2 0 2 3x1 0 1
Sde Boker | 3x3 1 0 3x1 1 0
Thule - - - 0 2 2

The power electronics in the system are all done in a simulation environment and
from the result and investigation, it have been proven that the need for efficient
converters are important. From the result presented in chapter 7, a highly efficient
converter could be simulated in LTSpice, but the reality may not be the same. It is
therefore recommended to build prototypes and perform tests before knowing if the
designed converter meet the requirements and the expectations. As for the snubbers,
they can only properly be designed on real converters were parasitic elements are
present.

8.2 Future Work

From the generated model, evaluations regarding what kind of system that could
be the best was made. Important to take into account is that assumptions have
been made and how they may effect the result of the report. To achieve a more
accurate result which reflects reality, it will be necessary to redo the models without
the assumptions.

All the results for the off-grid harvesting system are based upon the available weather
data, but as the reality is always changing, it may not be necessary to assume that
the designed system is able to overcome the future. This will always be a problem
but can be limited by field testing. For this, a prototype of the system is needed
and unfortunately this was not included in the project. It is recommended to create
a prototype before finalizing if it is possible to have an off-grid harvesting system
at a given location. The model is created as a guideline, but with a prototype and
testing, it would be possible to generate a more accurate conclusion.

For the wind- and the solar model, ancillary components have been looked into but
not analyzed nor implemented into the models. Instead, it was assumed that the
MPPT and the yaw control follow the pre-set design choices. In a realistic envi-
ronment, the ancillary components and the control schematics are not able to fully
follow the behavior which is presented in a simulation. Additional investigations
and simulations thus need to be done to implement the MPPT and the yaw control
into the solar model and wind model respectively.
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Finally, the control over the power electronics and the system need to be investigated
in-depth. The generated system assumes that the control loops are working and help
to adjust each converters duty cycle to stabilize the voltage over the radar in the
case of a disturbance. To generate a complete system, it is necessary to look into
possible solutions of how to best control the system. An interesting possibility would
be to investigate the use of A.I, and use it as the highest decision making entity in
the system.
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A

Appendix 1

A comparison between the theoretical relationship of V. and I . with the output
power points of the PV system. From figure A.1 it can be seen that a small error
exist. For second data point, it can be seen that the error have increased, but
decrease for the third point.
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Figure A.1: Display how the error is proposed model is changing depending on
the irradiation.

The error from the figure is presented in table A.1 and it is possible to notice that
the second data point is more inaccurate compared to other data points.

Table A.1: How the errors are changing with the irradiation for both the voltage
and the current.

| | 350 [W/m?] 460 [W/m?] 630 [W/m? 740 [W/m?] 1000 [W/m?] |
Voltage Error | 5.7679% 2.633% 2.5385% 3.2656% 0%
Current Error | 18.8142% -53.3945% 5.9017% -1.1219% 0%
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