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Driveline control for over-actuated electric autonomous ground vehicles
JACOB BRICKNER
SIMON LILJEQVIST
Department of Signals and Systems
Chalmers University of Technology

Abstract
In this thesis, which was carried out at CPAC Systems AB, a driveline control system
was designed for an existing small sized autonomous vehicle. The vehicle was 4WD
and had Ackermann steering on both the front and rear axle and the references for
the control system was heading and velocity, hence the system was over-actuated.
A control structure with three layers was used; a high level controller calculated the
global reference forces, the second layer allocated each actuators effort and the last
layer controlled each actuator. Several different control allocation algorithms were
compared before a quadratic programming approach was selected.
The driveline control system was implemented and tested in MATLAB® Simulink®

on a derived four-wheel model and on the existing test vehicle. The results showed
that dividing the control structure into several layers enabled straight forward de-
sign of the control allocation problem and also easy tuning. The selected control
allocation algorithm showed promising results in the tests. However, given that the
vehicle only was traveling at low velocities it was not pushed close to its limits and
therefore a simpler control allocation algorithm could have been used that would
result in the same behaviour.

Keywords: Control allocation, over-actuated vehicle, quadratic programming, four-
wheel driven, Ackermann steering, electric vehicle, autonomous vehicle.
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Nomenclature

Constants and variables
α Tires slip angle
αi Constants in a low pass filter
β Tires side slip angle
δ Control effort
δcmd Commanded control effort
δcmdll Commanded control effort
δcmdn n’th commanded control effort in daisy chaining
δd Desired control effort
v Virtual command vector with Fx and Mz
δ Upper limit of the control effort
δ Lower limit of the control effort
B Effectiveness matrix
B# Weighted pseudo inverse of the effectiveness matrix
B† Pseudo inverse of the effectiveness matrix
I Identity matrix
r Reference vector
W Weighting matrix
Wδ Weighting matrix control effort
Wv Weighting matrix virtual command
WFx Weighting factor for the force in the x-direction
WMz Weighting factor for the rotational force in the z-direction
θ̈ Heading acceleration
θ̇ Heading velocity
γ Weighting factor
θ̂ Estimated heading of the vehicle
τij Motor torque
θ Heading
θr The reference heading
θsteering Explicit ganging virtual steering command
θij Steering angle at the wheels
θi Steering angle at the front or rear axle
θi,r Steering angle reference at the front or rear axle
a Distance, front axle to COG
ax Acceleration in x direction
ay Acceleration in y direction
b Distance, rear axle to COG
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By Parameter in Pacejka’s magic formula
Cα Cornering stiffness
Cerpm ERPM to velocity mapping constant
croll Roll resistance coefficient
cwind Wind resistance coefficient
Cy Parameter in Pacejka’s magic formula
Dy Parameter in Pacejka’s magic formula
e(t) A PID controllers error
ecmd The error on the commanded control effort
Ey Parameter in Pacejka’s magic formula
Fx Force in the longitudinal direction
fxi Longitudinal force generated by a tire in a bicycle model
Fxij Longitudinal force generated by a tire in a four wheel model, in the

vehicles coordinate system
fxij Longitudinal force generated by a tire in a four wheel model, in the tires

coordinate system
fy Lateral force generated between a tire and the ground in the y-direction
Fz,nominal Nominal force between a tire and the ground
Fzij Normal force between a tire and the ground
GMotors(s) A motors transfer function in the Laplace domain
GSteering(s) A motors transfer function in the Laplace domain
Iz Inertia around z-axis
iij Motor current
Kd Derivative gain
Ki Integral gain
Kp Proportional gain
KT Torque constant
m Mass of vehicle
Mz Moment around the z-axis
NPoles Number of poles in the motor
PKY 1 Parameter in Pacejka’s magic formula
PKY 2 Parameter in Pacejka’s magic formula
R Turning radius
r Wheel radius
r(t) A PID controllers reference
Rgear Gear ratio
RPMWheel Revolutions per minute at the wheels
t Track width
Twheels Explicit ganging virtual torque command
Ti Torque at a wheel in a bicycle model
Tij ,r Torque reference at a tire
TeethMotor Gear teeth on the motor
TeethWheel Gear teeth on the wheel
u(t) A PID controllers control signal
vx,r The reference velocity in the x direction
vx,wheel A tires velocity in the x-direction
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vx Velocity in x direction
vy,wheel A tires velocity in the y-direction
vy Velocity in y direction
wsteeringi Weighting factor for a steering angle
wwheelij Weighting factor for a wheel
x The vehicle states
xwheel A tires x-direction
ywheel A tires y-direction

Abbreviations
4WD Four wheel drive
AV Autonomous vehicles
BBB BeagleBone Black
BLDC Brushless DC
CA Control allocation
CAN Controller Area Network
COG Center of Gravity
ERPM Electrical revolutions per minute
ESC Electronic speed controller
IIR Infinite impulse response (filter)
LP Linear programming
MPC Model Predictive Control
MPCA Model Predictive Control Allocation
PID Proportional-Integral-Derivative
PWM Pulse Width Modulation
QCAT Control Allocation Toolbox
QP Quadratic programming
ROS Robotic Operating System
RPM Revolutions per minute
VESC Electronic speed control by Benjamin Vedder

xi



xii



Contents

List of Figures xvii

List of Tables xxiii

1 Introduction 1
1.1 Main task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Test vehicle 3
2.1 Mechanical hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Electrical hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.4 Computer and Software . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.5 Summary of chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3 Requirements on the closed-loop system 7
3.1 Requirements on the longitudinal behaviour . . . . . . . . . . . . . . 8
3.2 Requirements on the lateral behaviour . . . . . . . . . . . . . . . . . 8
3.3 Software compatibility . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.4 Summary of chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

4 Approach 11
4.1 Control structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4.1.1 High level controller . . . . . . . . . . . . . . . . . . . . . . . 11
4.1.2 Control allocation . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.1.3 Low level controller . . . . . . . . . . . . . . . . . . . . . . . . 13

4.2 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2.1 Test scenarios in simulation . . . . . . . . . . . . . . . . . . . 13
4.2.2 Test scenarios in the vehicle . . . . . . . . . . . . . . . . . . . 14

4.3 Summary of chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

5 Vehicle modelling 15
5.1 Tire model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

5.1.1 Pacejka’s magic formula . . . . . . . . . . . . . . . . . . . . . 16
5.2 Vehicle models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5.2.1 Bicycle model . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2.2 Four wheel model . . . . . . . . . . . . . . . . . . . . . . . . . 19

xiii



Contents

5.3 Summary of chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

6 Control design 23
6.1 High level controller . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6.2 Background in control allocation . . . . . . . . . . . . . . . . . . . . . 24
6.3 Control allocation algorithms . . . . . . . . . . . . . . . . . . . . . . 24

6.3.1 Explicit ganging . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.3.2 Daisy chaining . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.3.3 Pseudo Inverse . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.3.4 Linear Programming . . . . . . . . . . . . . . . . . . . . . . . 27
6.3.5 Quadratic Programming . . . . . . . . . . . . . . . . . . . . . 28
6.3.6 Model Predictive Control Allocation . . . . . . . . . . . . . . 28

6.4 Selection of control allocation algorithm . . . . . . . . . . . . . . . . 28
6.5 Control allocation with quadratic programming . . . . . . . . . . . . 29
6.6 Low level controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.7 Summary of chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

7 Simulation 33
7.1 Simulation environment . . . . . . . . . . . . . . . . . . . . . . . . . 33
7.2 Controller implementation . . . . . . . . . . . . . . . . . . . . . . . . 34

7.2.1 High level controller . . . . . . . . . . . . . . . . . . . . . . . 34
7.2.2 Control allocation . . . . . . . . . . . . . . . . . . . . . . . . . 34

7.3 Vehicle model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
7.3.1 Modelling of the actuators . . . . . . . . . . . . . . . . . . . . 35

7.4 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
7.4.1 Longitudinal step response . . . . . . . . . . . . . . . . . . . . 36
7.4.2 Lateral step response . . . . . . . . . . . . . . . . . . . . . . . 37

7.5 Summary of chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

8 Implementation 41
8.1 Implementation in ROS . . . . . . . . . . . . . . . . . . . . . . . . . 41
8.2 Implementation in the test vehicle . . . . . . . . . . . . . . . . . . . . 42

8.2.1 Selection of sampling time . . . . . . . . . . . . . . . . . . . . 42
8.2.2 State estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 45

8.3 Test results from the vehicle . . . . . . . . . . . . . . . . . . . . . . . 49
8.3.1 Longitudinal step response . . . . . . . . . . . . . . . . . . . . 50
8.3.2 Lateral step response . . . . . . . . . . . . . . . . . . . . . . . 52

8.4 Summary of chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

9 Discussion and conclusion 61
9.1 Outcome . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
9.2 Further work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

9.2.1 Slip angle estimator . . . . . . . . . . . . . . . . . . . . . . . . 63
9.2.2 Anti-slip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
9.2.3 Extended virtual command . . . . . . . . . . . . . . . . . . . 63
9.2.4 Improved effectiveness matrix . . . . . . . . . . . . . . . . . . 63

9.3 Social aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

xiv



Contents

Bibliography 65

A Parameters used in the QP problem I

B Simulink structure III

C Improved virtual command vector V

xv



Contents

xvi



List of Figures

1.1 The figure shows a block diagram of a typical structure of the data
flow for autonomous vehicles, depending on which approach is used
the subsystems could merge. This thesis focus on the last subsystem,
the driveline control system. . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 The test vehicle on which the driveline control system were imple-
mented and tested. The lidar sensors placed in each corner are not
used in this thesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Flow chart of the vehicles main electrical systems. The sensors and
the embedded computer i.e. the BeagleBone Black. . . . . . . . . . . 4

3.1 The figure is an illustration of the variables used for setting the closed
loop requirements. The rise time is defined as the time it takes for
the response to change from 10 to 90 % of the desired value. The
settling time is the time it takes for the system to go and stay inside
a given offset from the desired value, which is the steady state offset.
The maximum overshoot for the response is the amount in percent
than the maximum output value is higher than the reference. . . . . . 7

4.1 A normal control structure for over-actuated vehicles. The high level
controller uses the control signals r and the vehicles measured states
x to calculate the control signals v that is fed in the control allocation
layer. Here the control signals δcmd is calculated and directly fed to
the actuators. The vehicle´s response is then measured and fed back
to the high level controller. . . . . . . . . . . . . . . . . . . . . . . . . 11

4.2 A control structure for an over-actuated vehicle with a low level con-
troller. The high level controller calculates the control signal v that
is fed in the CA algorithm. This calculates the desired control effort
δ which is sent to the low level controller which finally calculates the
control signals for the actuators which include the dynamics of the
actuators. The vehicle response is then fed back to the high level
controller. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

5.1 The axis defined for the vehicle, the front is located in the direction
of the positive x-axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

xvii



List of Figures

5.2 The figure shows how the main angles for a tire was defined. α is the
slip angle, β is the side slip angle and θf is the tires heading angle,
in this example approximated to be the steering angle of the front
axle. Notice that β and θf is defined from the vehicles x-axis while α
is defined from the tires x-axis. . . . . . . . . . . . . . . . . . . . . . 16

5.3 The figure shows the linear function that was used to approximate
the magic formula. The only parameter which was from the vehicle
was the mass which affect the maximum height of the curve. The
other parameters was taken from [15]. . . . . . . . . . . . . . . . . . . 17

5.4 A bicycle model of the vehicle with steering on both the front and
rear axle. For a bicycle model it is assumed that the front steering
angle θf is the average of the individual front wheel angles. . . . . . . 18

5.5 Model over vehicle, notice the different wheel angles θfl and θfr. The
dotted wheel have the mean angle of the two front wheels and it
corresponds to the two front wheels in a bicycle model. . . . . . . . . 20

5.6 Model of the Ackermann steering mechanism and picture of the same
system implemented in the vehicle, comparison is made both when
there the steering angle is 0 and when there is a positive one. . . . . . 21

6.1 The general structure of a daisy chaining control allocation algorithm.
Notice that the controllers have a fixed order, which is determined
beforehand. Hence, the order of which actuator is used is also deter-
mined beforehand. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

6.2 The figure shows the structure for the P regulators in the steering
systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

7.1 The layout of the simulation environment created in Simulink®. As
can be seen it has the same structure as the control system in Figure
4.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

7.2 The figure shows a step response on the longitudinal velocity of the
vehicle in the simulation environment. As can be seen the driveline
control system managed to reach the desired velocity with a little
overshoot. The steady state error was removed by the integral part
in the high level controller. . . . . . . . . . . . . . . . . . . . . . . . . 36

7.3 The figure shows the demanded force generated by the high level
controller and the simulated force generated by the vehicle in the 1.5
m/s longitudinal step response. Note that both the demanded and
the simulated are on the same line. . . . . . . . . . . . . . . . . . . . 37

7.4 The demanded wheel torque for each wheel calculated by the control
allocation layer given the demanded force from the 1.5 m/s longitu-
dinal step response. Because the vehicle was only going straight all
the wheel torques was always calculated to equally large. . . . . . . . 38

7.5 The figure shows the heading step response of the vehicle in the sim-
ulation environment. The vehicle was traveling at a constant velocity
of 1.5 m/s when a step in the reference heading of 30◦ was given. As
can be seen the control system managed to reach the desired heading
and the steady state offset was removed. . . . . . . . . . . . . . . . . 39

xviii



List of Figures

7.6 The figure shows the demanded rotational force generated by the high
level controller and the simulated rotational force generated by the
vehicle, in the 30◦ heading step response. . . . . . . . . . . . . . . . . 40

7.7 The demanded steering angles for each wheel axle calculated by the
control allocation layer, given the demanded rotational force, from
the 30◦ lateral step response. . . . . . . . . . . . . . . . . . . . . . . . 40

8.1 Structure of the ROS nodes used in the implementation of the driv-
eline control system for the vehicle. It shows how they communicate
with each other. The motion planning node sent the references to
the high level controllers. The high level controllers calculated the
error in velocity and heading with the information from the Compass
and the Velocity estimation nodes. The reference forces are then fed
into the control allocation node which calculated the individual wheel
torques and steering angles. The steering control node controlled the
steering angles and the Motor control node mapped the torques re-
quested by the control allocation node to the currents which was sent
to the motors. This is a similar structure as in Figure 4.1 and 4.2 . . 43

8.2 The figure shows the recorded data from an experiment where the
longitudinal process time was identified. The process time is the time
it takes for the system to go from 0 % to 63 % of the maximum
amplitude of a given step reference. In this experiment the desired
velocity was set to be 1.5 m/s and the identified process time was
0.75 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

8.3 The figure shows data from an experiment where the vehicle´s lateral
process time were identified. The process time is the time it takes for
the system to go from 0 % to 63 % of the maximum amplitude for
a given step reference. The vehicle was traveling at a velocity of 1.5
m/s when a step in the reference heading of 30◦ was inputted. The
process time was identified conservatively which means that the delay
of the system was ignored, this resulted in a faster process time. The
process time was identified to be 0.93 s. . . . . . . . . . . . . . . . . . 45

8.4 This figure shows the heading estimate while pushing the vehicle on
a straight parking line. As can be seen the measured heading was
sensitive to disturbances. . . . . . . . . . . . . . . . . . . . . . . . . . 47

8.5 The figure shows the linear relationship between the voltage from the
potentiometer and the steering angle. The voltage was read by the
BBB and converted into values between 0 and 1 while the steering
angle was estimated by visual inspection. As can be seen, the fitted
linear curve approximates the function well. . . . . . . . . . . . . . . 48

8.6 The figure shows the bode diagram of the low-pass filters used to filter
both the front and rear steering angles. The filter was a first order
IIR low-pass filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

8.7 The figure shows data from an experiment where the motor torque
constant were identified by demanding a constant motor current for
all four motors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

xix



List of Figures

8.8 Plot of the vehicles velocity response when a step of 1.5 m/s was
applied. As can be seen the desired velocity was reached and zero
offset was achieved. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

8.9 The figure shows the system response compared to the requirements
when a step in the reference velocity vx,r of 1.5 m/s is used as input.
As can be seen the control system managed to control the vehicle
such that the requirements described in Section 3.1 are reached. . . . 52

8.10 The reference force generated by the longitudinal PID controller. The
result was reasonable because first a large force was needed to accel-
erate the vehicle to the desired velocity and then a small force was
needed to keep the desired velocity mainly because of friction in the
system and between the tires and the ground. . . . . . . . . . . . . . 53

8.11 The contributions from the proportional, integral and derivative parts
from the longitudinal PID controller can be seen in this figure. The
main contribution at the beginning of the step was from the propor-
tional part while the integral part removed the steady-state offset.
The derivative part had the lowest contribution, however this was
not tuned further because to achieve a perfect tuning was out of this
thesis scope. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

8.12 The commanded torques generated for each wheel by the control al-
location given the reference force, see Figure 8.10. The costs for using
the motors was set to the same value, therefor was the contributions
from the actuators equal. Note that four all lines are on exactly the
same place same in this figure. . . . . . . . . . . . . . . . . . . . . . . 55

8.13 The currents set to the motors by the motor control node given the
torques set by the control allocation node in Figure 8.12. The currents
here are on the same line because the torques was too . . . . . . . . . 56

8.14 The figure shows a response in the vehicles estimated heading θ̂ after
a step had been generated in the vehicles reference heading θr. The
lateral part of the high level controller is activated after approximately
7 to 8 seconds which is at the same time as the vehicle starts to
accelerate. As can be seen the driveline control system successfully
manages to track the reference heading despite the noise sensitive
heading estimate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

8.15 This figure shows how the step response in the vehicles heading com-
pares to the requirements on the performance variables. It is clear
from the figure that all requirements are met and both the rise time
and settling time have a big margin. The response did not get an
overshoot in the normal sense and therefore was not calculated. . . . 57

8.16 The figure shows the reference torque Mz that was generated by the
lateral high level controller. The controller was activated after ap-
proximately 7 seconds, which was at the same time as the vehicle
started to accelerate. The spike that can be seen around 17 seconds
is when the step in the heading occurred. . . . . . . . . . . . . . . . . 57

xx



List of Figures

8.17 The contributions from the proportional and integral parts from the
lateral high level controller can be seen in this figure. Most of the total
reference torque comes from the proportional part, which is expected
as the purpose for the integral part is to remove the steady state offset. 58

8.18 The figure shows the demanded front steering angle θf from the con-
trol allocation compared to the estimated steering angle θ̂f . The
vehicle started to accelerate at approximately 7 seconds and it can be
seen that the noise on the measurements increased when that hap-
pened. The reason for this as that the sensor that was measuring the
angle was connected to the Beaglebone Black in the rear of the vehicle
via an analog interface and the other electronics causes disturbances
in the cable and thus readings. It is also clearly seen that the upper
and lower constraints was not reached. . . . . . . . . . . . . . . . . . 59

8.19 The demanded rear steering angle θr from the control allocation layer
compared to the estimated rear steering angle θ̂r. The reason for
the first offset is that the proportional controller was tuned to give
good performance when the vehicle was moving and hence it cannot
manage to remove the error in steering angle when the vehicle was at
standstill. By comparing the noise levels in this figure with the noise
levels in Figure 8.18 it is clear that the noise was far lower on the rear
axle because the BBB was located close to the rear potentiometer. . . 60

B.1 The high level controller in the Simulink structure. . . . . . . . . . . III
B.2 The control allocation block in the Simulink structure. . . . . . . . . III
B.3 The vehicle model in the Simulink structure. . . . . . . . . . . . . . . IV
B.4 Sensor model in Simulink. . . . . . . . . . . . . . . . . . . . . . . . . IV

xxi



List of Figures

xxii



List of Tables

5.1 The table shows the main vehicle parameters. All except the inertia
have been measured directly by either a measuring tape or a normal
body weight scale. COG stands for center of gravity, that is the mass
center of an object. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

7.1 The PID controllers parameters used for the high level controllers in
the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

7.2 The weights used in the the simulation tests for the control allocation
layer. The Wδ told the CA solver how expensive it was to use an
actuator relatively to the other ones. The Wv specified the relative
importance of the two forces in the virtual command vector v. Finally,
the γ was used to specify for the CA solver if the virtual command v
was more important than the desired control effort δcmd. . . . . . . . 35

7.3 The table shows the calculated values and the requirements for the
performance variables described in Section 3.1. As can be seen all
requirements for the longitudinal behaviour passed. . . . . . . . . . . 37

7.4 The table shows the calculated values and the requirements for the
performance variables described in Section 3.2. As can be seen all
requirements for the lateral behaviour passed. . . . . . . . . . . . . . 38

8.1 The table shows the process times for both the lateral and longitudi-
nal behaviour, from this was the recommended sampling frequencies
calculated using the thumb rule. According to this data the control
system should operate at approximately 13 Hz. . . . . . . . . . . . . 43

8.2 The tables shows data from an experiment where the nodes running
in ROS was set to execute at two different sampling frequencies. The
second column was the time it took from that a reference was re-
ceived in the high level controller to the time the low level controller
outputted a demanded torque for the longitudinal motors. Hence,
this shows what the actual sampling frequency of the total driveline
control system was. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

8.3 The table shows the constants used in equation 8.6 for estimating the
steering angles. The constants was estimated by recording both the
angle and the voltage for one axle and then fitting a linear curve to
this data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

xxiii



List of Tables

8.4 The parameters from the final tuning of the high level longitudinal
controller. First the Kp was selected to yield a fast rise time, then
the Ki and Kd was added in order to remove the steady-state offset
and improve the performance. . . . . . . . . . . . . . . . . . . . . . . 51

8.5 The table shows the calculated values and the requirements for the
performance variables described in Section 3.1. The reason that the
max overshoot and steady-state offset is not applicable is that neither
overshoot or steady-state offset occurred. Hence, all requirements for
the longitudinal behaviour have passed. . . . . . . . . . . . . . . . . . 51

8.6 The table shows the calculated values and the requirements for the
performance variables described in Section 3.2 for the lateral be-
haviour. The reason that the max overshoot and steady-state off-
set is not applicable is that neither overshoot or steady-state offset
occurred. Hence, all requirements for the lateral behaviour have passed. 53

8.7 The value of the parameters used in the final tuning of the lateral
high level controller. . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

xxiv



1
Introduction

The mining industry today is becoming safer and more efficient as the technol-
ogy constantly evolves. However, there are still areas that clearly prevents further
progress in productivity, mainly because of the dangers involved. The biggest of
these areas is the discontinuation of operation as result of the toxic fumes that
arises after drilling and blasting, which makes the environment too hazardous for
humans [1]. Hence, the parts of the mines which have to high levels of toxic fumes
needs to be evacuated. The time before the workforce can enter again is often called
re-entry time and the standard way to make it shorter is to use ventilation systems.
The progress made in sensor technology, computational power and algorithms have
created the possibility to use autonomous vehicles (AV). These have the advantage
of being capable of operating in toxic environments, therefore they only need to
leave the blast zone area, this results in a very short re-entry time, [2].
An investigation, [3], showed several advantages of using autonomous haul trucks
instead of manually driven. The productivity were increased by 21.3 %, the fuel
consumption were decreased by 5.3 % and the tire wear decreased by 7.6 %. One
big reason for the increased productivity was that the autonomous haul trucks could
operate continuously in contrast to the human workers which needed breaks.
Autonomous vehicles also have the potential to improve the safety of today´s traffic
environment as human drivers are responsible for almost 90 % of all accidents with
large trucks [4]. Autonomous vehicles are not subjected to many of the things which
humans are, for example tiredness and lack of focus on the driving. Autonomous
vehicles are therefore one way to possibly decrease the number of accidents.
Both the society and mining companies can benefit if the transition to using au-
tonomous vehicles happens quickly, one way to improve the speed of this devel-
opment is to make it easier to verify and test the functionality of algorithms for
autonomous driving. Presently at CPAC Systems AB, testing of the algorithms are
either carried out in simulations or on full-scale trucks, creating a development gap.
This gap can be made smaller by using a small test vehicle which allows to test
algorithms in a non idealized environment. If the vehicle is electrical the testing can
be carried out indoors, this will be an efficient way to test.
The relative small size of electric motors have made it possible to in a space efficient
manner have one motor per wheel. This allows the wheels torques to depend on
the conditions and physical limits for each wheel instead of the vehicle as a whole
which can improve the handling and performance. However increasing the number
of actuators in a system can result in that there are several ways to combine the
efforts of the actuators to achieve the same total effort. These kind of systems
are over-actuated and the way the efforts of the actuators are distributed is called

1



1. Introduction

control allocation (CA).

1.1 Main task
The main task of this thesis was to design, implement and evaluate a complete
driveline control system, see Figure 1.1, suitable for an existing over-actuated vehicle,
see Section 2. A model-based development approach had to be used, hence the
complete control system had to be designed in MATLAB® Simulink® [5]. The control
system had to control the vehicle such that it followed a reference heading and a
reference velocity.
The driveline control system had to be implemented on a vehicle in the software
Robotic Operating System (ROS). Finally the choice of driveline control system
had to be tested by performing test scenarios with the vehicle. The tests had to be
evaluated with the simulation results to point out the advantages and disadvantages
with the implemented driveline control system to be able to answer if the selected
approach was good.

Figure 1.1: The figure shows a block diagram of a typical structure of the data flow for
autonomous vehicles, depending on which approach is used the subsystems could merge.
This thesis focus on the last subsystem, the driveline control system.

1.2 Thesis outline
Chapter 2 provides an introduction to the existing vehicle with descriptions on all
hardware components and software. In Chapter 3 the requirements on the closed-
loop system are stated. Chapter 4 describes the approach used for the control system
and how it is divided into several layers. In Chapter 5 is a simple tire model derived
and also a bicycle model and a four wheel model of the vehicle. In Chapter 6 is
each layer in the control system described in depth including the relevant theory.
Chapter 7 describes how a simulation environment was designed to evaluate the
control system for the previously mentioned four wheel model. How the control
system were implemented and tuned in the vehicle is described in Chapter 8. In
Chapter 9 is the designed control system discussed and future recommendations are
stated.

2



2
Test vehicle

As described in the introduction the driveline control system was implemented and
evaluated on an existing small sized vehicle. The vehicle is described in this chap-
ter for creating the general understanding of the platform, which is useful for the
future chapters. First the mechanical and electrical hardware are described and
finally the sensors, computers and software that was used. Before this thesis began
the mechanical hardware, tires, electrical motors and steering system was already
assembled. During this project the rest of the systems which are described below
was added and integrated. The test vehicle can be seen in Figure 2.1.

(a) The test vehicle seen from the
side.

(b) The test vehicle seen from
above.

Figure 2.1: The test vehicle on which the driveline control system were implemented and
tested. The lidar sensors placed in each corner are not used in this thesis.

2.1 Mechanical hardware
The vehicle is developed to be similar in functionality to the autonomous and electric
Volvo prototype HX01 load carrier [6]. It is built from an easy adaptable metal frame
that holds all the mechanical and electrical hardware together. The four wheels are
connected to the frame by a suspension system. Each wheel pair is connected to
each other by an Ackermann steering system [7]. The main body of the test vehicle
is where most of the electrical systems are mounted. The vehicle can be seen in
Figure 2.1a and 2.1b, the main vehicle parameters can be seen in Table 5.1.

2.2 Electrical hardware
The driveline of the vehicle consists of four electric Brushless DC (BLDC) motors
that are integrated in the wheels. All motors are controlled individually by four
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2. Test vehicle

VESC motor controllers, which is an electronic speed controller (ESC) [8]. The sig-
nals is send to one of them by a Serial interface which in turn sends the other three
commands over a Controller Area Network (CAN) interface. The Ackermann steer-
ing systems is connected to DC motors that are Pulse Width Modulation (PWM)
controlled by the motor driver Sabertooth 2x25 [9]. The power to all the electrical
systems comes from four 12 V batteries connected such that 24 and 48 V can be
used with a common ground. A flow chart to visualize the main electrical systems
is shown in Figure 2.2. The sensors used in the thesis is described in the following
section.

Figure 2.2: Flow chart of the vehicles main electrical systems. The sensors and the
embedded computer i.e. the BeagleBone Black.

2.3 Sensors
To make it possible to control the vehicle, measurements of the vehicle´s state is
required. There is one compass in a form of a magnetometer for measuring the
vehicles heading that is around the z-axis, the axis defined for the vehicle can be
seen in Figure 5.1. The velocity of the vehicle was estimated with the VESC motor
controllers by the use of hall sensors in the motors, see Section 8.2.2.1. The steering
angles for the front and rear axle can be estimated by using two potentiometers.
These are connected directly to the steering axles and therefore changes the voltage
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2. Test vehicle

over them when the wheels turn. The voltage can be mapped such that a certain
voltage corresponds to a certain steering angle, see Section 8.2.2.3.

2.4 Computer and Software
The test vehicle had an integrated computer to handle all the necessary calcula-
tions. The computer was a BeagleBone Black (BBB), it was a one chip community-
supported development platform made by BeagleBoard [10]. The platforms pro-
cessing power allowed it to run the operating system Linux. The electrical systems
and the software had an interface on the BBB made in ROS. ROS allowed a system
setup that had nodes with code and functions that was executed in parallel. The
nodes that built the ROS system could be written in a mix of C++ and Python
code.

2.5 Summary of chapter
In this chapter the test vehicle was introduced. The mechanical and electrical hard-
ware of the vehicle was presented together with how the hardware together with
the sensors will be used. Finally the computer and software used in the thesis was
introduced.
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3
Requirements on the closed-loop

system

This chapter describes the requirements that exists on the closed-loop driveline
control system. The requirements were chosen to make the vehicle behave such that
the algorithms that are used earlier in the data flow, see Figure 1.1, can be tested.
They have been stated in terms of the performance variables in Figure 3.1.
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Figure 3.1: The figure is an illustration of the variables used for setting the closed loop
requirements. The rise time is defined as the time it takes for the response to change from
10 to 90 % of the desired value. The settling time is the time it takes for the system to go
and stay inside a given offset from the desired value, which is the steady state offset. The
maximum overshoot for the response is the amount in percent than the maximum output
value is higher than the reference.

The performance variables are rise time, settling time, maximum overshoot and
steady-state offset. They are defined as follows:

• The rise time is the time it takes for the vehicle to change from 10 to 90 % of
the reference value.

• The settling time is the time it takes for the vehicle to go from the beginning
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of the input step to the first time it enters and thereafter stays inside a given
interval of the reference value. Here, the interval was chosen to be same as the
steady-state offset.

• The maximum overshoot is how many percent higher the maximum output
value is than the reference value.

• The steady state offset is the offset the system have after the settling time.

3.1 Requirements on the longitudinal behaviour
Given that the vehicle partly will be used indoors the maximum velocity of the ve-
hicle should be low for safety reasons, hence a low velocity was used for setting the
requirements on the longitudinal behaviour. Given a step in the demanded velocity
of 1.5 m/s the longitudinal control system should be able to control the longitudinal
behaviour of the vehicle such that:

• The rise time of the velocity is at maximum 3 seconds.
• The settling time of the velocity is at maximum 5 seconds.
• The overshoot of the velocity is at maximum 20 %.
• The steady-state offset should not be more than 10 %.

3.2 Requirements on the lateral behaviour
It is unlikely that the motion planing algorithms would output discrete step ref-
erences for the heading but this is still useful for setting the requirements on the
lateral controller. Given a step in the reference heading of 30◦ while the vehicle
have a velocity at 1.5 m/s the lateral controller should be able to control the lateral
behaviour of the vehicle such that:

• The rise time of the heading is at maximum 3 seconds.
• The settling time of the heading is at maximum 5 seconds.
• The overshoot of the heading is at maximum 15◦.
• The steady-state offset should not be more than 10◦.

3.3 Software compatibility
The designed control system should be made compatible with the existing vehicle,
as explained in Chapter 2. The higher level motion planning systems are done in
ROS, hence the final controller should be compatible with ROS and therefore needs
to be written in C++ or Python code.

3.4 Summary of chapter
In this chapter the requirements on the closed loop system was stated with perfor-
mance variables. If the requirements are reached it will ensure that the driveline
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3. Requirements on the closed-loop system

control system performs well enough such that it can follow references that will be
fed into it. The requirements was set for the longitudinal and the lateral behaviour
as well how the software written in this thesis should be compatible with the higher
level motion planning systems.
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4
Approach

This section provides an overview of how the driveline control system was designed
in order to fulfill the requirements on the closed loop system. It describes why the
driveline control system was divided into layers and what the purpose of each layer
is, as well as each layers inputs and outputs. Finally, the tests that will be used for
verifying that the driveline control system is meeting the requirements are described.

4.1 Control structure
The control structure for over-actuated systems is often separated into several sub-
controllers, as can be seen in Figure 4.1. According to [11] the main reason for this
is to make the system more modular which can make it easier to change or replace
each layer, it also becomes easier to tune the performance of the closed loop system.
If two layers are used they are often referred to as high and low level controller and
correspondingly a third layer becomes the middle layer that is the control alloca-
tion. The reason for using the middle layer is because the system is over actuated,
as described in Section 6.2.

Figure 4.1: A normal control structure for over-actuated vehicles. The high level con-
troller uses the control signals r and the vehicles measured states x to calculate the control
signals v that is fed in the control allocation layer. Here the control signals δcmd is cal-
culated and directly fed to the actuators. The vehicle´s response is then measured and fed
back to the high level controller.

4.1.1 High level controller
The high level controller is responsible for generating the references for the control
allocation, which is the next layer. The inputs are the desired velocity vx,r and the
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desired heading θr which are put into a vector r and the corresponding measured
states x

r =
[
vx,r θr

]T
(4.1)

x =
[
vx θ

]T
(4.2)

The desired states can be generated by a simple remote control or motion planning
algorithms, see Figure 1.1. The output vector v is the virtual command vector and it
is the reference for the next layer, it consist of the force in the longitudinal direction
as well as the rotational force around the z-axis of the vehicle

v =
[
Fx Mz

]T
(4.3)

The reason for converting the velocity and heading errors into forces is that a force
is required to change the state of the system according to Newtons first law. It
is also conceptually easier to allocate forces instead of variables that can generate
forces e.g. current to the motors.
The high level controller was selected to be two Proportional-Integral-Derivative
(PID) controllers, one for each reference signal. The reason for this choice is that a
PID controller is simple to implement and it is easy to tune the parameters. The
performance of a PID controller should be enough for meeting the requirements,
this is discussed more in Section 6.1 and evaluated in Section 7.4 and 8.3.

4.1.2 Control allocation
The control allocation is the second layer in the control structure and it uses the
forces v, from the high level controller, to calculate the commanded control effort
δcmd for all the actuators such that the desired v is reached, this is described more
in Section 6.2. Here δcmd is defined as follows

δcmd =
[
Tfl Tfr Trl Trr θf θr

]T
(4.4)

and Tfl, Tfr, Trl and Trr is the torque for each wheel and θf , θr is the front and rear
wheel steering angles. One assumption which can be made is to neglect the actuator
dynamics

δcmd ≈ δ (4.5)

where δ is the actual control effort of the actuators. The validity of this assumption
depends on the dynamics of the actuators, for example electrical motors usually
have much faster dynamics than a normal vehicle. If the assumption does not hold
the control allocation can include the dynamical behaviour of the actuators, this
results in a more complex control allocation algorithm.
The control allocation problem was solved by formulating a quadratic optimization
problem (QP), the motivation behind this choice can be seen in Chapter 6 and it is
evaluated in Section 7.4 and 8.3.
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4.1.3 Low level controller
Instead of including the dynamics of the actuators in the control allocation algo-
rithm, low level controllers can be used to increase the performance such that the
assumption in equation 4.5 holds. This yields a control structure which can be seen
in Figure 4.2. The low level controller is simply added to the control structure in
Figure 4.1 where the type of controller can vary and feedback can be used to enhance
the performance.

Figure 4.2: A control structure for an over-actuated vehicle with a low level controller.
The high level controller calculates the control signal v that is fed in the CA algorithm.
This calculates the desired control effort δ which is sent to the low level controller which
finally calculates the control signals for the actuators which include the dynamics of the
actuators. The vehicle response is then fed back to the high level controller.

The control allocation layer outputs the desired steering angles for the front and
rear axle, hence low level controllers are needed in order to rotate the axles to the
desired angles. The controller type were selected to be two PID controllers one for
each wheel axle. The main reason for this is that the regulation problem is easy,
this is discussed more in Section 6.6 and evaluated in Section 7.4 and 8.3.

4.2 Validation
The final part of this thesis was to test and validate the driveline control system on
the vehicle. Hence, this will show if the control structure and the specific controller
types are suitable for these types of over-actuated vehicles.

4.2.1 Test scenarios in simulation
The first tests will be made in a simulation environment where the driveline control
system is tested on a model of the vehicle. The simulation environment provides
an idealized environment where the core behavior of the controller and the vehicle
model can be analyzed in an easy way. First two simple step response tests will be
made which verifies the functionality of the control allocation algorithm and the low
level controller.

1. A step in the longitudinal force Fx will be fed into the control allocation layer.
The expected response would be that the control allocation distributes the
torques equally over the wheels. If these torques are summed up and divided
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by the wheel radius they should match the reference Fx. The vehicle model
should in turn accelerate the vehicle in the x direction according to Newton’s
second law.

2. Next the vehicle will travel at a constant velocity and a step in the reference
Mz will be fed into the control allocation layer. The expected response would
be that the control allocation distributes torques more to the outside of the
car and to output steering angles different from zero. As described in Section
4.1.3, this reference angles will be reached by using two PID controllers. The
vehicle model should in turn drive the vehicle in a smaller and smaller circle
as long as the Mz does not change sign or return to zero.

After these layers have been verified the high level controller can be included in the
tests to verify the closed loop systems performance according to the requirements
set in Chapter 3.

1. A step in the reference velocity vx,r of 1.5 m/s was used to evaluate the system
response and to tune the PID parameters in the velocity controller.

2. A step in the reference heading θr of 30◦ combined with a constant velocity of
1.5 m/s the vehicles response was evaluated to tune the PID parameters for
the heading controller.

With the described tests the stability and the performance of the complete controller
can be investigated to see if the closed-loop system meets the requirements.

4.2.2 Test scenarios in the vehicle
The same tests as described in the section above will be carried out in the vehicle.
These test will verify the robustness of the controller in a non-idealized environment.
In order to evaluate the test scenarios the longitudinal motor torque constant needs
to be estimated, the reason for this is that the control allocation outputs the com-
manded torque for the longitudinal motors while the longitudinal motor controllers
receives a commanded current.

1. Torque constant estimation. The motor controllers can be controlled by cur-
rent references. The current to the motors than can therefor be mapped to the
corresponding torque that got out of the wheel. A constant current reference
will produce an accelerating force on the vehicle and the relationship can be
calculated.

In order to verify that the requirements set for the closed loop system holds, tests of
the requirements had to be evaluated in the same way as the tests in the simulation
environment as seen above.

4.3 Summary of chapter
In this chapter the approach for the control structure used in this thesis was pre-
sented. The control structure was separated into three layers to make the system
modular and easy to tune. All layers and the signals between them was further de-
scribed. Finally the way the validation should be done to show that the requirements
holds was described, both for the simulation environment and in the vehicle.
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5
Vehicle modelling

This chapter describes how the vehicle was modelled for both the verification of
the controller in simulations and for the model based control allocation that is later
designed. The chapter starts with a tire model that is a simplified version of the
Pajecka’s magic formula [12]. Then a bicycle model [13] is used to explain the
fundamental behaviour of the vehicle dynamics that was used in the model based
control allocation. At last, a four wheel model is derived which was used in the
simulations of the driveline control system. First a visualization of how the vehicles
axis was defined are shown in Figure 5.1 and the main vehicle parameters are shown
in Table 5.1.

x
y

z

Figure 5.1: The axis defined for the vehicle, the front is located in the direction of the
positive x-axis.

Table 5.1: The table shows the main vehicle parameters. All except the inertia have been
measured directly by either a measuring tape or a normal body weight scale. COG stands
for center of gravity, that is the mass center of an object.

Description Symbol Value Unit
Mass of vehicle m 74 kg
Inertia around z-axis Iz 100 kg/m2

Wheel radius r 0.115 m
Track width t 0.700 m
Distance, front axle to COG a 0.4975 m
Distance, rear axle to COG b 0.4975 m
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5. Vehicle modelling

5.1 Tire model

A tire model is essential to explain the complex relationship that exists between the
tires and the road. First the most relevant angles are introduced, they are the slip
angle, the side-slip angle and the steering wheel angle, these are shown in Figure
5.2.

x

y

ywheel

xwheel

θf
vwheel

β

α

Figure 5.2: The figure shows how the main angles for a tire was defined. α is the slip
angle, β is the side slip angle and θf is the tires heading angle, in this example approximated
to be the steering angle of the front axle. Notice that β and θf is defined from the vehicles
x-axis while α is defined from the tires x-axis.

The steering angle θf is the angle between the tires x-axis and the vehicles x-axis, as
can be seen in Figure 5.2. The slip angle α is defined as the angle between the tires
velocity vector and its x-axis, notice that this angle is usually negative for normal
conditions because it is defined from the wheels x-axis. The side-slip angle β is the
angle between the vehicles x-axis and the tires velocity vector, hence the following
relationship can be established.

α = β − θf (5.1)

The slip angle can also be described in terms by the tires velocity vectors in the x
and y the direction

α = arctan
(
vy,wheel

vx,wheel

)
(5.2)

5.1.1 Pacejka’s magic formula

One of the most well known formulas for relating the tire slip angle to the lateral
force is the semi-emprical Pajecka’s magic formula [12], it exists several versions of
it and one of the more simpler one can be seen in equation 5.3. The reason for using
a simpler model is that it have fewer parameters than a more advanced models while
still giving an accurate estimate. The parameters can often be hard to measure or
identify without using special tools or performing experiments which destroys the
tires, this was outside the scope the thesis.

fy = Dy · sin (Cy · arctan (Byα− Ey(Byα− arctan(Byα)))) (5.3)
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where By, Cy, Dy and Ey can be identified using system identification techniques.
This relationship can be simplified further by the small angle approximation

sin(x) = x and arctan(x) = x (5.4)

this leads to
fy = Dy · Cy ·Byα− Ey(Byα−Byα) = Cαα (5.5)

where Cα is the cornering stiffness. This is calculated by the following formula

Cα = PKY1 · Fz,nominal · sin
(

2 · tan−1
(

Fzij

PKY2 · Fz,nominal

))
(5.6)

where the parameters PKY1 and PKY2 in this equation also can be identified by
performing system identification techniques. If it is assumed that the side-slip angle
β is zero in equation 5.1

α = θf (5.7)

equation 5.5 becomes
fy = Cαθf (5.8)

The small angle approximation and the assumption that the side-slip angle β = 0
was done in [14]. Figure 5.3 shows the linear approximation described above for the
vehicle. The tire parameters was taken from [15] while the mass of the vehicle have
been measured.
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Figure 5.3: The figure shows the linear function that was used to approximate the magic
formula. The only parameter which was from the vehicle was the mass which affect the
maximum height of the curve. The other parameters was taken from [15].
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5.2 Vehicle models
A vehicle model can be designed to map all the wheel forces to the total forces of the
vehicle, which can be used to calculate the motions of the vehicle. The motions and
dynamics can be expressed in various ways. Advanced methods often includes the
complex behaviours of the vehicle, for example the traction forces generated by the
tires from different slip ratios, weight transfer by the chassis when traveling through
corners, spring travel and more.
Simpler models can be designed that uses a 2D-planar motion model. These models
uses the basic dynamics of the vehicles but they lack the more complex dynamics.
However for control design a simple model which captures the fundamental behavior
is often enough, especially when traveling at lower velocities.

5.2.1 Bicycle model
One of the simpler vehicle models is the bicycle model, see Figure 5.4. A bicycle
model maps the wheels forces and dynamics to a single track model. One advan-
tage of using a bicycle models is that is computationally lighter compared to more
complex models while it still captures the basic dynamics of the vehicle. A well
designed controller can also be robust enough to handle any differences between the
model and reality. One of the downsides with a bicycle model is that a controller
that is based on a bicycle model cannot directly control all actuators uniquely. For
example in a in a four wheel drive (4WD) vehicle the left and right motors on the
same axle would be given the same demanded torque.

x

y

R

COG

θf
b a

Figure 5.4: A bicycle model of the vehicle with steering on both the front and rear axle.
For a bicycle model it is assumed that the front steering angle θf is the average of the
individual front wheel angles.

The longitudinal force for the two wheels in the wheel´s local coordinate frame can
be calculated by

fxi = Ti
r
, i ∈ [f, r] (5.9)
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The longitudinal forces generated by the wheel torques Ti and the lateral forces, see
equations 5.5 and 5.9 respectively, can be mapped from the wheels coordinate sys-
tems to the total force acting on the vehicle in the longitudinal and lateral direction,
see equations 5.10-5.11.

Fx =fxf cos(θf) + fxr cos(θr)
− fyf sin(θf)− fyr sin(θr)

(5.10)

Fy =fxf sin(θf) + fxr sin(θr)
+ fyf cos(θf) + fyr cos(θr)

(5.11)

Similar, the resulting rotational force acting on the vehicle generated by the wheel
forces can be expressed as in equation 5.12 using the vehicles geometry where a and
b are the levers.

Mz = (fyf cos(θf) + fxf sin(θf)) a
− (fyr cos(θr) + fxr sin(θr)) b

(5.12)

From the global linear and rotational forces, the equation of motion in the x-axis
can be calculated as

ax = Fx

m
− cwindv

2
x − crollvx (5.13)

where the constants cwind and croll can be experimentally identified. The lateral and
rotational behaviour of the vehicle and how these affect each other can be seen in
equation 5.14, this was derived in [13].[

ay
θ̈

]
=
[
−Cα+Cα

mvx
bCα−aCα
mvx

− vx
bCα−aCα
Izvx

− b2Cα+a2Cα
Izvx

] [
vy
θ̇

]
+
[ 1
m

0
0 1

Iz

] [
Fy
Mz

]
(5.14)

5.2.2 Four wheel model
For complex vehicle systems to be used for verification in simulations there is often
a need to model the dynamics of all the actuators, which makes bicycle models
unsuited. Ackermann steering [7] which was used in the vehicle works by turning
the wheels around a common point. This implies that the wheels have different
distances to this point. Hence, the wheels need to be turned by different amounts
on the left and the right side of the vehicle, see Figure 5.5. In the figure, R is the
distance from the Center of Gravity (COG) to the turning point and θfl and θfr are
the turning angles of the front wheels. In the test vehicle the Ackermann steering is
implemented by a physical linkage connecting the wheels on the same axis, as can
be seen in Figure 5.6. The steering angle θf defined as an imaginary wheel on the
corresponds to the mean angle of the two front wheels. It is the same as the angle
θf in the bicycle model, see Figure 5.4.
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x

y

R

COG

θfl

θfr

θf
Mz

Fxfl

Fyfl

fxfl

fyfl

b a

t

Figure 5.5: Model over vehicle, notice the different wheel angles θfl and θfr. The dotted
wheel have the mean angle of the two front wheels and it corresponds to the two front
wheels in a bicycle model.

Therefore it is possible to only calculate one steering reference angle θf,r for the
imaginary wheel on the front axle. From this angle the resulting steering angles for
the left and right wheels can be calculated by the equations 5.15 and 5.16a-5.16d,
where the radius R is assumed to be the same for the front and the rear axle.

R = a cot(θf,r) (5.15)

θfl = tan−1
(

a

R− 1
2t

)
(5.16a)

θfr = tan−1
(

a

R + 1
2t

)
(5.16b)

θrl = − tan−1
(

b

R− 1
2t

)
(5.16c)

θrr = − tan−1
(

b

R + 1
2t

)
(5.16d)

The longitudinal force for each wheel in the wheel´s local coordinate frame can be
calculated by

fxij = Tij
r
, i ∈ [f, r], j ∈ [l, r] (5.17)

The longitudinal forces generated by the wheel torques Tij and the lateral forces,
see equations 5.17 and 5.5 respectively, can be mapped from the wheels coordinate
systems to the total force acting on the vehicle in the longitudinal and lateral di-
rection, see equations 5.18-5.19. This is an extension of the longitudinal forces from
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(a) Model of the Ackermann mech-
anism seen from above.

(b) Model of the Ackermann mecha-
nism when turning seen from above.

(c) Picture of the Ackermann mech-
anism on the vehicle seen from
above.

(d) Picture of the Ackermann
mechanism on the vehicle when
turning seen from above.

Figure 5.6: Model of the Ackermann steering mechanism and picture of the same system
implemented in the vehicle, comparison is made both when there the steering angle is 0
and when there is a positive one.

the bicycle model, described in equations 5.10 - 5.11, to include the acting forces
from all the four wheels.

Fx =fxfl cos(θfl) + fxfr cos(θfr) + fxrl cos(θrl) + fxrr cos(θrr)
− fyfl sin(θfl)− fyfr sin(θfr)− fyrl sin(θrl)− fyrr sin(θrr)

(5.18)

Fy =fxfl sin(θfl) + fxfr sin(θfr) + fxrl sin(θrl) + fxrr sin(θrr)
+ fyfl cos(θfl) + fyfr cos(θfr) + fyrl cos(θrl) + fyrr cos(θrr)

(5.19)

Similar to equation 5.12, the resulting rotational force acting on the vehicle generated
by the individual wheel forces can be expressed as in equation 5.20 using the vehicles
geometry where t/2, a and b are the levers.

Mz =(−fxfl cos(θfl) + fyfl sin(θfl)) t
2 + (fyfl cos(θfl) + fxfl sin(θfl)) a+

(fxfr cos(θfr)− fyfr sin(θfr)) t
2 + (fyfr cos(θfr) + fxfr sin(θfr)) a+

(−fxrl cos(θrl) + fyrl sin(θrl)) t
2 − (fyrl cos(θrl) + fxrl sin(θrl)) b+

(fxrr cos(θrr)− fyrr sin(θrr)) t
2 − (fyrr cos(θrr) + fxrr sin(θrr)) b

(5.20)

From the global linear and rotational forces, the equation of motion in the x-axis
can be calculated as

ax = Fx

m
− cwindv

2
x − crollvx (5.21)
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where the constants cwind and croll can be experimentally identified. The lateral and
rotational behaviour of the vehicle and how these affect each other can be seen in
the equation below, this was derived in [13].[

ay
θ̈

]
=
[
−Cα+Cα

mvx
bCα−aCα
mvx

− vx
bCα−aCα
Izvx

− b2Cα+a2Cα
Izvx

] [
vy
θ̇

]
+
[ 1
m

0
0 1

Iz

] [
Fy
Mz

]
(5.22)

5.3 Summary of chapter
In this chapter the vehicle modelling was made, first the use of tire models was
described and a simplified version of Pacejka’s magic formula was derived. Then
a bicycle model was derived to easily describe a vehicles motion in a 2D environ-
ment, this is later useful in the control allocation algorithm. Similarly a four wheel
model that uses the Ackermann steering systems was derived that should be used
for validation of the control allocation in the simulation environment.
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Given the knowledge on how each actuator affects the vehicle, it is possible to
determine how much each actuator should contribute with in order to reach the
desired states. As described in Chapter 4 the driveline control system was separated
into several layers mainly to make it more modular and easy to tune. Hence, this
chapter explains how each layer was designed with a focus on the control allocation
layer. The chapter starts with a description and design motivation of the high level
controller before a background in control allocation is presented. Then the core
concept of several control allocation algorithms are presented and the final choice of
algorithm is motivated. The variables for the chosen algorithm are then defined to
suite the vehicle. Finally the low level controllers are presented and the types are
motivated.

6.1 High level controller
As described in Section 4.1.1, the high level controller generates the virtual com-
mand v that the control allocation uses to determine the demanded control effort.
There are several different controller types that can generate this command, one of
the simplest controller is a proportional controller which calculates a control signal
proportional to the error between the reference and the measured values. However,
this can result in a steady-state offset, this can be removed by adding a integral
part, which integrates the error between the reference and the measured values.
The integral part grows as long as the error exists which results in a higher and
higher control signal until the error is removed. The derivative part of a PID con-
troller can improve the settling time of a system, decrease or completely remove
large overshoots and it can make the system more stable. However, the derivative
gain is sensitive to noise and this should be taken into account while determining
the size of it. The PID controller is formulated as shown in equation 6.3.

u(t) = Kpe(t) +Ki

∫ t

0
e(τ)dτ +Kd

d
dte(t) (6.1)

where e(t) is the difference between the reference signal r(t) and the measured value
y(t). The Kp, Ki and Kd is called the proportional, integral and derivative gain
respectively. These will be tuned by first only using the proportional gain until the
desired response time is achieved if it is possible and also to get as low steady-state
offset as possible without yielding a big overshoot. After this the integral gain can
be tuned to remove the steady-state offset while keeping it low enough to avoid
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oscillations. If a large overshoot exist the derivative gain can be used to decrease it
and also to decrease or completely remove oscillations.
A PID controller can only handle one minimization problem, hence given that the
driveline control system is should follow both a velocity and a heading reference two
PID controllers are needed. This result in the following two equations for calculating
the virtual command

Fx(t) = Kpe(t) +Ki

∫ t

0
e(τ)dτ +Kd

d
dte(t) where e(t) = vx,r − vx (6.2)

Mz(t) = Kpe(t) +Ki

∫ t

0
e(τ)dτ +Kd

d
dte(t) where e(t) = θr − θ̂ (6.3)

6.2 Background in control allocation
An over-actuated system is a system in which there are more actuators than there
are degrees of freedom, hence the distribution of the efforts among the actuators
can become non-trivial. One simple example of this is two people sliding a box over
a surface in one direction, they must allocate how much force they contribute with
in order to achieve a desired behavior of the box, for example the velocity of the
box. There are infinitely many solutions to this problem, as they can distribute the
forces in infinitely many ways.
Control allocation was discovered at the same time as the first over-actuated systems
were introduced. The first control allocation method often consisted of locking
together different actuators, hence the actuators effort was divided into fix ratios.
Another early method was to use the actuators in a specific sequence. Combination
of these two methods were also often used. Today’s car industry often use rule based
control allocation [16], it implies that the allocation is done by a specific set of rules.
These kind of algorithms are called static control allocation by some authors [17] or
direct control allocation by others [18] in which case static refers to something else.
In this thesis they have been called simple control allocation algorithms. These
requires little computational power but often requires long tuning periods of the
thresholds in order to attain good performance and they cannot adapt the ratios,
sequences or rules online which can limit the performance and robustness.
The increase in computational power have open up the possibility to use more ad-
vanced control allocation methods. This started out in the aerospace industry, where
over-actuated aircraft could have redundancy in the case of actuator failure. Ad-
vanced methods can also provide the possibility to choose the best combination of
actuators with respect to some performance index, for example energy efficiency [19],
[20] or system response time. The algorithms which uses some kind of performance
index are based on optimization techniques. They require more computational power
than simple control allocation methods but can often results in better performance.

6.3 Control allocation algorithms
The goal of all control allocation algorithms are to determine the commanded control
effort δcmd ∈ Rm×1 such that the combination of all actuators effort reaches the
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desired effort v ∈ Rk×1. How each actuator effect the system is described in the
effectiveness matrix B ∈ Rk×m. Hence, this can be formulated as

Bδcmd = v. (6.4)

which should be solved for δcmd. For some algorithms the solution can be subjected
to constraints on the actuators

δ ≤ δcmd ≤ δ. (6.5)

The most simple case is when B is squared k = m and non-singular. It is then
possible to multiply both sides of equation 6.4 by the inverse of B to yield

δcmd = B−1v. (6.6)

For B to be squared there must be the same number of actuators as there are
references and this means that the system is not over-actuated.

6.3.1 Explicit ganging
Explicit ganging is a simple method to decrease the number of unique commanded
control efforts that shall be calculated. The method works by locking together the
actuators that contribute to the same effort. Hence, this decreases the number of
rows in the vector δcmd and the number of columns in the effectiveness matrix B. If
enough actuators are coupled like this, B becomes square and equation 6.4 can be
solved directly as shown above. For a vehicle with similar configuration as the test
vehicle, described in Section 2, all longitudinal motors could for example be coupled
to give the same control effort. In a similar way the front and the rear steering wheel
axle could have the same angle but with opposite signs. This would result in

B
[
Twheels
θsteering

]
=
[
Fx
θr

]
(6.7)

which can be solved directly as the section above describes. After Twheels and θsteering
have been determined the individual torques Tij,r and steering angles can be calcu-
lated directly, for example

Tfl,r = Tfr,r = Trl,r = Trr,l = 1
4Twheels θf,r = −θr,r = 1

2θsteering. (6.8)

6.3.2 Daisy chaining
Another simple algorithm is daisy chaining, this is an hierarchical method where
the actuators are used in a predetermined order, see Figure 6.1. First the demanded
control effort for the first actuator δcmd,1 is calculated, if this is below the saturation
limit for the actuator no more actuators needs to be used. However, if it is above
the actuator´s saturation limit there will be a remaining error. This effort error e1
is sent to the next controller, where in a similar way it calculates the demanded
control effort δcmd,2 and if the actuator does not saturate no more effort is needed,
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Figure 6.1: The general structure of a daisy chaining control allocation algorithm. Notice
that the controllers have a fixed order, which is determined beforehand. Hence, the order
of which actuator is used is also determined beforehand.

otherwise the remaining error is sent to the next controller. This process is repeated
until the desired effort have been reached or all actuators have been saturated.
An example for a 4WD vehicle is that first are the rear motors effort is calculated
and if they saturates the effort for the front wheels are calculated e.g.

Fx,r = 1.5 and δcmd ≤ δcmd = 1 (6.9)

hence the commanded control effort will be

δcmd, rear wheels = 1 and δcmd, front wheels = 0.5. (6.10)

6.3.3 Pseudo Inverse
When B is non-square i.e. k 6= m B cannot be inverted but one can calculate the
pseudo inverse, which is defined as

B† = BT (BBT )−1. (6.11)

This can be used to get δcmd

δcmd = BT (BBT )−1v = B†v (6.12)
As shown in [21], this is also the solution to the following optimization problem

min
δcmd

1
2δ

T
cmdδcmd (6.13)

subject to the constraint
Bδcmd = v (6.14)
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It was solved by formulating the Hamiltonian but this is out of this thesis scope.
This method also supports to weight the effort from the actuators by using the
weighted pseudo inverse B#

B# = W−1BT (BW−1BT )−1 (6.15)

where W ∈ Rm×m is filled with weights in the diagonal for penalizing the use of the
actuators. Hence, some actuators effort can be better to use and therefore given a
smaller weight. This leads to the following expression for determining δcmd

δcmd = W−1BT (BW−1BT )−1v = B#v (6.16)

This is the solution to an extension of the optimization problem in equation 6.13

min
δcmd

1
2δ

T
cmdWδcmd (6.17)

The pseudo inverse does not directly support constraints on the actuators but it can
be extended to include this, which can be seen in [21].

6.3.4 Linear Programming
A more direct algorithm to handle constraints on the actuators are linear program-
ming (LP). Here the basic problem is formulated as

min
δcmd
||Bδcmd − v||1 (6.18)

subject to
δ ≤ δcmd ≤ δ. (6.19)

This is solved by reformulating it to a standard LP problem formulation and using
a standard LP solver. If no actuators are saturated the equation Bδcmd = v holds
and infinitely many solutions exists. Therefore, this problem formulation is often
extended to also minimize the difference between the commanded and the desired
control effort δd ∈ Rm×1. Hence the problem formulation becomes

min
δcmd
||δcmd − δd||1 + γ||Bδcmd − v||1 (6.20)

subject to
δ ≤ δcmd ≤ δ. (6.21)

Here γ is a weighting factor which enables the ability to choose the relative impor-
tance of the two terms. This method can also be extended to include weights on
both terms in equation 6.20, this leads to

min
δcmd
||δcmd − δd||1,Wδ

+ γ||Bδcmd − v||1,Wv (6.22)

subject to
δ ≤ δcmd ≤ δ. (6.23)

Here, the weighting matrixWδ is a diagonal matrix were a weight or cost is specified
for the actuators effort. The weighting matrix Wv have one weight for each entry in
the virtual command vector v, hence there relative importance can be specified.
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6.3.5 Quadratic Programming
In a similar way as in LP the QP approach uses almost the same formulation for
the optimization problem but it uses the 2-norm instead of the 1-norm, hence

min
δcmd
||δcmd − δd||22,Wδ

+ γ||Bδcmd − v||22,Wv (6.24)

subject to
δ ≤ δcmd ≤ δ. (6.25)

When no actuator is saturated this gives exactly the same result as the pseudo
inverse method which is shown in [21]. There is a solver [22], which solves the
problem stated in equations 6.24 and 6.25 without the need to reformulate it on
standard QP form.

6.3.6 Model Predictive Control Allocation
The model predictive control (MPC) scheme can be used to solve the control alloca-
tion problem, this is essentially an extension of the quadratic programming approach
where the behaviour of the system in the future is predicted. This is called model
predictive control allocation (MPCA). Hence, the algorithm can predict that the
system will reach the constraints on a certain actuator and change the demanded
control effort. It is formulated as the following

min
δcmd

(
N∑
n=1
||δcmd(n)− δd||22,Wδ

+ γ
N∑
n=1
||Bδcmd(n)− v||22,Wv

)
(6.26)

subject to the dynamics and the constraints of the actuators. N is the prediction
horizon and n the time instant. Only the control effort for the first time instant are
applied to the system before everything is recomputed at the next time instant.

6.4 Selection of control allocation algorithm
Given the available computing power more advanced algorithms could be used than
explicit ganging or daisy chaining, this would give better performance. Linear pro-
gramming and quadratic programming are more flexible than pseudo inverse control
when it comes to deciding the balance between minimizing the error or the control
effort. The difference in computation time between LP and QP solvers are not too
big with modern solvers, and QP is a second order approximation of nonlinearities
while LP is only a first order approximation. The increase in cost for the errors
increases quadratically instead of linearly therefore should the actuators reach there
limits later compared to LQ.
An investigation, [14], was made were an MPCA algorithm were implemented on
a full-size truck and tested on split-µ surfaces. The MPCA algorithm gave better
result than a corresponding QP solution when the system was pushed close to it
limits but required a lot of computational power. The advantages of using MPCA
are also deemed to be small given that vehicle will be driving indoors which means
that the road friction will be high, at low velocities and the accelerations should be
kept low. Hence, a QP control allocation scheme will investigated in this thesis.
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6.5 Control allocation with quadratic program-
ming

This section goes through how the quadratic programming approach was formulated
to solve the control allocation problem by using an existing CA solver, made by Ola
Härkegård [22]. This solver was the Control Allocation Toolbox (QCAT) and it was
based on QP control allocation methods. It calculates the commanded control effort
and the virtual command v can be seen below

v =
[
Fx
Mz

]
(6.27)

First, the actuators effort was put into the demanded control effort vector

δcmd =
[
Tfl Tfr Trl Trr θf θr

]T
(6.28)

In the effectiveness matrix B it was modelled how each actuator in the control effort
vector affected the system. The torque contributions to the longitudinal reference
force Fx could be modelled as

Fx =
∑ 1

r
Ti,j i ∈ [f, r], j ∈ [l, r] (6.29)

where r is the wheels radius. Similarly, the wheel torque effects on the Mz can be
formulated as follows

Mz,1 =
∑ t

2rTi,j i ∈ [f, r], j ∈ [l, r] (6.30)

where t is the width of the vehicle and therefor t/2 is used as a lever, the minus sign
was used for the wheels on the left side of the vehicle. The lateral force that comes
from the front steering angle contributes to the Mz in the following way

Mz,2 = 2Cαaθf (6.31)

where the number two is because of that there are two wheels on each axle. The
rear steering angle effects on Mz can be formulated in a similar way

Mz,3 = −2Cαbθr (6.32)

Hence, the total Mz can be calculated as

Mz = Mz,1 +Mz,2 +Mz,3 (6.33)

This leads to an effectiveness matrix B that has the following form

B =
[

1
r

1
r

1
r

1
r

0 0
−t
2r

t
2r

−t
2r

t
2r 2Cαa −2Cαb

]
(6.34)

where the matrix with numerical values can be seen in Appendix A. The effects from
the steering angles will only be valid while the vehicle is moving because according
to the B matrix the vehicle can have an rotational force in Mz if only the wheels
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have an steering angle. However, this is deemed to not be a problem because it is
not a type of reference the vehicle would get during normal driving. The δcmd, v
and B was used in the quadratic problem formulation, repeated below

min
δcmd
||δcmd − δd||22,Wδ

+ γ||Bδcmd − v||22,Wv (6.35)

subjected to
δ ≤ δcmd ≤ δ. (6.36)

The desired control effort δd was set to zeroes, see equation 6.37. By setting it to
zeroes, the QP distributes the forces more evenly and as low as possible.

δd =
[
0 0 0 0 0 0

]T
(6.37)

The limits δ and δ for the actuators was derived from what they could handle. The
limiting factor for the motors was the current they could draw from the batteries.
From the maximum current of approximately 15 A for each wheel the corresponding
maximum torque could be calculated to 5 Nm by using the torque constant KT,
which is derived in section 8.2.2.4. The maximum steering angles for the Ackermann
steering systems are 45◦, because this limit never should be reached a limit of 35◦
was used, which corresponds to 0.61 rad. The values for the constraints are shown
in equation 6.38.



−5
−5
−5
−5
−0.61
−0.61


︸ ︷︷ ︸

δ

≤



Tfl
Tfr
Trl
Trr
θf
θr


︸ ︷︷ ︸
δcmd

≤



5
5
5
5

0.61
0.61


︸ ︷︷ ︸

δ

(6.38)

6.6 Low level controller
Given the fast dynamics of the longitudinal motors the assumption that the de-
manded and actual control effort was deemed to hold. Hence, the reference torque
outputted from the control allocation layer could directly be used by the motors.
However, given that the control allocation layer also outputs the demanded steering
angles a controller was needed in order to make the actual steering angle follow the
demanded.
The low level controller used for the steering, see Figure 6.2, can in a similar fashion
as for the high level controller be motivated to use a PID type controller. However,
the force needed to change the steering angle on the wheel axle is highly dependent
on the speed in which the vehicle is traveling at. A proportional controller was
chosen because it simplicity and for the reason that the high level controller can
still remove steady state offset, that could come from the offset from the steering
system.
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Figure 6.2: The figure shows the structure for the P regulators in the steering systems.

6.7 Summary of chapter
In this chapter the controllers used in the control structure was presented. First the
use of PID controllers in the high level controllers was described. Several control
allocation methods that could be used in the control allocation layer was presented
and one used in the thesis was motivated and designed. Finally this chapter pre-
sented the use of P controllers for the steering systems.
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7
Simulation

In the last chapter the complete driveline control system was designed to suit the
vehicle. Together with the vehicle model, made in Chapter 5, the control system
can be implemented and evaluated in simulations. This chapter will go through
how a simulation environment was created in order to test the control system and
especially the control allocation layer. It starts by going through how each layer in
the control structure was implemented before it is describes how the vehicle model
was implemented. Finally, the two test scenarios, described in Section 4.2.1 are
analyzed and the control parameters are tuned.

7.1 Simulation environment

The simulation environment was created in MATLAB® Simulink® and it was used
for testing and verifying the control system for the vehicle. It was structured to
make it easy to test and verify the functionality of all parts that builds the control
system, by using the same structure as the block diagram in Figure 4.1. The main
layout of the simulation environment is shown in Figure 7.1, note that the reference
velocity and heading was generated inside the High Level Controller block.

Figure 7.1: The layout of the simulation environment created in Simulink®. As can be
seen it has the same structure as the control system in Figure 4.1.
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7.2 Controller implementation
This section describes how the controller implementation was made in the simu-
lation environment. It shortly describes what each control layer did and how the
parameters in each layer were tuned. Naturally, the high level controller is first
described and then the control allocation layer. For the controller implementation
it was deemed that the assumption in equation 4.5, repeated below

δcmd = δ (7.1)

was true because the main focus was to test the two upper most layers. Hence, this
resulted in that no low level controller was necessary and therefore not implemented
in the simulations.

7.2.1 High level controller
The purpose of the high level controller was to generate the virtual command vec-
tor v to the control allocation layer in order to remove the difference between the
actual and desired states. In the simulation environment the high level controller
consisted of two PID controllers, one for each state that was controlled. The PID
controllers tried to minimize the error in the longitudinal velocity and the vehicles
heading angle. The controller parameters was tuned in order to achieve the neces-
sary performance needed to meet the requirements stated in Chapter 3. First the
proportional gain Kp was tuned in order to yield a fast response and then the in-
tegral gain Ki was added in order to remove the steady-state offset. No derivative
gain Kd was necessary to meet the requirements and therefore it was not used. The
final values can be found in Table 7.1 and the inside of the high level controller block
can be seen in Figure B.1.

Table 7.1: The PID controllers parameters used for the high level controllers in the
simulations.

(a) Fx parame-
ters

Parameter Value
Kp 100
Ki 20
Kd 0

(b) Mz parame-
ters

Parameter Value
Kp 600
Ki 70
Kd 0

7.2.2 Control allocation
The functionality of the control allocation, as described in Section 6.5, was imple-
mented in the simulation environment. The code was implemented as MATLAB®

functions in the Control allocation Algorithm block in Figure B.2.
The weighting matricesWδ were chosen to achieve the desired Mz by first changing
the angles of the wheel axles and then if necessary applying different amounts of
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torques on the left and right side of the vehicle. Hence, the weights of the steering
angles was set to be much lower than the weights of the effort from the longitudinal
motors. As described in Section 3, the vehicle would only travel at low velocities
therefore was the weighting factors of the longitudinal motor set to the same values
because the vehicles weight transfer was small. If there was large weight transfers
during normal operation it could for example during an acceleration phase have
been better to have a lower cost for the longitudinal motors in the rear such that
the wheels with the most grip outputted the most torque. The desired states of
the vehicle i.e. the heading and the velocity was deemed to have the same priority,
therefore all the weights inWv was set to 1. The weighting factor γ was set high in
order to prioritize the desired virtual command v over the desired control effort δd.
All the weights can be seen in Table 7.2.

Table 7.2: The weights used in the the simulation tests for the control allocation layer.
The Wδ told the CA solver how expensive it was to use an actuator relatively to the other
ones. The Wv specified the relative importance of the two forces in the virtual command
vector v. Finally, the γ was used to specify for the CA solver if the virtual command v
was more important than the desired control effort δcmd.

(a) Wδ

Parameter Value
wwheelfl 1000
wwheelfr 1000
wwheelrl 1000
wwheelrr 1000
wsteeringf 1
wsteeringr 1

(b) Wv

Parameter Value
wFx 1
wMz 1

(c) γ

Parameter Value
γ 1e6

7.3 Vehicle model

As described in Chapter 5 the chosen vehicle model was a 2D-planar motion model.
This section goes through how this model was implemented in the simulation en-
vironment. The parameters used was either measured or estimated from the test
vehicle, see Table 5.1.

7.3.1 Modelling of the actuators

In a perfect system, in terms of complexity, actuators would have an instant response
time and the output would be exactly what was desired by a controller. This is never
possible, therefore all the actuators was modelled as first order low pass filters, to
have a more realistic behaviour. The longitudinal motors reacted faster to changes
than the turning of the front and rear axle, therefor a low pass filter with a smaller
time constant was used for the motors compared to those used for the steering, see
equation 7.2 and 7.3.
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GMotors(s) = 1
1 + s/100 (7.2)

GSteering(s) = 1
1 + s/10 (7.3)

7.4 Simulation results
To verify that the two step responses meets the requirements set in Chapter 3, the
two test scenarios was carried out in Simulink®. The first step response test was in
the vehicle´s longitudinally velocity and the second one was in the vehicles heading
whiles traveling at a constant velocity.

7.4.1 Longitudinal step response
The reference velocity in this test was set to 1.5 m/s, according to the requirements
set in Section 3.1, and vehicles response was recorded, see Figure 7.2. As can be
seen the control system manages to reach the desired velocity with only a small
overshoot. The computed reference force Fx from the high level controller, see
Figure 7.3, behaved as expected for this test because it was large in the beginning
of the acceleration face in order to reach the desired velocity. Then it became small
before it grew slightly and settled to a constant small force to counteract the frictions
while it kept the desired velocity.
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Figure 7.2: The figure shows a step response on the longitudinal velocity of the vehicle
in the simulation environment. As can be seen the driveline control system managed to
reach the desired velocity with a little overshoot. The steady state error was removed by
the integral part in the high level controller.
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Figure 7.3: The figure shows the demanded force generated by the high level controller
and the simulated force generated by the vehicle in the 1.5 m/s longitudinal step response.
Note that both the demanded and the simulated are on the same line.

This calculated force was then fed into the control allocation algorithm which cal-
culated the desired control efforts. Because the vehicles heading reference was kept
at a constant level, the demanded steering angles was never changed from zero.
Thus, the only actuators used was the longitudinal motors, see Figure 7.4. Because
they were given the same weight they always contributed with the same effort and
followed the reference force curve.
The results from the test scenario for the longitudinal velocity can be seen in Ta-
ble 7.3. As can be seen, the simulated data shows that the system passes all the
requirements for the test.

Table 7.3: The table shows the calculated values and the requirements for the performance
variables described in Section 3.1. As can be seen all requirements for the longitudinal
behaviour passed.

Variable Value Requirement Pass/Fail
Rise time 1.35 [s] 3 [s] Pass
Max overshoot 9.07 % 20 % Pass
Steady-state offset 0 % ± 10 % Pass
Settling time 1.45 [s] 5 [s] Pass

7.4.2 Lateral step response
During this test the velocity of the vehicle was kept at a constant level of 1.5 m/s.
After 5 seconds a step of 30◦ in the reference heading was given, according to the
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Figure 7.4: The demanded wheel torque for each wheel calculated by the control allocation
layer given the demanded force from the 1.5 m/s longitudinal step response. Because the
vehicle was only going straight all the wheel torques was always calculated to equally large.

requirements set in Section 3.2, the vehicles heading can be seen in Figure 7.5. As
can be seen the driveline control system successfully manages to track the given
reference heading and all the requirements on the lateral behaviour was fulfilled,
which can be seen in Table 7.4. The reference torque Mz, that was calculated by
the high level controller, can be seen in Figure 7.6. As explained in Section 7.2.2
the weight of the steering effort was much lower than the weight for the longitudinal
motors. Therefore the control allocation prioritized the steering axles to reach the
desired Mz and the rotational force that could be generated by distributing torque
differently on the sides of the vehicle was small enough to be neglected. Because the
cost of using the front and rear steering motor was the same, the computed steering
angles always became equally large but with opposite signs, as seen in Figure 7.7.

Table 7.4: The table shows the calculated values and the requirements for the performance
variables described in Section 3.2. As can be seen all requirements for the lateral behaviour
passed.

Variable Value Requirement Pass/Fail
Rise time 0.59 [s] 3 [s] Pass
Max overshoot 3.83◦ 15◦ Pass
Steady-state offset 0◦ ± 10◦ Pass
Settling time 1.75 [s] 5 [s] Pass
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Figure 7.5: The figure shows the heading step response of the vehicle in the simulation
environment. The vehicle was traveling at a constant velocity of 1.5 m/s when a step in
the reference heading of 30◦ was given. As can be seen the control system managed to
reach the desired heading and the steady state offset was removed.

7.5 Summary of chapter
This chapter described how the control structure was designed in the simulation
environment for testing and verifying it according to the tests presented in Section
4.2.1. It presented how the vehicle and actuators was modelled and implemented in
the environment. Finally, the simulations showed promising results for the longitu-
dinal and the lateral behaviour.
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Figure 7.6: The figure shows the demanded rotational force generated by the high level
controller and the simulated rotational force generated by the vehicle, in the 30◦ heading
step response.
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Figure 7.7: The demanded steering angles for each wheel axle calculated by the control
allocation layer, given the demanded rotational force, from the 30◦ lateral step response.
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8
Implementation

In the last chapter the designed control system were tested and tuned in simulations.
It was also important to verify that the driveline control system could work outside
simulations, hence it should be tested on the vehicle described in Chapter 2. This
chapter describes how it was implemented in the vehicle on a Beaglebone black.
First it is described how the code was structured in ROS, then how the necessary
state was estimated to give the necessary feedback for the controller. Finally, the
tests are described that were carried out to verify the requirements stated in Chapter
3.

8.1 Implementation in ROS

The designed control structure, see Chapter 6, was a mix of the block diagrams
shown in Figure 4.1 and 4.2 depending on which actuators that needed an addi-
tional low level controller, were implemented in simulations. The code used in these
simulations was rewritten into C++ and python depending on what existing code
libraries that were available. Hence exactly the same structure could not be used,
in addition the structure in ROS included the functionality needed to read sensor
values and to send commands to all the actuators. The structure of which nodes
that communicated to each other can be seen in Figure 8.1 and below is a list of all
the nodes with a description of their functionality.

1. Motion planning. The motion planning node generated the references for
the test scenarios as explained in Section 4.2.2. This node only had the basic
functionality of generating steps in the reference vector r. It can be replaced
with more advanced motion planning algorithms as long as they sends the
references on the same topic.

2. Longitudinal controller. In the ROS structure the high level controller
was divided into two nodes. The longitudinal controller was the first one, it
received the desired velocity vx,r from the motion planning node and also the
current velocity vx from the velocity estimation node. It was a PID controller
used to calculate the output Fx that is the first element in the virtual command
vector v.

3. Heading controller. The second node of the high level controller was the
heading controller. It received the desired heading θr from the motion planning
node and the current heading angle estimate θ̂ of the vehicle from the compass
node. Similar to the longitudinal controller the heading controller used a
PI controller to calculate the output Mz. Together with the Fx from the
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longitudinal controller it built the virtual command vector v to be used in the
control allocation.

4. Control allocation. The control allocation node only consisted of the solver
for the QP problem. It received the virtual command v and delivered the
demanded control effort δcmd for each actuator. The QP solver was generated
to C++ code from the MATLAB® code used in the simulations by the tool
MATLAB® Coder™[23].

5. Motor controller. The motor control node mapped the demanded torques
to demanded currents that was used as the control signals to the motors. The
node used the demanded current calculations which is described in Section
8.2.2.4. The control signals was sent to the motors by serial communication
to one of the four longitudinal motor controllers. This motor controller then
delivered the control signals for the other three motor controllers by CAN
communication.

6. Steering controller. The steering control node was a low level controller
for controlling the steering angles of the front and rear axle. It used the
information from the steering potentiometers to estimate the steering angle at
both the front and the rear axle. From the differences between the reference
and the estimated steering angles it calculated two control signals which was
converted into a PWM signals and sends them out to the steering motor
controller.

7. Velocity estimation. The velocity estimation node read a motor speed and
maps it to the velocity of the vehicle. This information was used as feedback
in the longitudinal controller.

8. Compass. The compass node read the vehicles heading and sent the informa-
tion to the heading controller. The code was and based on an Adafruit library
but it was converted into a ROS node.

8.2 Implementation in the test vehicle

The ROS structure was implemented on the BBB in the test vehicle. The sections
below consists both of how the nodes received data and how it sent commands to
the motor controllers as well as how the nodes used the measured data to estimate
the vehicles states.

8.2.1 Selection of sampling time
The selection of sampling time is an important design choice for a control systems,
this section describes how the sampling time was selected. According to [24] a rule
of thumb can be used to determine the required sampling time. It states that the
sampling time should at least be a tenth of a systems process time. The process
time is defined as the time it takes from the system to go from 0 % to 63 % of the
maximum desired amplitude of a step response. The process time was identified for
the vehicle by doing a step response on both the velocity and heading of the vehicle.
The step response in the vehicles velocity is shown in Figure 8.2 together with the
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Figure 8.1: Structure of the ROS nodes used in the implementation of the driveline
control system for the vehicle. It shows how they communicate with each other. The motion
planning node sent the references to the high level controllers. The high level controllers
calculated the error in velocity and heading with the information from the Compass and the
Velocity estimation nodes. The reference forces are then fed into the control allocation node
which calculated the individual wheel torques and steering angles. The steering control node
controlled the steering angles and the Motor control node mapped the torques requested by
the control allocation node to the currents which was sent to the motors. This is a similar
structure as in Figure 4.1 and 4.2

process time. The step response for the heading of the vehicle can be seen in Figure
8.3.
The identified process times are shown in Table 8.1 together with the calculated
sampling times and the sampling frequencies that was deemed to be necessary ac-
cording to the previously stated rule of thumb. Naturally the highest sampling time
was selected and therefore should the control system operate at 13 Hz, this could
be specified for each node in ROS.

Table 8.1: The table shows the process times for both the lateral and longitudinal be-
haviour, from this was the recommended sampling frequencies calculated using the thumb
rule. According to this data the control system should operate at approximately 13 Hz.

Behaviour Process time [s] Sampling time [s] Sampling frequency [Hz]
Lateral 0.93 0.093 10.75
Longitudinal 0.75 0.075 13.32

However, ROS is not a real time operating system and the nodes does not execute
in a predetermined order this could result in a much lower sampling time for the
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Figure 8.2: The figure shows the recorded data from an experiment where the longitudinal
process time was identified. The process time is the time it takes for the system to go from
0 % to 63 % of the maximum amplitude of a given step reference. In this experiment the
desired velocity was set to be 1.5 m/s and the identified process time was 0.75 s.

whole control system than what was specified for each node. This was confirmed by
calculating how much time it takes for a given signal to travel through all necessary
nodes. Two experiments was made where all nodes operated at a specified frequency
and the time it took from that the high level controller received a step until the
low level controllers outputted a current command to the longitudinal motor was
calculated, see Table 8.2.

Table 8.2: The tables shows data from an experiment where the nodes running in ROS
was set to execute at two different sampling frequencies. The second column was the time
it took from that a reference was received in the high level controller to the time the low
level controller outputted a demanded torque for the longitudinal motors. Hence, this shows
what the actual sampling frequency of the total driveline control system was.

Sampling frequency [Hz] Time delay [s] Actual sampling frequency [Hz]
10 0.24 4.12
40 0.08 12.50

From this result it was clear that a specified sampling frequency of at least 40 Hz
was required in order to make the total control system operate close to the required
sampling frequencies in Table 8.1. A sampling frequency of more than 40 Hz was
not possible because the state estimation node needed to wait approximately 20 ms
after a command was sent to the motor controllers to receive the velocity before it
arrived. This resulted in an upper limit of 50 Hz and given that the CA needs time
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Figure 8.3: The figure shows data from an experiment where the vehicle´s lateral process
time were identified. The process time is the time it takes for the system to go from 0 % to
63 % of the maximum amplitude for a given step reference. The vehicle was traveling at a
velocity of 1.5 m/s when a step in the reference heading of 30◦ was inputted. The process
time was identified conservatively which means that the delay of the system was ignored,
this resulted in a faster process time. The process time was identified to be 0.93 s.

to find a solution 40 Hz was selected as the sampling frequency for all the nodes.

8.2.2 State estimation
The states of the vehicle was estimated and measured in various ways to give feed-
back to the control system. All state estimations started by measuring the data
to be used with the sensors built in the vehicle. The data in its raw format is not
always useful as it is and therefore additional mapping, sanity checks and some-
times filtration is key for a proper state estimation. This section describes how the
necessary states was estimated.

8.2.2.1 Velocity estimation

The velocity of the vehicle needed to be estimated in order to provide feedback for
the high level controller, see Section 4.1. The way the velocity was estimated was
by using the motors hall sensors, these was used by the VESC motor controllers
which measured the electrical revolutions per minute (ERPM) for each wheel. The
ERPM is the motors mechanical revolutions per minute (RPM) multiplied by the
number of pole pairs. ERPM could therefor be converted to RPM, which could give
an estimate of the vehicles velocity.
A hall sensor measures the voltage that arises when a magnetic field passes nearby
and a BLDC motor have magnets inside them. Hence, the hall sensor will give
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out an periodic signal if the wheel rotates at a constant velocity. The number of
pole pairs in the motor was identified by measuring the period and the number of
rotations. The result from this was

NPoles = 5 (8.1)
which means that the signal would go high 5 times for each revolution. This was
the ERPM that the motor controller could measure. The motors are also geared
and the gear ratio was

RGear = TeethWheel

TeethMotor
= 62

10 = 6.2 (8.2)

The ERPM together with the two constants could be used to estimate the velocity.
First the ERPM was converted to the RPM of the wheel

RPMWheel = 1
RGear ·NPoles

· ERPM (8.3)

With this the velocity in the longitudinal direction could be calculated by the fol-
lowing relationship

vx = 1
RGear ·NPoles

· 2 · r · π60 · ERPM = Cerpm · ERPM (8.4)

where r is the wheel radius, hence

Cerpm ≈ 0.0003885 (8.5)

8.2.2.2 Heading estimation

The available method of estimating the heading of the vehicle was to use a compass
in a form of a magnetometer. The compass had already made code which measured
the amplitude of the magnetic field in x and y direction, from these measurements
the heading was estimated and also filtered. The code was put into a ROS node in
the ROS structure. A magnetometer can be a good way to estimate a heading or
direction if the environment is noise free. But when the environment is not ideal the
signal can be disturbed as seen in Figure 8.4. This magnetometer test was logged
while pushing the vehicle on a straight line and as can be seen in the figure the
signal was catching disturbances.

8.2.2.3 Steering angle estimation

As described in the Section 2.3, the steering angle was estimated by using one
potentiometer on each the steering axle. The potentiometers received a constant
supply voltage from the BBB and outputted a voltage between 0 V and the reference
voltage, 1.8 V, depending on how much the wheels was turned, this voltage was fed
back to the BBB. The value read by the analogue pins for the front and rear steering
was mapped to the corresponding steering angle by the linear formula

y = k · x+m (8.6)
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Figure 8.4: This figure shows the heading estimate while pushing the vehicle on a straight
parking line. As can be seen the measured heading was sensitive to disturbances.

where the output angle y was either θf or θr and x was the input value. The
constants k and x was estimated by performing a test where the steering angle was
set to several positions and the corresponding feedback voltages was recorded. The
root mean square was used in MATLAB®. The original data can be seen in Figure
8.5 and the identified parameters are shown in Table 8.3.

Table 8.3: The table shows the constants used in equation 8.6 for estimating the steering
angles. The constants was estimated by recording both the angle and the voltage for one
axle and then fitting a linear curve to this data.

Parameter Value
k 4.189
m -2.067

To decrease the noise level in the measured signals for the front and rear steering
angles they where filtered through a infinite impulse response (IIR) filter of the first
order and it was done as following

θ̂f [k] = αf · θf [k] + (1− αf) · θ̂f [k − 1] (8.7)

θ̂r[k] = αr · θr[k] + (1− αr) · θ̂r[k − 1] (8.8)

where the value for α was selected during the testing of the control system in the
vehicle, the value can be seen below

αf = αr = 0.3 (8.9)
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Figure 8.5: The figure shows the linear relationship between the voltage from the po-
tentiometer and the steering angle. The voltage was read by the BBB and converted into
values between 0 and 1 while the steering angle was estimated by visual inspection. As can
be seen, the fitted linear curve approximates the function well.

A bode plot of the filter can be seen in Figure 8.6, as it shows all frequencies above
the zero frequency gets a lower magnitude.

8.2.2.4 Calculation of demanded currents

The control signals for the longitudinal BLDC motors was demanded current while
the output from the control allocation was demanded torque. Hence, the demanded
torques needed to be converted into demanded currents. For BLDC motors there
exists a linear relationship between the motor current i and the motor torque τ i.e.

τ = KT · i ⇒ i = τ

KT
(8.10)

where KT is the motor constant. This could be estimated by rewriting equation
8.10 to

KT = τi,j

ii,j
(8.11)

and measuring the motor current ii,j and the output torque τi,j. However, the motor
output torque τi,j could not be measured directly but the wheel torque could be
estimated by using the following relationship

τi,j = fi,j · r = Fx

4 · r = axm

4 · r = m · r
4 · d

dtvx (8.12)

where vx can be measured directly. Using this for calculating the torque constant
directly means that it also includes the gear ratio. However this makes it easier to
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Figure 8.6: The figure shows the bode diagram of the low-pass filters used to filter both
the front and rear steering angles. The filter was a first order IIR low-pass filter.

calculate the current needed to yield the demanded wheel torque, which is calculated
by the control allocation layer, see Section 4.1.2. Hence, equation 8.11 becomes

KT = m · r
4i ·

d
dtvx (8.13)

This was done in an experiment were the demanded motor current i where held at
a constant level for 1 second, which resulted in an almost constant acceleration, see
Figure 8.7. From the estimated values of the torque constant in Figure 8.7d the
mean value was calculated to be

KT = 0.34 (8.14)

8.3 Test results from the vehicle

This section goes over the main results from the test carried out to verify the im-
plementation and control design in the vehicle. It is discussed how the control
parameters were tuned to yield the desired performance necessary for meeting the
requirements in Chapter 3. First the longitudinal behaviour is tuned and investi-
gated by analyzing a step response test in the vehicles velocity. After this is the
same procedure made for a step response test in the vehicles heading. Finally, a last
test is analyzed where the vehicle was turned in an more advanced way.
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(a) The figure shows the demanded current
for the motors.
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(b) The vehicle’s velocity response during al-
most a constant acceleration.
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(c) The torque response for one wheel derived
from the velocity, mass and wheel radius.
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Figure 8.7: The figure shows data from an experiment where the motor torque constant
were identified by demanding a constant motor current for all four motors.

8.3.1 Longitudinal step response

The longitudinal step response was the first test scenario, described in 4.2.2, that
were evaluated in order to verify that the requirements for the closed loop system
was reached. The motion planning node was programmed to generate a step of 1.5
m/s after a certain time while the program logged all necessary data. First the Kp
gain was tuned to yield a fast rise time without oscillations, after that a Ki and Kd
gain was added to remove the steady-state offset and to improve the performance.
The step response for the final tuning can be seen in Figure 8.8 and the parameters
can be seen in Table 8.4.
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Figure 8.8: Plot of the vehicles velocity response when a step of 1.5 m/s was applied. As
can be seen the desired velocity was reached and zero offset was achieved.

Table 8.4: The parameters from the final tuning of the high level longitudinal controller.
First the Kp was selected to yield a fast rise time, then the Ki and Kd was added in order
to remove the steady-state offset and improve the performance.

Parameter Value
Kp 70
Ki 20
Kd 1

From the logged data of the velocity response the performance variables could be
calculated and compared to the requirements. Figure 8.9 shows how the response
compared to the requirements and the specific values of the performance variables
are listed in Table 8.5.

Table 8.5: The table shows the calculated values and the requirements for the performance
variables described in Section 3.1. The reason that the max overshoot and steady-state
offset is not applicable is that neither overshoot or steady-state offset occurred. Hence, all
requirements for the longitudinal behaviour have passed.

Variable Value Requirement Pass/Fail
Rise time 1.58 [s] 3 [s] Pass
Max overshoot Not applicable 20 % Pass
Steady-state offset Not applicable ± 10 % Pass
Settling time 1.85 [s] 5 [s] Pass

51



8. Implementation

0 5 10 15 20 25 30

Time [s]

-0.5

0

0.5

1

1.5

2

V
e
lo

c
it
y
 [
m

/s
]

Step response requirements on the vehicles velocity v
x

v
x

v
x,r

Max
over-
shoot

Steady-state
offset

Settling
time

Rise
time

Figure 8.9: The figure shows the system response compared to the requirements when a
step in the reference velocity vx,r of 1.5 m/s is used as input. As can be seen the control
system managed to control the vehicle such that the requirements described in Section 3.1
are reached.

From the step response the force needed to accelerate and to keep the vehicle in the
desired velocity can be evaluated, this is shown in Figure 8.10. The contributions
from the gains in the PID controller are shown in 8.11.
The total demanded force Fx was fed into the control allocation node that calculates
the torques that needs to be applied to the wheels in order to accelerate the vehicle
with the given force, the torques can be seen in Figure 8.12. The CA distributes
the torques equally over the four wheels because the costs for using them is set to
the same value. The torques is then sent to the motor control node that calculates
the current references that needs to be sent to the motors and it is done according
to the motor torque constant calculated in Section 8.2.2.4. The currents calculated
can be seen in Figure 8.13

8.3.2 Lateral step response
As described in Section 4.2.2 a test scenario were made to verify that the driveline
control system fulfilled the requirements on the lateral behaviour. Here, the motion
planing node generated a reference velocity of 1.5 m/s and when the velocity was
reached it outputted a step of 30◦ on the reference heading θr. The driveline control
system should thus try to steer the vehicle such that the new reference heading is
reached. The tuning of the lateral controller was carried out in a similar way as
the longitudinal counterpart, first a Kp was chosen such that a fast rise time was
achieved without creating any oscillations. Then just a Ki was added to remove
steady-state offset, however no Kd was added because the performance was already
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Figure 8.10: The reference force generated by the longitudinal PID controller. The result
was reasonable because first a large force was needed to accelerate the vehicle to the desired
velocity and then a small force was needed to keep the desired velocity mainly because of
friction in the system and between the tires and the ground.

good enough. As can be seen in Figure 8.14 it successfully managed to follow the
reference signal and it also successfully passed all the requirements which can be
seen in Figure 8.15 and Table 8.6.
The small ripple that occurred was deemed to be caused mainly because of two
reasons. First, as described in Section 8.2.2.2, the heading was only estimated by
a magnetic compass which was sensitive to disturbances in the magnetic field, see
Figure 8.4. Secondly, the measurements of the front steering angle was very sensitive
to noise as can be seen in Figure 8.18 even though it is filtered by a low pass filter,
as described in Section 8.2.2.3. This decreased the performance of the low level
controller for the front steering angle.

Table 8.6: The table shows the calculated values and the requirements for the performance
variables described in Section 3.2 for the lateral behaviour. The reason that the max
overshoot and steady-state offset is not applicable is that neither overshoot or steady-state
offset occurred. Hence, all requirements for the lateral behaviour have passed.

Variable Value Requirement Pass/Fail
Rise time 1.47 [s] 3 [s] Pass
Max overshoot Not applicable 15◦ Pass
Steady-state offset Not applicable ±10◦ Pass
Settling time 1.28 [s] 5 [s] Pass

In Figure 8.16 the rotational force that the high level lateral controller generated is
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Figure 8.11: The contributions from the proportional, integral and derivative parts from
the longitudinal PID controller can be seen in this figure. The main contribution at the
beginning of the step was from the proportional part while the integral part removed the
steady-state offset. The derivative part had the lowest contribution, however this was not
tuned further because to achieve a perfect tuning was out of this thesis scope.

shown. How much the proportional and integrative gains contributed to the total
Mz can be seen in Figure 8.17 and the final gains for them can be seen in Table 8.7.

Table 8.7: The value of the parameters used in the final tuning of the lateral high level
controller.

Parameter Value
Kp -800
Ki -50

The rotational forceMz was fed into the control allocation layer which calculated the
desired control effort for all the actuators. As described in the 6.5 the steering angle
for the front and rear axle were given smaller weights compared to the weights of
the torques for the longitudinal motors. This makes the CA to first steer the vehicle
by turning the front and rear axle and if needed by applying different amount of
torques on the left and right side of the vehicle. Because the steering angles did
not become saturated in carried out tests i.e. reaching the limits of ± 35◦, before
reaching the demanded Mz the torque on the left and right side was always the
same, see Figures 8.18 and 8.19.
It can be concluded that the control structure for the lateral behaviour, that was
designed in Section 4.1, successfully met all the requirements.
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Figure 8.12: The commanded torques generated for each wheel by the control allocation
given the reference force, see Figure 8.10. The costs for using the motors was set to the
same value, therefor was the contributions from the actuators equal. Note that four all
lines are on exactly the same place same in this figure.

8.4 Summary of chapter
This chapter presented how the software structure was built according to the control
structure designed in Chapter 6. It also describes how the sampling time was set for
the system, how sensor data was mapped and used to estimate the vehicles states,
and how the torque constant was identified for the longitudinal motors. Finally
this chapters shows that the control structure passes all requirements on the test
scenarios that is described in Section 4.2.2.
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Figure 8.13: The currents set to the motors by the motor control node given the torques
set by the control allocation node in Figure 8.12. The currents here are on the same line
because the torques was too
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Figure 8.14: The figure shows a response in the vehicles estimated heading θ̂ after a
step had been generated in the vehicles reference heading θr. The lateral part of the high
level controller is activated after approximately 7 to 8 seconds which is at the same time
as the vehicle starts to accelerate. As can be seen the driveline control system successfully
manages to track the reference heading despite the noise sensitive heading estimate.
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Figure 8.15: This figure shows how the step response in the vehicles heading compares
to the requirements on the performance variables. It is clear from the figure that all
requirements are met and both the rise time and settling time have a big margin. The
response did not get an overshoot in the normal sense and therefore was not calculated.
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Figure 8.16: The figure shows the reference torque Mz that was generated by the lateral
high level controller. The controller was activated after approximately 7 seconds, which
was at the same time as the vehicle started to accelerate. The spike that can be seen around
17 seconds is when the step in the heading occurred.
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Figure 8.17: The contributions from the proportional and integral parts from the lateral
high level controller can be seen in this figure. Most of the total reference torque comes
from the proportional part, which is expected as the purpose for the integral part is to
remove the steady state offset.
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Figure 8.18: The figure shows the demanded front steering angle θf from the control
allocation compared to the estimated steering angle θ̂f . The vehicle started to accelerate at
approximately 7 seconds and it can be seen that the noise on the measurements increased
when that happened. The reason for this as that the sensor that was measuring the angle
was connected to the Beaglebone Black in the rear of the vehicle via an analog interface
and the other electronics causes disturbances in the cable and thus readings. It is also
clearly seen that the upper and lower constraints was not reached.
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Figure 8.19: The demanded rear steering angle θr from the control allocation layer
compared to the estimated rear steering angle θ̂r. The reason for the first offset is that the
proportional controller was tuned to give good performance when the vehicle was moving
and hence it cannot manage to remove the error in steering angle when the vehicle was at
standstill. By comparing the noise levels in this figure with the noise levels in Figure 8.18
it is clear that the noise was far lower on the rear axle because the BBB was located close
to the rear potentiometer.
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9
Discussion and conclusion

In the last chapter the driveline control system was implemented in the vehicle and
the performance was evaluated by performing two different tests scenarios. This
chapter starts with a short summary of what have been done in this thesis, then
the different design choices are discussed. Future recommendations on how the
performance of the driveline control system can be evaluated is discussed and also
how the functionality and performance can be improved. Finally, it is discussed
what the sustainability aspects of this work is and also how the development of
autonomous vehicles can affect the society.

9.1 Outcome

The purpose of this thesis was to design, implement and evaluate a driveline control
system for an electric vehicle. This vehicle was over-actuated because it had a motor
for each of the four wheels and steering on both the front and rear axle. Hence, it
existed many ways to determine how much effort each actuator should contribute
with in order to reach the total desired effort. To make the control system modular
it was divided into three layers; a high level controller that generated a longitudinal
and a rotational reference force such that a reference in both the velocity and heading
could be tracked. A second layer was a control allocation layer where all actuators
effort was calculated by solving an optimization problem. The total combination of
all actuators effort should, if possible, match the reference forces that was generated
by the high level controller. A third and last layer consisted of two proportional
controllers that made sure that the actual control effort matched the demanded
control effort.
The main result from this thesis is that the designed control structure works well
for over-actuated vehicles, this have been verified both in simulations, see Chapter
7 and by performing tests on a vehicle, Chapter 8. The performance of the closed
loop system met all the requirements that were set for it, see Chapter 3.
The choice of dividing the control structure into several layers was not a necessity
but it made the control system more modular. This in turn made it easy to tune
all the parameters in each layer and the layers can easily be replaced, to example
improve the performance or have controller schemes that can guarantee that no
constraints are violated.
Given that the vehicle mostly will be used indoors it will be driving on good road
conditions therefore could a simpler control allocation algorithm be used without
losing any performance. For example the explicit ganging algorithm where the ra-
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tios of how much each actuator should contribute is determined beforehand would
provide almost the same solution as the used QP algorithm when the vehicle´s per-
formance is not pushed. This type of algorithm also require far less computational
power compared to the QP algorithm. However, the chosen algorithm have much
more potential in terms of handling rougher road conditions because it can dynami-
cally calculate the optimal allocation of the actuator effort subjected to the weights
and the limits on the actuators. This makes it easy to implement different types of
traction control systems, see Section 9.2.2.
The high lever controllers used in the control structure was of PID types. Given
that the desired reference signals could successfully be tracked, the steady-state
offset removed and all requirements on closed loop system was fulfilled, see Chapter
7 and 8, the choice of high level controllers are deemed to be good. These types
of controllers are easy to implement and require little computational power. In the
literature often more advanced controller types are used for the lateral behaviour of
the vehicle, often some kind of robust or predictive scheme are used.
The low level controller was used to control the front and rear steering angle in order
to make sure that the demanded steering angle from the control allocation algorithm
was reached. The choice of only using two proportional controller was motivated by
the fact that the high level controllers would remove steady-state offsets that the
vehicle could get. They also performed well enough for the closed loop system to
fulfill all the requirements.
The stability of the designed control system was never investigated in an analytic
manner but the result showed that the system were stable for the tested scenarios.
Hence, for low speed behaviour was the longitudinal part of the control system stable
and there is no reason to believe that the lateral part of the control system would
become unstable for smaller steps in the reference heading than it was tested for. As
it was stated earlier it is unlikely that any motion planing algorithm would give very
large steps in the reference heading instead of a continuous reference, this makes it
unnecessary to test and verify the stability of the system.
The vehicle was made to make it easier and faster to test new algorithms in a non
idealized environments i.e. indoors and therefore would the vehicle only travel at
low velocities. This naturally lead to that the control system was tuned for low
speed behaviour and how the vehicle´s longitudinal and lateral behaviour was not
investigated at higher velocities. Also the environment in which the vehicle has been
tested have been very predictable, that is on a flat surface and the vehicles behaviour
on rough terrain with unpredictable traction conditions is also not investigated.
Some interesting ideas for further work that deals with this problems and extra
functionality are described in Section 9.2.

9.2 Further work
This section provides ideas on how the driveline control system can be improved,
some are suited for the existing vehicle but given the almost perfect operating con-
ditions it will have during indoor use most of them can be better suited for vehicles
with similar driveline systems that operates in tough conditions, for example the
Volvo HX1. One interesting test to do with the driveline control system that was
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developed in this thesis would be to test it with a motion planning system that uses
readings from the environment.

9.2.1 Slip angle estimator
In thesis it was assumed that the slip angle was equal to the steering angle, this is
quite a crude approximation that affects the estimation of the lateral force that is
produced by it. Having a good estimate for the lateral force can enable the control
system to drive the vehicle inside specified limitations on the lateral force, this can
improve the stability of the vehicle and also the performance. For this to be true a
slip angle estimator would be needed and implementing one would require a more
reliable way of knowing the yaw rate of the car than what the compass used could
provide. However for small angles the estimation is still useful for the controller in
simple scenarios that does not require the steering angles to be large.

9.2.2 Anti-slip
The formulated QP problem in the code does take into account the limits for the
actuators. In the case for this thesis the limits are constant, but they does not have
to be. By monitoring the individual wheel speeds at any time it is trivial to notice
if a wheel starts spinning, this could especially happen in rough or slippery terrain.
By storing some of the latest torques set to the motors there is possible to find out
approximately the torque that is possible to put to the ground at the given time
for the spinning wheel. Therefore the limits of the actuators can be set differently
for all the wheels at any time and an anti-slip function can be implemented. This
without loosing the performance of the vehicle as it will find a optimal solution for
the new limits set for it, this will not be the case if an anti-slip function would be
added to the low level controller as it does not take into account that some actuators
may not be able to handle the reference torques. However implementing an anti-slip
function would require faster updating frequencies of the wheel speeds than it was
used in this thesis.

9.2.3 Extended virtual command
In two dimensions there is possible to not only affect the system with the forces
Fx and Mz, but also sideways Fy. Vehicles where the actuators allows them to
move sideways, as the Volvo prototype HX01 and the vehicle used in this thesis, the
reachable states at any time increases. Which makes the vehicles even more flexible
and could be used in a bigger variety of areas. By adding the force Fy to the virtual
command vector v the control allocation could utilize the two Ackermann steering
systems to move sideways. An example of how the formulation could look can be
seen in Appendix C.

9.2.4 Improved effectiveness matrix
The effectiveness matrix used in this thesis was static. By using a static model of
how the actuators affects the vehicle the model will differ from the reality depending
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on the steering angles. For example while turning the wheels the effect the wheel
torques have the longitudinal force Fx will be off as long as there are a steering
angle. This will not be a problem while the vehicle is tuned for similar scenarios
and the high level controller can handle this errors. But when the system needs
to be tuned for a wider variety of speeds and turning angles it could be a good
idea to include the effect the actual steering angles have on how the torques affects
the vehicle. The B matrix would therefor need to be updated continuously with
the scaling from sine, cosine and the mappings in equations 5.16a-5.16d for all the
wheels. By updating this, the tuning for the high level controllers will be easier for
varying driving scenarios.

9.3 Social aspects
The main gain from this project has from a sustainability viewpoint been that it will
make the time needed for testing and verifying different algorithms for autonomous
vehicles quicker. This can therefore result in that autonomous vehicles are replacing
human drivers earlier. As a result, the usage of vehicles will be more time efficient
as well as energy efficient, which is an advantage for the environment.
Testing algorithms on test vehicles can be more efficient than testing them in full
size trucks. The size difference of the vehicle and a truck does not restrict testing to
large scale areas, which also reduces costs, and the need for nearby testing facilities
for companies within the business not located near the testing areas.
When autonomous mining vehicles are put into use they can, from an economy
standpoint, make it more profitable to run mines and keep them open where margins
are small and possibilities for new ones to be created. This will be good for the
local mining municipalities because the people that works at the mines will further
increase the turnover of money.
Even though today’s mining environment is good compared to a few hundred years
ago it is still not an optimal environment for people to be staying in. When the
drivers in mines are replaced by the autonomous vehicles, the risks related with the
bad environments are removed. While some jobs will disappear, others will rise to
further development, installation and maintenance.
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A
Parameters used in the QP

problem

B =
[

8.70 8.70 8.70 8.70 0 0
−3.04 3.04 −3.04 3.04 773.12 −773.12

]
(A.1)

δd =
[
0 0 0 0 0 0

]T
(A.2)

δ =



−5
−5
−5
−5
−0.61
−0.61


(A.3)

δ =



5
5
5
5

0.61
0.61


(A.4)

Wδ =



1000 0 0 0 0 0
0 1000 0 0 0 0
0 0 1000 0 0 0
0 0 0 1000 0 0
0 0 0 0 1 0
0 0 0 0 0 1


(A.5)

Wv =
[
1 0
0 1

]
(A.6)

γ = 1e6 (A.7)

I



A. Parameters used in the QP problem

II



B
Simulink structure

Figure B.1: The high level controller in the Simulink structure.

Figure B.2: The control allocation block in the Simulink structure.

III



B. Simulink structure

Figure B.3: The vehicle model in the Simulink structure.

Figure B.4: Sensor model in Simulink.
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C
Improved virtual command vector

Virtual command vectur including the force in the z direction

v =
[
Fx Fy Mz

]T
(C.1)

The B matrix corresponding to the new state added in the virtual command vector.
The dynamics includes the sideways force generated by the steering angles.
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