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Ray-tracing Based Atmospheric Propagation Simulator for a 2x2 LOS MIMO Sys-
tem
YONGAN ZHOU
Department of Space, Earth and Environment
Chalmers University of Technology

Abstract
A microwave radio system with multiple antennas is one popular technology for
backhaul network deployment to reach the capability increase required for 5G and
6G. Antenna separations at transmit and receive sites should be carefully designed
to ensure a proper phase relation, in this Multiple Input Multiple Output (MIMO)
system with long Line-of-Sight (LoS) paths between transmitter and receiver. The
LOS MIMO system may fail to operate under an extremely refractive atmosphere
due to a lack of sufficient system gain which is determined by the power level and
phase condition of the received sub-streams.

The contribution of the thesis is to provide a simulator that can model radio’s at-
mospheric propagation, and it can be further used to verify real link measurement
data. It is tested that the simulator has minor accuracy loss over the propagating
distance concerned in this study. The simulation of electromagnetic wave propa-
gation is based on Forward Ray Tracing (FRT). The results demonstrate that the
simulator is capable of predicting channel performance (MIMO gain, MIMO phase,
etc.) for a 2-by-2 LOS MIMO system over a refractive atmosphere. The results
also demonstrate that the simulator is found to be in good agreement with the lit-
erature and with Parabolic Equation (PE) methods, validating its potential use for
predicting the outage probability for the MIMO link.

This study, to the author’s best knowledge, is the first work that models the im-
pact of atmospheric refractivity on LOS MIMO channels using FRT. It is found
that for a 2x2 LOS MIMO system the antenna separation calculated assuming free
space propagation is also valid for the case of standard refractivity. For other re-
fraction conditions, the link will more likely experience an outage due to variation
in phase condition than loss of power. In addition, atmospheric multipath may in-
duce random MIMO phase variation. However, the simulator cannot yet properly
tackle surface-induced effects on the signals; this requires further development of
the software.

Keywords: Line-of-Sight, radio propagation, troposphere duct, wireless backhaul,
atmospheric refraction, microwave link planning.
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1
Introduction

1.1 Background
Microwave links are a type of wireless communication technology that uses high-
frequency radio waves to establish connections between two or more locations. Mi-
crowave links are commonly used for point-to-point communication in various ap-
plications, including satellite, and backhaul for mobile networks.

Wireless backhaul refers to the use of microwave links to connect two or more net-
work nodes. It is a popular option for mobile network operators. One advantage
of wireless backhaul is its flexibility in providing high-speed connectivity to remote
and difficult-to-reach areas. Wireless backhaul links also enable transmission of large
amounts of data over long distances (e.g., over 45 km), to support the increasing
demand for data traffic generated by mobile devices.

Microwave links require a clear Line-of-Sight (LOS) path between the transmitting
and receiving antennas. Each microwave link should ensure an outage probability of
less than 0.01% - 0.001% of a year. This requirement determines the transmission
distance (referred to as hop length) for a given frequency. Outage prediction should
include several types of fading events: rain, frequency selective fading, and non-
frequency selective fading (also referred to as flat fading). Raindrops, ice, and
snow are capable of inducing absorption and scattering effects on microwave signals,
leading to a degradation of received signal strength. Atmospheric refraction and air
turbulence may cause coherent/incoherent variation of channel frequency response
concerning symbol bandwidth, leading to flat fading and selective fading.

Multiple antenna technology can be integrated into high-frequency microwave radio
links. It is common to refer to this kind of system as a LOS MIMO (Multiple-Inputs-
Multiple-Outputs) system [1]. However, LOS links are subject to atmospheric-
induced channel variation. International Telecommunication Union (ITU) has pub-
lished a series of prediction methods for the design of terrestrial Line-of-Sight single
antenna systems [2], but there are no ITU recommendations for spatially separated
MIMO links. For high-frequency and short MIMO links, previous field measure-
ments observed that rain fading induces almost fully correlated power attenuation
and minor phase variation. On the other hand, long-haul MIMO links at lower
frequencies are mostly affected by refractivity-induced flat fading where the impact
of refractivity on the signal phase is rarely studied. A proper phase relation be-
tween transmitter and receiver is crucial for ensuring link availability, yet there is a
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1. Introduction

lack of literature and field measurement regarding this topic, therefore availability
prediction of flat fading for long MIMO links is a challenging research topic.

To address atmospheric refractivity-induced channel variation, both Forward Ray
Tracing (FRT) and Parabolic Equation (PE) models are worth investigating. FRT
follows the photon’s path from the radiation source to the receiver, it computes
propagation paths using 3-D/2-D geometry [3]. Another ray tracing technique is
Backward Tracing, which is not used in this study. In contrast, it follows a ray
from the receiver backward to the transmitter. In the scope of this study, two
terms (RT/FRT) are exchangeable since there is no practical difference here in
going forward or backward. PE model is an alternative approach to the solution
of radio wave propagation modeling. The parabolic equation method divides the
propagation region into a series of vertical/horizontal slices, and the wave equation
is solved for each slice by utilizing the finite-difference methods or Fourier transforms
[4][5].

In the study, an RT-based model is developed to track the signal and calculate
how it is affected by the refractive atmosphere. Thereafter, such a model will be
integrated into a 2x2 LOS MIMO channel matrix to simulate the atmospheric impact
on the radio channel. Finally, simulated results will be verified by comparing them
with published literature and work from another research team, validating model’s
capabilities of predicting MIMO performance via ARTS theories [3].

1.2 Objectives
The aim of this thesis is as follows.

• Ray tracing-based simulation of SISO and MIMO radio channel for both pow-
er/phase prediction under both normal/abnormal refractivity profiles.

• Prediction of key metrics of LOS MIMO system performance under both nor-
mal/abnormal refractivity profile.

1.3 Limitations / Demarcations
• Apart from atmospheric refractivity, terrain factors, such as surface reflection

and diffraction, play an essential role in affecting the signal’s trajectory. In this
study, the primary goal is to model a pure atmospheric propagation, under
the assumption of flat terrain.

• The atmosphere is assumed to be stratified, meaning the weather parameters
are only altitude-dependent, and refractivity is invariant along a horizontal
direction. In the study, it considers the same profile regardless of the distance
to the antenna.

• Concerning turbulence, the corresponding time scale is assumed to be negli-
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1. Introduction

gible compared to the symbol duration and travel time. Hence, the impact of
turbulence is not included in the model/study.

• Defocusing caused by extremely refractive layers in the atmosphere must be
taken into account in the planning of links of more than a few kilometers
in length [2]. However, the emphasis of this thesis is to predict the signal’s
phase under extreme refractivity, which is rarely studied. Therefore defocus-
ing/beam spreading is neglected, given numerous researches that have already
been conducted regarding this fading mechanism.

1.4 Thesis Outline
Chapter two gives a basic introduction to the theoretical background regarding
LOS MIMO, atmospheric propagation, FRT, and radio propagation. Chapter three
focuses on the numerical implementation of a 2x2 LOS MIMO channel affected by
atmospheric refractivity, and it describes the essential workflow of the RT simulator.
Additionally, necessary simplifications and assumptions are also presented. Chapter
four shows the verification of a ray-tracing based 2x2 LOS MIMO simulator. A series
of simulation goals, experimental setup, simulation results, and result analysis are
presented. Chapter five concludes the overall work; discusses limitations/shortage
of thesis work; and gives a future outlook.
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2
Theory

The purpose of this chapter is to give the theoretical knowledge required for imple-
menting the FRT-based simulator. Section 2.1 describes a 2x2 LOS MIMO in free
space where atmospheric refraction is absent. Section 2.2 describes the basic treat-
ment of atmospheric refraction. Section 2.3 describes how atmospheric refractivity
would affect the radio signal.

2.1 Line of Sight MIMO
LOS MIMO refers to a wireless communication system that utilizes multiple anten-
nas at both the transmitter and receiver side, with an unobstructed direct line-of-
sight path between every pair of transmitter and receiver antennas.

In actual deployment, the reliability of such a system is subject to atmospheric and
terrestrial conditions. According to previous outdoor measurements for several LOS
MIMO trial links of relatively short length [6], the short links (but high frequency,
e.g., 32 GHz) are mainly affected by rain fading, whilst the impact of multipath
fading is minor. The rain fading (power attenuation) estimation can follow the
current ITU-R P530 specification [2].

LOS MIMO long haul link considered in this study is at lower frequencies, with
mid-range/long hop length (e.g., 6 GHz, over 40 km), and is mainly affected by
refractivity-induced flat fading. It is shown from measurements, that due to a large
change in signal phase, an outage can happen even if the power level is sufficiently
good.

2.1.1 Channel Matrix
Mathematically, the relation between the transmitted signals from multiple antennas
at the transmitter and the received signals at multiple antennas at the receiver can
be described by a channel matrix.

In a radio access network, MIMO communication between the base station and user
equipment, it is common that the number of transmit antennas can be different from
the number of receiver antennas [7].

5



2. Theory

In wireless backhaul applications, the bi-directional links are typically equipped with
the same number of transmit and receive antennas.

Here the 2x2 MIMO channel matrix can be represented by:

H =
[
h11 h12
h21 h22

]
=
[
a11e

jΦ11 a12e
jΦ12

a21e
jΦ21 a22e

jΦ22

]
(2.1)

where:

anm represents the channel gain (no units) of sub-stream hnm from nth transmit
antenna to mth receive antenna;

Φnm represents the phase shift (radian) of sub-stream hnm from nth transmit antenna
to mth receive antenna;

Considering the vacuum where rays travel along a straight path, the optical path
length for a transmitted symbol would be the geometrical distance between a TX
(transmitter) antenna and an RX (receiver) antenna.

By assuming equally received power (normalized to 1) [4], Equation 2.1 can be
rewritten as:

HLOS =
[

ej 2π
λ

d11 ej 2π
λ

d12

ej 2π
λ

d21 ej 2π
λ

d22

]
(2.2)

where:

dnm is the geometrical distance(meter) between nth transmitting antenna to mth

receiving antenna.

λ is the wavelength (meter).

2.1.2 Spatial Multiplexing
Spatial Multiplexing is a technique that enables increased data rates and enhances
spectral efficiency. The serial data symbols will be divided into several sub-streams
by pre-processing, the transmitter then maps different symbols or data streams
onto the spatially separated transmit antennas. Multiplexed data is carried by
these transmit antennas, exploiting different propagation paths. At the receiver, the
multiple receive antennas capture the mixed signals, and through signal processing
algorithms, e.g., zero forcing cancellation, the receiver cancels out the interference
data streams and recovers the desired data stream [8].

The received symbol for a 2x2 MIMO can be written as:[
y1
y2

]
=
[
a11e

jΦ11 a12e
jΦ12

a21e
jΦ21 a22e

jΦ22

] [
x1
x2

]
+
[
n1
n2

]
(2.3)

or Equation 2.3 can be written in the matrix form considering the LOS scenario:

y = HLOSx + n (2.4)

6



2. Theory

where:

n is the noise vector, which comprises independently Gaussian distributed noise
elements n1 and n2;

x is the transmitted symbol vector, which contains x1 and x2;

y is the received symbol vector, which contains y1 and y2.

2.1.3 Singular Value Decomposition (SVD)
If the channel condition (i.e., channel matrix) is known at both the transmitter
and receiver sides, the transmitter and receiver can precode/equalize the signals to
achieve the highest possible data rate and to separate independent data streams.

SVD decomposes the original channel into several parallel sub-channels. The number
of sub-channels is equal to the rank of the decomposed channel, which also corre-
sponds to the minimum number between transmitting antennas Nt and receiving
antenna Nr.

For the LOS MIMO link in this study, Nr = Nt = N .

A complex N by N channel matrix can be decomposed by SVD into:

H = UΣVH (2.5)

where:

UH is a N by N unitary equalizer matrix, (·)H denotes Hermitian transpose;

Σ is a N by N diagonal matrix, it yields Σ = diag(σ1, . . . , σN), σ is the singular
value;

V is an N by N unitary precoder matrix.

Assuming data symbols are denoted by x, it becomes Vx after precoding. The
recovered symbol z, after equalizing, can be expressed as:

z = UHy
z = UH(HVx + n)
z = UHUΣVHVx + UHn
z = Σx + w

(2.6)

The advantage of the SVD technique is a simple signal detector at the receiver side
because Σ is diagonal. It avoids noise enhancement problems because a unitary
matrix does not scale the noise power. In this case, w is the rotated noise vector.

7



2. Theory

2.1.4 Condition Number
The ratio of the maximum singular value and the minimum one is the channel’s
condition number κ, it describes how ill-conditioned the channel is:

κ(HLOS) = σmax

σmin
(2.7)

If a 2x2 MIMO channel is well conditioned, two sub-streams in the LOS MIMO
should have two equal corresponding singular values σ1 and σ2 from Σ. At optimal
antenna separation, the MIMO channel has a condition number of one. If antennas
were not spatially separated optimally, channel decomposition would give a condition
number greater than one.

2.1.5 MIMO Phase and Antenna Separation
For a normalized 2x2 LOS MIMO matrix where its element has unit power, the
capacity is maximized as the diagonal values of Σ are equal. In this case, the inner
product between any two streams that are transmitted by the same antenna in the
HLOS is equal to zero:

⟨hk, hl⟩ =
N∑

n=1
ej(∠hnk+∠hnl) = 0 (2.8)

The orthogonality in the signal space gives termination of cross-talk and the phase
difference between MIMO paths in this case should ideally be 0 degree [9]:

θMIMO,optimal = 180o − ((∠h12 − ∠h11) + (∠h21 − ∠h22)) = 0o (2.9)

where:

∠hnm corresponds to ejϕnm in Equation 2.2.

An analytical expression of the line-of-sight MIMO phase (no refraction) can be
written as:

θMIMO = 180o − 2(
√

(R + d)2 −R)(2π

λ
)(180o

π
) (2.10)

where:

R is the hop length (meter);

d is the antenna separation (meter).

Assuming the antenna separation at TX and RX sides vary simultaneously by a
same amount, solving Equation 2.10 concerning d:

doptimal =
√

λR

N
(2.11)

8



2. Theory

2.1.6 MIMO Gain
MIMO gain is the enhancement/degradation in signal-to-noise ratio for the recovered
signal compared to single-input single-output (SISO) systems. For cancellation-
based 2x2 LOS-MIMO receiver which has equal received power (see Equation 2.2),
the relative MIMO gain to SISO can be described as following LOS-MIMO Power
Enhancement Factor (PEF) [9]:

PEF = 20 log10

(
2
∣∣∣∣∣sin

(
π

2
− θMIMO

2
π

180o

)∣∣∣∣∣
)
− 10 log10 2 (2.12)

Under the optimal antenna separation besides θMIMO = 0o:

PEFoptimal = 20 log10

(
2
∣∣∣∣sin(π

2

)∣∣∣∣)− 10 log10 2 = 3.01[dB] (2.13)

LOS MIMO system gives maximum MIMO power enhancement when the antennas
are placed at optimal antenna separation, while a system outage could happen when
antennas are closely separated. Typically, a microwave link (SISO) has a typical 30-
40 dB fading margin (see section 2.4.4). In the MIMO case, there is an additional
loss due to the sub-optimal phase relation between TX and RX, see Figure 2.1.

Figure 2.1: For cancellation-based LOS-MIMO receivers, PEF is a function of the
MIMO phase. Compared to SISO, approximate 3 dB MIMO gain is due to the
signal from one transmit antenna being received at two receive antennas. PEF is
less than 3 dB as the antenna is not optimally separated.

9



2. Theory

The above system description is based on a simple assumption that the radio signal
travels in a straight line between TX and RX antennas. Trial measurement of long
links showed that the simple assumption will not work during certain atmospheric
conditions, therefore it is desired to model the impact and perform quantitative
analysis.

2.2 Atmospheric Refractivity
Atmospheric refraction is the bending and the delay of radio waves as they pass
through the Earth’s atmosphere. This phenomenon is modeled by the variation in
the refractive index of the atmosphere, which changes with temperature, pressure,
and humidity.

Refractivity index, designated as n, can be modeled as a function of meteorological
parameters [10]:

n = 1 +
(

77.6P

T
− 5.6 e

T
+ 3.75× 105 e

T 2

)
× 10−6 (2.14)

where:

P is the atmosphere pressure in millibars;

T is the atmosphere temperature in Kelvin;

e is the water vapour pressure.

Another way to express the refractivity of the atmosphere is Radio Refractivity N
(N unit):

N = (n− 1)× 106 (2.15)

The modified refractivity profile M (M unit) can be computed based on the profile
of meteorological parameters according to the following formula:

M = N + 0.157z (2.16)

where:

z is the height (meter) above some reference, usually the earths surface.

2.2.1 Atmospheric Refraction of Radio Signal
In the presence of atmospheric refraction, radio waves can be bent towards the
Earth’s surface, causing them to propagate along curved trajectories. For example,
atmospheric refraction can cause radio signals to be received beyond the radio hori-
zonline of sight, which is the point at which radio signals should no longer be able
to be received.

10



2. Theory

The gradient of atmospheric refractivity can decide how the signal is bent. Based on
towards which direction the signal is bent and how intense the bending is observed,
four typical refractive condition types are defined in Table 2.1.

Table 2.1: Refractive condition type [4].

Refraction Type dN/dz (N units/km) dM/dz (M units/km)

Sub > -39 > 118
Normal = -39 = 118
Super < -39 < 118

Ducting/Trapping < -157 <0

In Figure 2.2, in the sub-refraction case, the radio signal is bent upwards and the en-
ergy travels away from the surface. In the super refraction case where the refractivity
gradient is negative, the radio signal is bent downwards and it can be trapped and
travel a very long distance if the gradient is strongly negative (trapping/ducting).

Figure 2.2: Four types of refraction [11].

The refractivity index n (see Equation 2.14) in the atmosphere is different from that
in a vacuum and varies in the height direction. Table 2.1 gives the ranges in which
the refractivity gradient describes refractive conditions. In Figure 2.3, depending on
the inversion layer’s thickness and position, it can be further modeled into surface
duct, surface-based duct, and elevated duct.

11



2. Theory

Figure 2.3: (a) sub-refraction, (b) standard, (c) super-refraction, (d) surface duct,
(e) surface-based duct, (f) elevated duct [12].

These inversions typically occur due to the advection of dry, warm air over the
Earths surface, which may be over both ocean and land, leading to sharp humidity
and temperature inversions or making moist air trapped between cooler layers [12].

Atmospheric ducting is of particular interest to radio communication systems, in-
cluding marine and aviation communication, long-range radio broadcasting, and
over-the-horizon radar. Understanding and predicting ducting conditions can help
optimize system performance and mitigate the potential degradation of this phe-
nomenon.

2.3 Ray Optics

2.3.1 Snell’s Law
Snell’s law, also known as the law of refraction, describes the relationship between
the angles of incidence and refraction when a light ray passes through the boundary
between two different media, such as air and water or air and glass. It states:

n1 sin ϕ1 = n2 sin ϕ2 (2.17)

where:

ϕ1 and ϕ2 are the incident angle (radian) and refracted angle (radian).

n1 and n2 are the refractivity indices of the homogeneous media.

12



2. Theory

This phenomenon is also associated with a changing speed of light as ray travels
through different media:

v1 sin ϕ2 = v2 sin ϕ1 (2.18)
where:

v1 and v2 are the wave velocities (m/s) through the respective media, it yields
vi = c/ni.

2.3.2 Forward Ray Tracing
The Recommendation ITU R P.676-10 considers the atmosphere as being divided
into spherical homogeneous layers [14], each layer has a constant refractivity index.
A ray follows a straight trajectory in each layer, and the ray’s new direction is
recalculated when it crosses layers. A ray travels through different homogeneous
layers, the ray is advanced by a small amount.

Figure 2.4: Ray propagates in spherical homogeneous media.

From the boundaries of each layer, a ray segment’s new direction can be traced by
applying Snell’s law. In each layer, a new segment is sent out and the process is
repeated until a complete path is generated.

Applying Snells law in Figure 2.4 gives:

n1 sin(ϕ1) = n2 sin(ϕ′1) (2.19)

And the law of sine gives:
sin(ϕ2)

r1
= sin(ϕ′1)

r2
(2.20)

By combining both equations:

pc = r1n1 sin(ϕ1) = r2n2 sin(ϕ2) (2.21)

13



2. Theory

where:

pc is the path constant, i.e., a constant along the propagation path.

r1 and r2 is wave’s current radical coordinate to Earth center;

For each layer, a ray segment’s next direction is given by inversion of the sine
function:

ϕi+1 = arcsin(rini/pc) (2.22)

Alternatively, the bending of a ray’s trajectory can be described by how much it
deviates from how it is in the vacuum or uniform mediathe amount of the deviation
along the path s is represented by ϵ in Figure 2.5:

Figure 2.5: A bent ray’s path in refractive media, α is ray’s current angular
coordinate in the polar coordinates.

A differential equation of ϵ with respect to s describes ray’s trajectory [15]:

dϵ

ds
= 1

n

(
∂n

∂t

)
ϵ

(2.23)

where:

14



2. Theory

ϵ is ray’s direction with respect to horizon/x axis in Cartesian system;

t is coordinate perpendicular to ϵ;

n is the refractivity index at ray’s current position.

Mapping t to Cartesian coordinates system:(
∂n

∂t

)
ϵ

= −sin ϵ

(
∂n

∂y

)
x

+ cos ϵ

(
∂n

∂x

)
y

(2.24)

Equation 2.23 becomes:

dϵ

ds
= −sin ϵ

n

(
∂n

∂y

)
x

+ cos ϵ

n

(
∂n

∂x

)
y

(2.25)

Expressing Equation 2.25 into polar coordinates if spherical layers are considered[5]:

d(ϕ + α)
ds

= −sin ϕ

n

(
∂n

∂r

)
α

+ cos ϕ

nr

(
∂n

∂α

)
r

(2.26)

where:

α and r are angular coordinate (radian) and radial coordinate respectively;

ϕ is the angle (radian) between the zenith and the ray’s tangent.

Following Figure 2.4, considering horizontally homogeneous media where refractivity
is only altitude dependent:

d(ϕ) + d(α)
ds

= −sin ϕ

n

(
∂n

∂r

)
α

(2.27)

To make the formula accessible to the computer, it must be converted to discrete
form:

(ϕi+1 − ϕi) + (αi+1 − αi)
lg

= 1
ni

· − sin ϕi
dn

dz
(2.28)

where:

lg is the step length of ray’s segment, corresponds to ds in continuous case;

dn
dz

is the vertical gradient of refractivity profile.

The geometrical zenith angle at ray tracing iteration i+1 is [3]:

ϕi+1 = ϕi − (αi+1 − αi) + lg
ni

[
− sin ϕi

(
dn

dz

)]
(2.29)
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2.3.3 Optical Path Length
Optical path length (OPL) refers to the distance that light travels through a medium
or an optical system [16]. It is the cumulative distance that light needs to travel
through the air to create the same phase difference as it would have when traveling
through some uniform medium or vacuum.

In layered atmosphere [17], OPL is calculated by taking the product of the distance
ray advances in each layer and the refractive index of the homogeneous layer through
which the ray propagates. For inhomogeneous media, the thickness of each layer is
inclined to an infinitesimal number, and OPL is calculated by a line integral of the
refractivity index along the ray path:

OPL =
∫

C
n(s)ds. (2.30)

For such cases it is continuously varying refractive media light travels in, n(s) is the
local refractivity index which changes along ray’s path s.

2.4 Radio Propagation

2.4.1 Antenna Radiation Pattern
An antenna’s electromagnetic wave radiation or reception in three dimensions is
represented graphically by the antenna radiation pattern. It displays the received
signal intensity or radiated power spatial distribution as a function of direction with
respect to the antenna. The azimuth plane (H plane) and the elevation plane (V
plane) are useful for measuring and visualizing an antenna’s radiation pattern. Two
primary categories of radiation patterns exist:

• Omni-directional: An omni-directional antenna radiates or receives electro-
magnetic waves uniformly in all directions around it. In the azimuth plane,
the radiation pattern appears as a circular shape. This type of pattern is
common for antennas used in applications such as Wi-Fi routers, and cellular
base stations.

• Directional: A directional antenna concentrates its radiation in specific direc-
tions while reducing power in other directions. In the azimuth plane, the radi-
ation pattern appears as a series of lobes pointing in different directions. The
main lobe is protuberant and provides the highest gain, allowing for longer-
range communication in the desired direction. Directional antennas are com-
monly used in point-to-point microwave links, and satellite communication.
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Figure 2.6: The radiation pattern of a directional antenna.

The θ in Figure 2.6 denotes the half-power beam width (HPBW). It is a measure
of the angular width of the main lobe in the radiation pattern of an antenna. It
represents the angular span between the points (P1 or P2) on the radiation pattern
where the power or signal strength is half (-3 dB) of the maximum value in the main
lobe.

For a parabolic antenna or dish antenna, the HPBW is given by [18]:

θ = kλ/D (2.31)

where:

λ is the wavelength (meter) of the electromagnetic wave it emits;

k is the feed illumination, usually 70 (degree) [18];

D is the dish diameter (meter).

2.4.2 First Fresnel Zone
In any wave-propagated transmission between a transmitter and receiver, most
waves follow the direct line-of-sight path, while others propagate along a refracted
or reflected path. In Figure 2.7, it is possible, however, for the signal to be reflected
from objects that, although not in the direct/line-of-sight path, are captured by the
receiving antenna if they are somehow close enough to the beamwidth [19]. Reflected
signals are usually delayed and phase-shifted compared to direct ones because their
OPL is longer. When the phase difference between them as they add up on the
receiver side is half an odd integer of the period, destructive interference occurs.

The Fresnel zones are defined as an infinite number of concentric elliptical regions
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surrounding the direct line-of-sight (LOS) path, with the first Fresnel zone being
the most important for practical purposes. In the first Fresnel zone, the distance
from the transmitting antenna to each ring plus the distance from the ring to the
receiving antenna is equal to one-half wavelength more than the direct path between
the antennas [19].

Figure 2.7: The Fresnel zone[20].

To maintain a direct path between the transmitter and receiver, the first zone must
be kept largely free from obstructions/terrain. The radius of the first Fresnel zone at
a point D1 along the direct path of length R from the transmitting to the receiving
antennas is :

r1 =
√

D1D2λ

R
(2.32)

where:

r1 is the radius (meter) of the first Fresnel zone;

D2 is the distance (meter) from D1 to the receiving antenna, D2 = R−D1

R is the total geometric line-of-sight distance (meter) between a pair of antennas.

2.4.3 Angle of Arrival
In the planning phase, antennas are pointed at a geometric line-of-sight direction
where their antenna gain is maximized (main beam axis).

However, atmospheric refraction may make the signal approach the receiving an-
tenna from a tilted angle w.r.t. bore-sight direction. In Figure 2.8, AoA (Angle of
Arrival) is the angle between the incidence ray and the antenna’s main beam axis. In
this case, AoA is equal to the angle of azimuth/elevation relative to the main beam
axis, considering the Gaussian beam (rotational symmetrical) in 2-D propagation.
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Figure 2.8: Tilted AoA.

The gain of the receiving antenna can be calculated according to the antenna pattern
as exemplified in Figure A.1.

2.4.4 Channel Gain
Channel gain refers to the enhanced/reduced received signal power as it is compared
with transmitted power. Received signal power of the microwave link, apart from free
space path loss, can be mainly determined by rain attenuation, gaseous attenuation,
and multipath fading. Gaseous absorption and rain attenuation, according to ITU,
are the dominant fading types for higher carrier frequency, especially at millimeter-
wave frequencies and higher (tens to hundreds of GHz) [14].

Figure 2.9: Received power degradation due to atmospheric activities, compared
to clear sky.
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In Figure 2.9, as received power degrades to the receiver threshold (minimum re-
ceived power required), the system experiences an outage (no data throughput).
Fading margin is defined as an interval from the received power level in the clear
sky to the receiver threshold.

Assuming microwave planning ensures Fresnel zone clearance and the communi-
cation system operates below 10 GHz, therefore rain and gaseous attenuation are
negligible. For one MIMO sub-stream (e.g., hnm), the channel gain a is determined
by free space pathloss which is given by Friis equation [21]:

a = Pr

Pt

≈ GtGr

(
λ

4πd

)2

(2.33)

where:

Gt is the gain of the transmitting antenna;

Gr is the gain of the receiving antenna;

d is the total propagation distance (m), in refractive atmosphere d = OPL;

Since the TX antenna and RX antenna are aligned during the installation, therefore
Gt is maximized. According to section 2.4.3, the Gr relative to the main beam can
be calculated according to AoA and the antennas radiation pattern in Figure A.1.

The multipath fading can be the result of both ground reflection and atmospheric
inversion layers. Especially on long links, the strong gradient of the air refractivity
index at a certain height may result in additional path length for radio waves to
travel in it. At the RX antenna, multiple signal copies from the same TX antenna
add up, which leads to multipath fading in most cases.

The multipath fading effect is the complex magnitude of the superposition of mul-
tipath copies:

|h| = |
∑

i

aie
jΦi | (2.34)

Where:

Φi represents the phase of one of the signal’s multipath copies.

2.4.5 Phase Shift
A propagated ray’s phase in refractive media is a cumulative value of its travel
distance:

Φ (s) = Φ (0) + 2π

λ0

∫
C

n(s)ds (2.35)

The total phase shift of a single ray is given by:

∆Φ = 2π
OPL

λ0
(2.36)
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where:

ϕ(0) is the initial phase (radian) of the ray;

λ0 is the wavelength in vacuum (n = 1).
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3
Methods

The numerical implementation of the atmospheric propagation for the LOS MIMO
system is done with MATLAB and is guided by the ARTS theory book [3]. Section
3.1 describes how vertical refractivity profiles are modeled in MATLAB. Section 3.2
and Section 3.3 show a ray tracing workflow of tracking an electromagnetic wave
until it is received. Section 3.4 gives the detailed implementation of a 2x2 LOS
MIMO system.

3.1 Vertical Profile Modelling
This section describes how vertical refractivity profiles in Figure 2.3 are modeled in
MATLAB.

Surface duct, (d) in Figure 2.3, can be modeled as a bi-linear function. Alternatively,
a smooth function describing surface-based duct/elevated duct was described by [13]:

N = N0 + kz + ∆N

π
arctan [12.63(z − z0)]

∆z
(3.1)

where:

N0 is the ground refractivity (N unit) ;

z0 is the height at the center of the change (meter);

∆N is the total change in N (N unit);

∆z is the height range (meter) between points at which the change has reached 90
percent of its final value;

k represents the basic underlying gradient (N units/km).

By taking its first-order derivative, we have the vertical gradient dN/dz:
dN

dz
= k + ∆N

π
· 12.63∆z

∆z2 + [12.63(z − z0)]2
(3.2)

The profile can be customized by adjusting the parameters above. Theoretically one
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can generate any elevated-duct/surface-based duct profile with arbitrary inversion
layer thickness and position.

3.2 Ray Tracing
Advanced Propagation Model (APM), which is a hybrid model that includes both
RT and PE. It considers four different regions, each region is "dominated" by a sub-
model, and each sub-model gives an optimal solution for wave propagation problem
in terms of optimal trade-off between computational efficiency and accuracy [22]. In
Figure 3.1, sub-models are labeled and differentiated by colors.

Figure 3.1: Four regions of APM [23].

APM gives good reasoning on which model to choose to solve propagation problems:
the trial links concerned in this study are within the RO region because it has a
hop length that is not extremely long with a small launching angle. RT model also
gives a good intuitive view of ray propagation. For the region beyond the Flat Earth
region where the grazing angles of reflected rays from the transmitter are above a
small limiting value, a full Ray Tracing/Ray Optics model is used that accounts for
the effects of refraction and earth curvature [23].

In MATLAB, a ray’s initial status and nearby refractivity can be digitally written
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as a struct P with several fields. After the initial status is defined, ray tracing can
be completed by implementing the following iterative Algorithm 1:

Algorithm 1 Raytracing2d
Input: A struct pi={xi; yi; ri; αi; ϕi; ni}, defining a ray’s initial status;

A struct target={x; y; r; α}, defining receiver’s status;
An empty struct array P = {}, storing p from every iteration;
A double lg, the distance ray advances in every iteration.

Output: A struct array P={p1; ...; pend}, containing a complete path.
1: i = 1, step length = lg
2: while pi.α < target.α do //stop when it hits receiver’s mast
3: ϵi = αi + ϕi//grazing angle
4: xi+1 = xi + sin ϵi

5: yi+1 = yi + cos ϵi

6: (αi+1, ri+1)← (xi+1, yi+1) //Cartesian coordinates to radical coordinates
7: ni+1 = n(ri+1) //the media is horizontally homogeneous
8: Applying Equation 2.28
9: if hitting surface then //assuming flat surface

10: ϕi+1 = π − ϕi, continue from line 3
11: else
12: i← i + 1 //moving to next direction
13: end if
14: Append pi to P
15: end while
16: return P

The loop will stop when traced ray exceeds the position of receiving antenna’s mast,
which is represented by αtarget.

3.3 Receiver Detection
Algorithm 1 makes sure a ray passes receiver’s polar axis (antenna’s mast) in
radical coordinate system. To determine the exact position at which the ray hits
the polar axis of the receiver, see Algorithm 2.

Algorithm 2 Linear interpolation
Input: A struct array P={p1; ...; pend;}, output from Algorithm 1;

A struct target={x; y; r; α}, defining receiver’s status;
Output: A double ∆h, zenith distance from point of hitting to receiving antenna.

1: rinterpolated ← Linear Interpolation
2: ∆h = rinterpolated − target.r
3: return ∆h

3.3.1 Detection in Linear/Normal Profile
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In a normal atmosphere where vertical refractivity is linearly varying with altitude,
the atmosphere bends signals in only one direction. Every launching angle ϕ has a
unique ∆h (see Algorithm 2) corresponding to it (one-to-one mapping).

A mathematical technique called Small Angle Approximation, states the approxi-
mation of values of trigonometric functions given a very small angle:

sin ϕ ≈ tan ϕ ≈ ϕ (3.3)

To successfully utilize this approximation, the propagation distance of the ray must
be much greater than the distance between the ray’s intersection position and an-
tenna position. In short, such a method only applies to long-range propagation
scenarios.

Assuming geometric line-of-sight path as lgeo and detection threshold as dtol, the
LOS path can be found via calibrating launching angles, the calibration is provided
by small-angle approximation:

Algorithm 3 Small angle approximation
Input: A struct array P={p1; ...; pend;}, output from Algorithm 1;

A struct target={x; y; r; α}, defining receiver’s status;
A double dtol, detection threshold.
A double lgeo, geometric distance between two paired antennas.

Output: A double ϕ, correct launching angle.
1: while true do
2: run Algorithm 2
3: if |∆h| < dtol then //detected if this holds true
4: break
5: else
6: ϕnew = ϕ + ∆h

lgeo
//calibrated launching angle

7: ϕ = ϕnew

8: end if
9: run Algorithm 1//shoot another ray with calibrated launcging angle

10: end while
11: return ϕ

The detection process will stop once the nearest iteration has ∆h less than or equal
to dtol.

3.3.2 Detection in Multipath
In the presence of an inversion layer, a small angle approximation is no longer
applicable in tracking launching angles. Depending on the layer’s thickness and
its refractivity gradient, multiple paths and ground reflection could happen in the
same propagation medium. In this case, one ∆h value could have multiple launch-
ing angles ϕstart corresponding to it, simple calibration in section 3.3.1 could make
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launching angles deviate more and more from the desired value, leading to extremely
long compiling time of programs.

A recursive algorithm called Brute Force Search (BFS) is being used in this scenario.
BFS algorithm first launches a cluster of rays, each ray is evenly spaced according to
specific spatial resolution, and the boundaries of such cluster are defined beforehand
according antenna’s radiation pattern (HPBW) exemplified in Figure A.1.

Algorithm 4 Brute Force Search
Input: A double ∆ϕ, antenna’s HPBW;
Input: A double ϕstart, geometric line-of-sight grazing angle;
Input: A double dtol, detection threshold;
Input: A struct target={x; y; r; α}, defining receiver’s status;
Input: A double res, angular separation.
Output: A double ϕ, correct grazing angle.

1: run Algorithm 1 and 2 for ϕ ∈ {ϕstart −∆ϕ : res : ϕstart + ∆ϕ}
2: Generate a function ∆h(ϕ)
3: if min(|∆h(ϕ)|) < dtol then //detected if this holds true
4: ϕ = arg min

ϕ
(|∆h(ϕ)| − dtol)

5: break
6: else
7: y(ϕi) = ∑N−1

i=1 ∆h(ϕi) ·∆h(ϕi+1) //product of adjacent elements
8: ϕj = arg

ϕ
(y(ϕj) < 0) //extract indices that gives negative product

9: res = res
2 //denser ray

10: run Algorithm 4 for ϕstart ∈ {ϕj=1 : res : ϕj=2}, ..., {ϕend−1 : res : ϕend−1}
11: end if
12: return ϕ

3.4 Trapezoidal Method
The Trapezoid method numerically approximates the integration over an interval
by slicing the area down into trapezoidal areas which are easier to compute, it
approximates Equation 2.30 by slicing the total distance the ray travels from C1
(source) to Cend (detector) into N intervals:

∫ Cend

C1
n(s)ds ≈ 1

2

N∑
i=1

(si+1 − si)[n(si) + n(si+1)] (3.4)

In Algorithm 1, ray advances an equal distance (by default MATLAB uses a
spacing of 1) for every step in the propagating plane. However, in the occurrence
of ground reflection or during the detection procedure, linear interpolation will be
applied to the ray’s segment. In those cases, the last step before the receiver or the
ground will have another length. In MATLAB, one can first make arrays of ni and
of si respectively, then apply the trapezoid method to them. See Algorithm 5:
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Algorithm 5 OPL
Input: A struct array P={p1; ...; pend;}, output from Algorithm 1;
Output: A double OPL, optical path length.

1: extracting ni and si from P , for i ∈ {1, end}
2: OPL← Applying Trapz function
3: return OPL

3.5 System Model
All possible paths (assumed number of k) between two paired antennas under in-
version profile are found using Algorithm 4 and stored in a cell array Pi,multipath =
{P1; P2; ...; Pk}.

According to Equation 2.34, each MIMO sub-stream (e.g., hnm) in the channel
matrix (denoted by Equation 2.1) is a vector sum of multiple paths (Pi) between
one TX and RX antenna pair. If only a single path is detected, i = 1. The total
received power of a sub-stream can be calculated by taking |hnm|, and the sub-stream
phase by taking ∠hnm.

Consequently, the total MIMO phase and related parameters (e.g., PEF in Equation
2.12) can be derived by repeating the above process for each sub-stream and applying
equations in the Theory chapter.
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Results

4.1 Simulator Verification
This section aims to verify the proficiency of the RT simulator described in Chapter
3.

4.1.1 Path Constant
Mathematically, the ray’s path constant should remain constant for every step along
the propagating trajectory. This is an underlying assumption for algorithms in
Chapter 3 to hold. Utilizing Equation 2.21, one can numerically verify if the model
is correctly implemented, see Figure 4.1.

Figure 4.1: Path constant deviation versus steps (one step means 1 m advance in
propagating plane), in the absence/presence of inversion layer
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In Figure 4.1, the solid line indicates a linearly varying refractivity profile (referred
to Figure A.2) and the dashed line indicates a profile with an inversion layer (referred
to Figure A.2). It is found in both atmospheric refraction and step length (referred
to Algorithm 1) govern the simulator accuracy. In Figure 4.1, the total variation
of path constant is within 10−3 meter for a total of 4.5 × 104 meters propagating
distance over a 2-D propagation plane, with atmospheric refractivity. Accuracy
loss increases linearly in normal atmosphere conditions, whereas it has non-linear
growth in the presence of an inversion layer. Larger step length also causes greater
accuracy loss with the acceleration of processing time, and the inversion layer induces
more accuracy loss than a normal atmosphere. A larger error was found at a longer
propagating distance. To balance program running time and accuracy requirements,
the simulator uses a step length of 1 m in both standard and abnormal atmosphere
conditions. In the step length of 1 m, accuracy loss can be controlled within 0.1 %
for a 45 km propagation distance.

4.1.2 Wave Propagation
The goal of this section is to reproduce several propagation patterns using vertical
refractivity profiles mentioned in the literature. The next two cases involve only one
radiation source (antenna).

The first validation (Figure 4.2) is based on Lindquist’s dissertation [24], the author
uses RT methods relying on the high-frequency approximation to Maxwells equations
that leads to Snells law.

The refractivity profile is described as a 40 m 20 M-unit strong bilinear surface duct,
at altitudes above 40 m standard atmosphere conditions apply. The transmitting
antenna is placed at an altitude of 27 m. In the RT simulation rays are launched
with initial angles from -0.3 degrees to 0.3 degrees in steps of 0.01 degrees [24].

Figure 4.2: Cross validation between simulator (left) and literature [24] (right).

As shown in Figure 4.2, signals are trapped within a 40 m inversion layer and
therefore they can travel very long distances. Some parts of radiated energy escape
the ducting layer at propagating distances of 5 km and 15 km, similar behaviors are
also observed in Lindguist’s paper.
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The second validation (Figure 4.3) is based on Webster’s paper [13], the author uses
modified Snell’s law to track the wavefront’s position.

An elevated duct profile was generated via Equation 3.1 and Equation 3.2. In the
paper, the author sets ground refractivity N0 to 300, basic gradient k to -39 N
units/km, change in refractivity ∆N to -20 N units, height of change z0 to 175
meters, height range of change ∆z to 100 meters. The transmitting antenna was
placed at 125 meters and the signal propagates over 65 kilometers distance, rays are
launched with initial angles from -0.25 degrees to 0.5 degrees in steps of 0.05 degrees
[13].

Figure 4.3: Cross validation between simulator (middle) and literature [13] (right).
Figure 4.3 (middle) is the reproduced propagation pattern by the simulator in this
study. The color bar to the right shows the refractivity index’s distribution over the
propagation space.

Figure 4.3 gives a straightforward illustration of how the atmosphere could result a
multipath propagation. For those signals that travel within the elevated inversion
layers (∆z) they are bent downwards, while for those that do not they just follow a
curved path as they do under a normal refractivity profile.

Overall, the simulator developed in this study gives a nearly invariant path constant,
and it reproduces almost identical results to those propagation patterns in other
literature [13][24]. The good matches between simulation results and literature lay
a solid foundation for further validation with the MIMO system using a ray tracing
tool.

4.1.3 Parabolic Equation versus Ray Tracing
The goal of this section is to further verify the RT simulator used in this study by
comparing its simulation results with PE’s [25]. The underlying theory for the PE
simulator is based on the Helmholtz Equation and its Fast Fourier Transform (FFT)
numerical solution [5]. The refractivity profile parameters used in this section are
shown in Table 4.1 and Table 4.2. The refractivity profiles are depicted in Figure
A.2.
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4.1.3.1 Standard atmosphere

The RT simulations are carried out using the same link deployment and vertical
refractivity profiles as the PE-based simulation in [25]. The standard atmosphere is
simulated by setting ∆N in Equation 3.2 to 0 N unit.

Table 4.1: Normal refractivity used in Figure 4.4.

∆N ∆z z0 k N0

0 N unit 0 m 0 m -39 N units/km 300 N unit

Lower transmitting and lower receiving antennas are placed at 59.5 m and 83.5 m
respectively. The positions of the upper transmit and receive antennas will vary to
verify channel conditions at different antenna separations. In Figure 4.4, antenna
separation changes simultaneously on both sides by the same amount. For RT
simulation, the detection threshold (dtol) is 0.01 meter according to section 3.3.

Figure 4.4: PE (left, denoted by PWE) versus RT (right), "Formula" is given by
Equation 2.10. Large-value MIMO phase could cause a loss of system which leads
to an outage, according to Figure 2.1.

In the standard atmosphere, both PE and RT solver are matched to the theoretical
value (Formula curve) given by Equation 2.10. From the perspective of RT, the
bending of the signal’s trajectory is negligible in such a profile, the straight line
assumption between transmit and receive antennas in a standard atmosphere is
valid.

RT solver is in good agreement with the PE simulation in [25]. The results from
both PE and RT simulations indicate the radio channel in a standard atmosphere
behaves similarly as it does in free space conditions. RT simulator is verified in a
standard atmosphere, the next step is to verify the simulator in the presence of an
inversion layer.
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4.1.3.2 Super refractivity

In this set of simulations, both PE and RT simulators use the same link deployment
and vertical refractivity profiles. Vertical profiles are modeled by Equation 3.1,
where parameters are shown in Table 4.2.

Table 4.2: Super refractivity used in Figure 4.5.

∆N ∆z z0 k N0

-5 N unit 200 m 50 m -39 N units/km 300 N unit

Lower transmitting and lower receiving antennas are placed at 59.5 m and 83.5 m
respectively. The positions of the upper transmit and receive antennas will vary
to verify channel conditions at different antenna separations. Antenna separation
changes simultaneously at both sides by the same amount. For RT simulation, the
detection threshold (dtol) is 0.01 meter according to section 3.3.

Figure 4.5: PE versus RT, "Formula" is given by Equation 2.10.

Figure 4.5 shows how the MIMO phase deviates from theoretical values (given by
Equation 2.9 and Equation 2.10) as antenna separation increases with the inversion
layer. As seen from the figures in this section, results from RT and PE solver are
in very good agreement. For the simulated profile, the deviation in the MIMO
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phase from the formula case increases as increasing antenna separation. At an
antenna separation of 30 m, the MIMO system with refractivity performs worse
than it does without refractivity. At an antenna separation of 40 m, the MIMO
system with refractivity performs better than it does without refractivity. Hence,
the atmospheric refractivity can both improve or degrade the channel condition.

4.2 Super Refractivity and Ducting
In this subsection, the impact of inversion on four MIMO sub-streams and system
performance under optimal antenna separation will be examined.

Abnormal refractivity is simulated by setting ∆N in Equation 3.2 to fulfill a super
refractivity condition. The gradient, the thickness, and the position of the inversion
layer can be controlled by adjusting parameters in Equation 3.2. The profile pa-
rameters are provided in Table 4.2. Lower transmitter and receiver antennas are at
59.5 m and 83.5 m respectively, the same as in Section 4.1. The upper transmit and
receive antennas are placed optimally from the lower antennas by 33.15 m (optimal
separation), the hop length is 44 km and the carrier frequency is 6 GHz. For RT
simulation, the detection threshold is 0.01 meters.

Figure 4.6: Impact of the elevated duct on channel gain of sub-streams (e.g., h11),
compared to the standard atmosphere. The angle of arrival and related antenna
gain are considered for RX antennas, with the antenna’s radiation pattern in Figure
A.1.

Channel gain in Figure 4.6 is calculated for free space path loss, antenna gain relative
to the main beam, and multipath fading (if exists, according to Equation 2.34).
Figure 4.6 clearly shows that inversion layers from Table 4.2 do not cause much
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power distortion, which is always first considered when planning the microwave
links. However, even if the received power is good, a big-valued MIMO phase shift
may still cause an outage, as it is shown in Figure 2.1.

Figure 4.7: Impact of super refractivity on MIMO phase and condition number,
compared to standard atmosphere.

Figure 4.7 shows the impact of the same atmospheric profile on the signal phase, us-
ing an identical experimental setup as Figure 4.6. Compared to the power variation
of a single path, phase variation introduces more loss to the MIMO gain (Equation
2.12). Even for a weak super refractivity profile (∆N = -5 N unit), a large MIMO
phase shift is observed. It is expected the impact of the ducting layer (stronger
than the super) on the MIMO phase is more likely to cause a system outage, as it
is tested in the following simulation.

To have more insight into phase distortion caused by the inversion layer, several
elevated duct profiles are generated and their impact on LOS MIMO is compared
in simulation.

Table 4.3: Refractivity profiles used in Figure 4.8.

Profile 1 Profile 2 Profile 3 Profile 4 Profile 5 Normal

∆N (N unit) -20 -20 -5 -5 -1 0
∆z (m) 200 100 200 100 200 0
z0 (m) 50 50 50 50 50 0

k (N units/km) -39 -39 -39 -39 -39 -39
N0 (N unit) 300 300 300 300 300 300

For each profile, MIMO phases are simulated with varied antenna separation, from
20 m to 45 m and in a step of 5 m. Optimal antenna separation is marked as
a dashed line for reference. The normal profile has standard refractivity with a
constant vertical gradient.
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Figure 4.8: Impact of the elevated duct on MIMO phase, compared to MIMO
phase in standard atmosphere.

Figure 4.8 shows how the MIMO phase deviates from the standard atmosphere
(given by Table 4.1) as antenna separation increases in multiple refractivity profiles.
As seen from Figure 4.8, profiles with larger ∆N and smaller ∆z give greater phase
shift. A strong gradient causes the signal to travel an additional optical path length,
leading to extra delay/phase shift. For 20 m antenna separation, the phase shift
induced by profile 1 and profile 4 are both larger than 150 degrees, MIMO system
is highly likely to experience an outage according to section 2.1.6 in the Theory
chapter. The position of the inversion layer also matters because one can observe
strongly bent signals only if it is placed near the transmitting antenna. It is also
expected similar behavior if the receive antenna is placed in an inversion layer.
Whether it is placed above or below the transmitting antenna could give different
results. The outage occurrence is related to both refractivity profile and antenna
deployment.

One thing worth noting is, that the BFS algorithm has difficulty finding a correct
path between transmitter and receiver when the atmospheric profile has ∆N of -20
N units and ∆z of 100 m. This is probably because such a profile has the strongest
negative gradient among all others. In such cases, no matter from what initial angle
the signals were launched, they are bent straight downwards to the ground, which
makes them unable to reach the receiver.
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4.3 Trial Link Simulation
This section shows some simulation experiment which is based on real link deploy-
ment data and will be validated with real link measurement in a parallel project at
Ericsson.

One of Ericsson’s trial links is a 2x2 LOS MIMO system deployed between Uppsala
and Stockholm with 44 kilometers long. This is a bi-directional link which means,
each site operates both as transmitter and receiver. Similarly, each antenna is both
a transmitting and receiving antenna. The link is deployed at sub-optimal antenna
separation which is equivalent to 70% of optimal separation at each site.

Table 4.4: Link Setup

Uppsala Stockholm

Antenna size 3.7/3 m 3.7/3 m
Height (above ground level) 78.8 m/59.5 m 110.3 m/83.5 m

Height (above sea level, estimated) 100 m/120.3 m 120 m/146.8 m
Antenna Gain 45.4dBi/43.5dBi 45.4dBi/43.5dBi
Polarization Linear(H) Linear(H)

In the simulation setup applied here, the simulation uses the same deployment pa-
rameters as the trial link. Multiple refractivity profiles are generated by adjusting
∆N from Equation 3.2, and ∆z is fixed at 120 m to have antennas covered in the
inversion layer. The inversion layer has a thickness of 100 m. ∆N sweeps from 0 to
10 N units with a step size of 1 N unit, as shown in Figure 4.9.
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Figure 4.9: The refractivity gradient (upper) grows stronger as |∆N | increases,
and MIMO system performance (MIMO phase, condition number, MIMO gain) is
simulated for each profile. The red star indicates the occurrence of atmospheric mul-
tipath (ground excluded). The Blue dashed line indicates the approximate threshold
of having a system outage.
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A larger MIMO phase shift (within the range [0o 180o]) corresponds to a larger
condition number, indicating the channel is poorly conditioned. With a refractivity
profile that has ∆N of -2 N units, the MIMO system has a MIMO phase and
condition number closest to optimal values, indicating channel condition is optimal
at this profile.

It is shown in Figure 4.9 that random phase variation (big-valued phase flip) happens
for profiles that have ∆N of -5 N units and ∆N of -4 N units. Meanwhile, as they
are marked with red stars in Figure 4.9, multipath is detected in these two cases.
For profiles other than these two, no atmospheric multipath is observed, and the
MIMO phase varies consistently with a parameter of ∆N .
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Conclusion

This study is a step-stone toward the prediction of the availability/outage probability
for MIMO links. This study developed an FRT-based propagation simulator that
takes atmospheric refractivity, antenna separation, antenna radiation pattern, and
ray optics into consideration.

The simulator is capable of predicting channel performance (e.g., MIMO gain,
MIMO phase, channel gain, etc.) for a 2-by-2 LOS MIMO system. Total chan-
nel gain is dominated by free space path loss. Apart from free space path loss, it
comprises antenna gain relative to the main beam (Figure A.1), and minor multi-
path fading. Free space loss and phase shift of the signal are determined by their
OPL over propagation space. MIMO gain and channel gain are closely related to
MIMO outage prediction, according to Figure 2.1 and Figure 2.9. To avoid an out-
age, Figure 2.9 demonstrates that received power should be always considered when
planning an LOS microwave link. In the MIMO case, PEF should be considered as
well. Figure 2.1 demonstrates the outage could still happen due to phase variation
even if the received power is sufficiently good.

It is verified that the simulator has a minor accuracy loss (1 ‰) over the propagation
distance concerned in this study. However, it has either linear or non-linear loss of
accuracy over distance, depending on the refractivity profile. By what it is tested
for so far, the simulator is capable of producing similar propagation patterns in
literature for distances up to 100 km. In cases studied in this thesis, the FRT-based
simulator is capable of producing almost identical results as a PE model in terms of
predicting the MIMO phase.

The simulator does not consider the terrain roughness and terrestrial objects, nor
their impact on electromagnetic waves. For ground reflection in Figure 4.2, the
reflected ray comes from planar reflection [26]. In the general case, microwave link
planning will ensure that there is little reflected path entering the receiving antenna.

The simulator is tested for varying LOS MIMO antenna separation, from optimal
deployment to close antenna separation. Additionally, the simulator is tested for
vacuum, linear/piecewise linear refractivity profiles, and refractivity profiles with
an inversion layer, with fixed antenna separation. The study found:
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• In a standard atmosphere, a 2x2 line-of-sight MIMO system behaves almost
identically as it does in the free space condition. This conclusion holds for a
link that has a hop length (45 km) deployed by Ericsson.

• In ducting and super refractivity, the inversion layer can cause both power
and phase distortion to the propagated signal. However, the MIMO system
could have an outage more likely due to the big-valued phase shift induced by
atmosphere activities.

• For sub-optimal deployment, the atmospheric refractivity may improve the
channel condition.

• The atmospheric multipath may induce random MIMO phase variation.

This study provides insight into how atmospheric refractivity affects LOS MIMO
links, which has been rarely studied before. The FRT-based simulator shows good
potential for future validation studies of real link measurements. It can also be used
in supporting the development of the availability model of the LOS MIMO system.
It is possible to extend the current simulator to higher-order LOS MIMO systems
with arbitrary numbers of dual-polarized transmit and/or receive antennas.

The validation with real link measurement has its research challenges. On the
one hand, existing temperature, humidity, and air pressure sensors operate with
extremely low sampling frequency, which gives meteorological data of low temporal
and spatial resolution. Therefore, the synchronization and resolution match between
meteorological data and MIMO link measurement data would be a challenge. On
the other hand, there has been very little literature that has strong relevance to this
study.

This is an important and rarely explored research area, and the author suggested
some successive work that can be further looked into.

5.1 Future Work
The following areas can be explored as potential future work:

• Advanced Channel Modeling: The thesis primarily focused on vertical at-
mosphere (horizontally homogeneous) models for simulations. However, fur-
ther investigation can be conducted to refine these models and incorporate
additional factors such as non-homogeneous media, air turbulence, etc.

• Experimental Validation: While simulations provide quantitative results,
real-world measurements can validate the quantitative results of the thesis.
Field trials can be performed in different geographical locations and weather
conditions to assess the accuracy and limitations of the model.

• Peer Review: Given the same experimental setup and atmosphere model, a
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full comparison between the solutions by RT and those by PE can be used to
verify the proficiency/reliability of the simulator, since only the MIMO phase
is cross-validated in this study.

• Terrain Roughness: The thesis mainly focused on developing a pure atmo-
sphere propagation model. However, terrain conditions also play an important
role in affecting wave propagation. In reality, irregular terrain and surface ob-
jects (e.g. foliage) interact with electromagnetic waves variously, signals will
be scattered, diffracted, and so on. An advanced ground modeling, e.g., stair-
case method and PLSM (Piecewise Linear Shift Map) method [24], is needed
to combine with FRT to give a more accurate prediction on wave behaviors.
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Appendix 1

Figure A.1: Antenna’s radiation pattern, 3.7 m diameter dish, 6 GHz operating
frequency
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A. Appendix 1

Figure A.2: Standard atmosphere(left) generated by Table 4.1, super refractivity
(right) generated by Table 4.2.
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