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Abstract

Deep-learning has recently emerged as one of the most successful methods for analyz-
ing large amounts of data and constructing models from it. It has revolutionized the
field of image analysis and the algorithms are now being employed in research field
outside of computer science. The methods do however suffer from several drawbacks
such as large computational costs.

In this thesis alternative methods for training the underlying networks are evalu-
ated. These methods are based on gradually growing networks during training using
layer-by-layer training as well as increasing network width. These training methods
lend themselves to easily implementing networks of tune-able size allowing for trade-
off between high accuracy and fast execution or the construction of modular networks
in which one can chose to execute only a small part of the network to get a very fast
prediction at the cost of some accuracy. The layer-by-layer method is applied to mul-
tiple different image analysis tasks and the performance is evaluated and compared to
that of regular training. Both the layer by layer training and the breadth training are
comparable to normal training in performance. The modular nature of the networks
make them suitable for applications within multi-particle tracking.

Keywords:Deep learning, ANNs, DVM, image analysis, particle tracking
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Chapter 1

Introduction

In the last decade there has been a massive growth in interest of AI with the number
of published articles and money invested per year growing contiguously [2]. One often
cited reason for this is the increase in data available to researchers and the increased
computational performance of computers [3]. The fastest evolving branch of AI is
deep learning. This has lead to deep learning algorithms finding use in several widely
different fields ranging from climate science to material science, microbiology to more
engineering oriented ones such as autonomous vehicles as well as areas in economics
such as product recommendation [4]–[8].

Also contributing to the increased interest is that deep learning has made several
breakthroughs in the last couple of years which has gotten plenty of media attention.
In 2015 deep mind beat professional go-player [9], match humans in image recognition
[10], [11]. The progress is rapid and this reflects on the investments made in the
technology.

1.1 Deep learning in image analysis

One of the most widespread applications of deep learning is within the field of image
analysis. Deep-learning has been especially successful compared to other approaches
in tasks which are generally considered difficult for machines, such as object detection
and image classification where ’super human’ performance has been achieved [10], [11].

The progress has been rapid and so has the number of applications which utilize
the techniques. They are now being employed in for instance health care to help
doctors diagnose diseases [12].

Deep learning is starting to achieve widespread use also within the scientific com-
munity. For instance they have been employed to distinguish between quark and
gluon jets [13].

1.1.1 Digital video microscopy

Digital video microscopy is a common tool for researchers studying dynamical pro-
cesses at the microscale. Deep learning has been shown to be a viable method for
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analyzing the data accurately, more so than the standard methods [1], [14], but little
attention has been paid to the processing time which risks limiting the use of deep
learning for real-time applications. For instance for steering the microscope during
an experiment. This is especially difficult to handle since the network are oftentimes
optimized by the research team for a specific task meaning that creating a highly well
tuned network might demand too much resources to be worth the effort.

1.2 Difficulties and drawbacks with deep learning

Deep learning is however by no means a magic toolbox for solving all problems. A
disadvantage with deep learning models is that they have very large computational
costs associated with them, the largest models can have several billion parameters [15].
Not only when they are trained but also when they are used to make predictions. This
complexity can be a hindrance. But the larger the network the larger is the range of
functions it can replicate meaning that they can potentially be more accurate than
a small network[16]. Furthermore the algorithms are often subject to problems such
as overfitting meaning that it is difficult to know how much to trust the predictions
they make. These are some of the main issues which limits their usability.

Several methods exist to help alleviate these problems such as data augmentation,
shuffling and dropout, some of these are briefly described in section 2.4.2. Combat-
ing overfitting and developing methods for measuring the trustworthiness network
predictions are active areas of research.

One can often both save training time and improve performance of convolutional
neural networks by using the "convolutional base" from another network trained on
a different but larger dataset. Which is known as transfer learning. That is reusing
the first convolutional Layers of a preexisting model as the base for a new one. The
borrowed convolutional base do not need to be retrained to perform well on the
new problem. A recent variant of transfer learning is progressive learning which has
emerged in the last couple of years as an efficient way to transfer knowledge between
machine learning problems. [17] used it to learn multiple different videogames and
showed that the networks performed superior if they had previously learned to play
other games.

1.3 Growing neural networks

Here we focus on the problem of choosing between accuracy and computational cost
and a method which might make this trade-off easier to make while not compromising
performance. Our approach to this is based on various variants of network growing
applied to the field of image analysis. First is the layer-by-layer training. LBL
is tried on two separate image classification tasks, the well known MNIST and the
former Kaggle competition Cats and Dogs. LBL is also evaluated on a task of particle
tracking which is in essence an estimation task (finding the coordinates of a particle
in an image).
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The second growth algorithm is yet more novel and involves increasing the network
width after finishing training, a training method we chose to call breadth growth. This
is done without changing the weight already trained. The training method is used
only for the particle tracking task as a proof of concept.

Both algorithms are compared in detail to regular training in order to find any
performance differences to give some guidance as to when growing networks is a good
option and when it is not.

These two training algorithms open up for the possibility to easily tune the network
size. This has multiple potential applications not least for decreasing computational
costs. One such application is demonstrated, multi particle tracking, for which the
modularity of the networks allow for greater execution speed.
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Chapter 2

Deep learning

Deep learning has emerged as one of the most promising group of algorithms for appli-
cations in artificial intelligence and data analysis. Performing state of the art in fields
as various as speech recognition, game playing and image analysis [18]. This chapter
aims to give the reader a brief overview of deep learning and enough background to
understand the methods and results presented later in the thesis.

The focus of this thesis is on the applications of deep learning to data analysis and
more specifically to image analysis. Within image analysis deep learning has already
started to transform the field with deep learning algorithms already outperforming
humans in certain tasks [10], [11]. It is important also from a physicist’s perspective
in enabling large scale analysis of for instance image data sets from experiments to
be automated. One application which special focus is put upon in this thesis is that
of digital video microscopy (DVM).

2.1 Basic principles of deep learning

To understand deep learning one first needs a basic understanding of artificial neu-
ral networks (ANNs). These consists of a set of layers each having a number of
Nodes (sometimes called neurons), see fig. 2.1. Typically all the nodes in a layer are
connected to all the nodes in the previous layer. The connections consist of scalar
multiplication of the inputs to a node, x, with the weight vector, wk

i , of that node.
A bias term b is added to result of the scalar multiplication which is then sent into
an Activation function A to produce a new output. A node performs the operations

Nk
i (x) = A(bki +w · x) = A(bki +

∑
j

wk
i,jxj) (2.1)

Thus each layer transforms the input before passing it onto the next layer. Here we
have introduced indices such that the weights upper index, k in eq. (2.1), indicates
which layer the weight is in, the first of the lower indices, i in eq. (2.1), indicate
which node it belongs to and the second lower index , j in eq. (2.1), shows which
input it is connected to. The values for the weights wk

i,j are along with the bias term
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Figure 2.1: Illustration of a basic artificial neural network with a single hidden layer and dense
connections. The network has three layers, input hidden and output. The layers have 3,5 and
2 node respectively. The first layer feeds the second with inputs, the second feeds the third etc,
propagating the signal through the network.

bki what is "learned" during training. I.e values of the parameters are found such
that the network manages to perform the desired task. Note that each node has a
set of parameters of its own. The activation function A introduces nonlinerities in
the network data processing which is necessary for learning of non linear functions,
[16]. There are very many different activation functions found in the literature. In
general one wants the derivatives of the activation functions to be easy to compute
since this simplifies the learning, see section 2.1.1. Common activation functions are
tanh, sigmoid and ReLu (rectified linear unit). The latter is defined as

ReLu(x) = max(0, x) (2.2)

Relu is often used in the hidden layers of models. Sigmoid is defined as

Sigmoid(x) =
ex

1 + ex
(2.3)

The sigmoid activation is often used in output layers when the task is binary classi-
fication [19].

An activation function commonly used for the output layer is the softmax defined
as

Softmax(xi) =
exi∑n
j=1 e

xj
(2.4)

The softmax function has the property that the sum of all the output channels i
equals 1 meaning that the output may be interpreted as a probability distribution.
Which activation function to use depends on the task at hand, especially in the case
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of the output layer[16], [20]. It is important to use one which covers the full range of
the possible outputs.

Another central component to deep learning is the loss function. The loss function
is used to gauge how close the network was to the desired output. It is important for
the learning process but is not a part of the actual network during execution. It is
discussed in somewhat more detail in section 2.1.1 below.

Deep learning is artificial neural networks with many hidden layers. For a more
thorough introduction to deep learning the reader is referred to [16], [21] and [20].

2.1.1 Learning through gradient descent

The way a deep learning algorithms learns is by finding appropriate values for the
many parameters (weights and biases) in the networks. This is generally done using
gradient descent[16], [20], [21]. To be able to use gradient descent one first needs a
function to calculate the gradient of which measures how close the networks output
was to the target output. The function that calculates this is called the loss function
(or occasionally the cost function). The lower the value of the loss function the closer
the networks prediction is to the true value. The idea being to update the weights so
that the next prediction produce a smaller loss.

There are multiple different loss functions, which loss function one should choose
depends on the problem. Designing and choosing loss functions can be difficult and is
a key challenge in successfully applying deep learning algorithms[22]. For estimation
tasks a common choice is the mean squared error (MSE) defined as

L(t, y) =
1

n

n∑
i

(ti − yi)2 (2.5)

Where ti is the true value and yi is the estimation made by the algorithm for training
example i. We want the network to perform well on all the training examples which
is why the loss function is calculated as a sum over the whole training set.

For classification problems cross-entropy is often used. The binary cross entropy
is often used in two class classification problems when you have a single output pre-
dicting which of two classes,a and b, an input belongs to. The output should be 0 for
class a and 1 for class b. The binary cross entropy is defined as:

L(y, t) =
−1
N

N∑
i=1

ti log(yi) + (1− ti) log(1− yi) (2.6)

As before ti is the true class of sample i, either 1 or 0 while yi is the prediction made.
The sum is over the training examples.

For multi class classifications it can be generalized to the categorical cross entropy

L(yi, ti) =
−1
N

N∑
i=1

M∑
j=1

tji log(y
j
i ) (2.7)
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Where j indexes the different classes in the problem. In practice one often use one-hot
encoding to describe the target vectors in multiclass classification [20].

The gradient is calculated on the loss function with respect to the various pa-
rameters. To be able to calculate the gradient we first need and expression for the
operations the network performs. Each node takes the output from the previous layer,
computes the scalar product with the weight vector, add the bias term and use this
as input to the activation function. Thus the networks computation can be written
as a series of nested activation functions. In short this means that xi in eq. (2.1) is
replaced with a sum over the outputs from the previous layer, which are also given by
an expression of the form in eq. (2.1). As an example the expression for a two layer
network can be written as

yi = A2

{∑
j

W 2
i,jA

1

{∑
k

W 1
j,kxk − b1j

}
− b2i

}
(2.8)

Where as before xk are the inputs, yi are the outputs, W 1
i,j and W 2

j,k are the weights
in the first and second layer respectively.

Now we are prepared to compute the gradient with respect to the parameters. The
weights are updated as

δW k
i,j = −η

∂L(y, t)

∂W k
i,j

(2.9)

Where the parameter η is known as the learning rate. The learning rate is often tuned
for the problem at hand. Occasionally it is changed during the course of training,
it is then decreased as the network learns more and more. The idea being that the
network should learn fast in the beginning when the weights are far from optimal and
then slower once it is closer to its optimum. Thus the new weights are calculated as

W k
i,j := W k

i,j + δW k
i,j (2.10)

Where the operator := denotes that we reassign the variables value, similar to the
"=" operator as used in programming languages such as python. The gradient is
calculated using the chain rule. For a scalar valued function z of nonscalar functions
y, z = z(y(x)) the chain rule tells us that

∂z

∂xi
= (

∂y
∂x

)T∇yz (2.11)

Where (∂y
∂x)

T is the Jacobian and ∇yz is the gradient of z w.r.t y. The learning
algorithm is often termed back-propagation in the context of deep learning since the
weight updates are propagated backwards from the output towards the input. The full
back-propagation for larger networks consists of multiple multiplications with such
Jacobians. As is evident from eq. (2.11) many of the factors will be the same for many
of the nodes meaning that one can save runtime by storing the values of the matrices
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and their products. This does however come with extra memory requirements mean-
ing that there is a tradeoff between computational time and memory requirements.
Equation eq. (2.11) can easily be generalized to tensors. For further details see [16].

Calculating the loss on the whole training set can be computationally as well as
prone to getting stuck in local minima demanding making the learning process slow.
Therefore it is common to split the training set into a set of "batches". The loss
function is then calculated only on the samples in each training Batch, rather than
the full training set, before being used to update the parameters. Sending all the
training batches through this process is known as one training epoch. To ensure
stability the order of the training samples are shuffled at the beginning of each epoch
meaning that the same subset is not reused for the batches. Due to this shuffling this
version of gradient descent is known as Stochastic Gradient Descent (SGD).

Other optimizers

Various different versions exist of SGD which seek to counteract some of its weak
points, such as the risk of getting stuck in local minima. A common method for
combating this is to use momentum. Then the weight updates are changed to

δW k
i,j := −η

∂L(y, t)

∂W k
i,j

+ αδW k
i,j (2.12)

Meaning that the weight updates has ’memory’ and the parameter 0 < α ≤ 1 is called
momentum constant. We will mostly make use of the Optimizer RMSprop, mainly
because it is the default in DeepTrack which is used extensively in this thesis, see
section 3.5.1. RMSprop utilize a variant of momentum.

2.2 Convolutional Neural Networks

One of the largest subsets of deep learning architectures are Convolutional Neural
Networks (CNNs). Their perhaps biggest advantage being that they effectively com-
bat one of the weakest points of dense layers have when used for image processing,
namely that the weights are tied to specific locations in the images. Convolutional
networks are mostly used for image processing and consist of a set of convolutional
operations. And consists of convolutional operations in series, often with pooling in
between [16].
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Figure 2.2: Illustration of the convolutonal operation followed by a pooling operation. The grid
represents the weight matrix being multiplied with the pixel values for the convolution. In the
pooling operation the max value of the pixels in the grid are instead used.

The convolutional operation can be described as

Vi,j = A(
3∑

p=1

3∑
q=1

wp,qxp+i−1,q+j−1 − b), i ∈ [0, N ], j ∈ [0,M ] (2.13)

Where A is the activation function and wp,q the weight matrix of what is called a
kernel, which here is of size 3× 3 which is a quite typical kernel size [19]. N and M
are the number of pixels in the input image horizontally and vertically respectively.
Naturally to get the full output on combines all the outputs to a single image. The
operation is illustrated in fig. 2.2. For kernels larger than 1×1 the boundary will have
to be treated differently from the interior of the image. This is because the kernel
would need to go beyond the image to calculate its features, that is p+ i− 1 /∈ [0, N ]
or q + i − 1 /∈ [0,M ] in eq. (2.13). The most common ways to threat the boundary
is to either use padding with zeros or to ignore it and not compute Vi,j there which
leads to a slight decrease in image size. We will not use padding but let the images
decrease slightly in size.

The stacking of many convolutions on top of another one can gradually distill more
and more information since each kernel in a new layer is applied to more of the pixels
in the original image through the downsampling performed in the previous layers.
One can increase the downsampling rate of the convolution by increasing the stride,
that is how much the kernel should be shifted as it scans the image [20]. Doubling
the stride along one axis will therefore halve output image size. We will stick to using
stride 1.

There are other reasons to use convolutional layers. One of the most important
being that the number of parameters in a convolutional layer is small relative to
that of a dense layer since one has only a single kernel per input image and channel
rather than individual weights for each input signal. For an input signal of width W ,
height HWC. As an example a RGB image of size 256 × 256 we have a total size
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of 256 × 256 × 3 = 196608 weights (factor 3 from the three different color channels)
if connected to a dense node yet only 3 × 3 × 3 = 27 weights if connected to a
convolutional node (of kernel size 3× 3).

2.2.1 Pooling

Convolutional layers are often combined with pooling layers. The most commonly
used of which is the maxpooling, but other types such as mean pooling are occasionally
used [20]. Max pooling consists of taking the maximum value of the pixels in a certain
window, see fig. 2.2. It can be described as

Vm,n = max(xm+i−M/2,n+j−N/2)i ∈ [0, N ], j ∈ [0,M ] (2.14)

The purpose of the pooling layers is to reduce the dimension of the input and try
to extract the most important features. Therefore a stride length larger than one
is most often used. Here a pooling window of 2 × 2 will be used with a stride of 2
meaning that the images will be down sampled by a factor two. Down sampling has
the added benefit of reducing the dimension of the data making for fewer parameters
in later layers meaning a lesser complexity of the overall model.

2.2.2 Dense top

Most convolutional networks start with a series of convolutional layers with pooling
layers in between. On top of these one often adds a series of dense layers to make the
actual prediction. The outputs from the previous convolutions is put into a 1D array
before being fed into the dense layers.

2.3 Applications

Deep learning has found applications in a variety of fields such as language processing,
customer recommendations and image analysis. The number of applications for deep
learning is growing rapidly and is expected to do so in the coming years as more and
more fields make use of machine learning [2].

In this thesis the focus is on image analysis some of it’s subfields. Mainly image
classification and object tracking.

Possible that some of the methods discussed here has greater use in other areas
than image analysis but investigating whether this is the case is outside the scope of
this thesis.

2.3.1 Digital video microscopy

The application of deep learning that we will look closest at is to digital video mi-
croscopy (DVM). Deep learning is becoming more and more common in DVM not
least for particle tracking with several groups working on the algorithms [1].
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2.4 Difficulties with training deep learning networks

There are many difficulties that can arise when trying to train a deep learning net-
work[16], [21]. This section seeks to give a brief overview of some of the most common
problems which may arise during training. It is not a universal guide to combating
these issues but should serve as a short introduction to the area.

2.4.1 Vanishing and exploding gradient

The vanisning gradient problem is caused by the partial derivatives, mostly in early
layers, being very small. The error signal is multiplied by the partial derivatives of the
weights of each layer. This means that the error signal, in the worst cases, decrease
exponentially with the distance in number of layers from the output. This slows the
training to a crawl and can in some cases completely prohibit it.

Exploding gradient is the opposite. If the partial derivatives are very large then
the errorsignal will grow exponentially with with the number of layers it passes on its
way from output layer to input layer. Which makes it "explode" in magnitude thus
also making the weight updates unreasonably large.

Greater hardware in combination with suitable weight initalization techniques have
helped with these problems.

2.4.2 Overfitting and unstable training

Overfitting is caused by the network learning the training data too well. This means
that the network performs very well on the training data but fails to generalize due
to the weights being tuned very specifically for the training data.

Multiple methods exist to deal with overfitting and increase network performance
[20]. Some of the more popular ones are listed below

• Early stopping - Abort training before the network has had a chance to mem-
orize the training data.

• Pruning - Weak connections are removed after training.

• Dropout - during training a fraction of the connections between nodes are set
to zero. Which are set to zero is chosen at random and thus one effectively trains
a various subnetworks which prevents overfitting [16].

• Data augmentation - The training is distorted randomly in various ways,
images can for instance be elongated or compressed along an axis. It is now
standard practice for many image recognition tasks [23], [24].

• Weight normalization - Large weights in the networks can lead to very large
signals drowning other signals. Apply some kind of normalization to prevent
the weights becoming too large. Such as a penalty in the loss function for large
weights.
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Whether to use these normalization techniques or not effectively adds more hyperpa-
rameters to the training. This makes it more difficult to make a comparison between
various training techniques. To simplify the comparison we therefore abstain from
using most of the normalization techniques with the exception of data augmentation
and to a certain degree early stopping. Furthermore in the estimation task simulated
data is used for training which means that there should be little risk of overfitting
anyhow.

2.5 Computational cost

With computational cost we refer to the amount of computing power needed to exe-
cute an algorithm, such as train a neural network, in practice. Deep learning networks
are notorious for requiring large amounts or training to perform well. For instance
the famous example of AlphaGo which beat world champion at the game Go was
trained on a cluster with hundreds of GPUs for several months [9]. Computations of
this scale are also associated with large economical costs. Both in terms of hardware
and power consumption. The cost of a Nvidia Tesla 100V, a recent high performance
GPU, is around 10000$ [25].

The large computational costs makes it difficult to optimize Hyperparameterss,
doing a search in the hyperparameter space is in general unfeasible. Therefore one
needs to have a quite good idea of what one is after already before starting training
a big network so that one can choose reasonable hyperparameters. This is an active
area of research [26].

The issue of how the architecture affects the computational cost is discussed some-
what more in depth in section 2.6 below.

2.6 Computational complexity

Closely related to the issue of computational cost is the computational complexity.
Although not quite equivalent they are similar enough for one to be able to get a
decent estimate for the scaling of the computational cost by calculating the compu-
tational complexity.

There have been plenty of research into how one can reduce the computational
complexity of deep learning networks, see for example [27]. But also into how one can
choose between the higher accuracy of large models and the fast execution of small
[28].

In this section the scaling relations for various hyperparameters of deep learning
are derived.

2.6.1 Dense layers

The computational cost of a dense layer is quite straightforward to estimate. As-
suming that the layer has N nodes and an input of size M then the complexity is
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calculated by noting that each node takes the whole input vector M and multiplies
it with corresponding weights for each node and then adds the result together. The
addition of bias terms is constant in N and is thus a lot smaller in magnitude, order
N and so is the activation function. The computational cost,K, thus scales as

Kdense = O(2MN +N +NA) (2.15)

It is worth noting that dense layers are mostly what is used as output layers.

2.6.2 Convolutional layers

Convolutional layers are generally somewhat more demanding to compute than dense
layers. They consist of an array of image convolutions. Each convolutional map has
a set of d × d parameters (on occasion a non quadratic map is used). Typically d
is 1 to 5 [20]. These maps are applied to the input a number of times equal to the
size of the output,width times height (H ′ × W ′). For each time they are applied
both a multiplication and an addition is made for every element of the mapping. The
input is an image with width W , height H and C different channels. The channels
correspond to colour in normal images and the outputs of different convolutional
maps in intermediate layers in models. The full map is applied to each channel of
each image. The total computational cost is thus

Kconv = O(2Nd2H ′W ′C +NH ′W ′) (2.16)

There are also convolutions of different dimensions from the 2D described above, such
as 1D convolutions. Their computational cost can be estimated in a similar fashion.

2.6.3 Pooling layers

The complexity of pooling layers is (generally) small compared to that of dense or
convolutional layers. It is calculated by noting that each time the map is applied
one comparison is made for each element in the map in order to choose the largest
element. Assuming a pooling map of size d×d and a stride s then the computational
complexity when applied to an input of size H×W ×C is proportional to the number
of times the map is applied times the map size.

Kpool = O(
CHWd2

s2
) (2.17)

2.6.4 Forward call

The execution of a neural network in training is often referred to as the forward call.
In it the input is propagated through all layers to compute an output. We have
already presented the computational costs for the dense and convolutional layers but
in practice many network has other operations built in as well such as maxpooling
and batch normalization. It is therefore difficult to put a general number on the
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complexity of the execution of a network. The complexity can be calculated as the
sum of the computational complexity of the individual layers.

Knetwork =
∑

l∈network

Kl (2.18)

During training one forward call is made for each sample in each epoch. Large
datasets such as ImageNet contains millions of images and the networks can be trained
for thousands of epochs meaning that the number of forward calls during training can
easily be in the billions.

2.6.5 Back-propagation

The back-propagation is yet more complex than the forward call. As discussed in
section 2.1.1 it consists of taking multiple matrix products. The size of the matrices
being multiplied is proportional to the number of nodes in each layer. For simplicity
we assume that each layer has n nodes making all the Jacobians square matrices. The
computational complexity of multiplying two n × n matrices in the standard way is
O(n3) but faster implementations do exist [29]. Assuming our network has l layers
then the total computational complexity for the back-propagations to all nodes is
O(n4l). However as mentioned in section 2.1.1 one can greatly reduce the computa-
tional cost by saving the matrices and their products bringing the final complexity
closer to

O(n3l) (2.19)

Equation eq. (2.19) needs some modification to hold for convolutional networks.
Lastly we note that there is a strong dependence of the performance on the spe-
cific implementation. And that it is easier to parallelize operations within a layer
than those acting between layers due to their interdependence.

2.7 Keras

Keras is a high level API used for machine learning tasks, especially deep learning
[19]. It is the framework in which all models investigated here are designed,trained
and evaluated in and is used with a TensorFlow back-end. Keras was chosen for a
variety of reasons but mostly because it allows for easy implementation of networks
and is widely used by the deep learning community.
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Chapter 3

Layer by layer training

The first training method that is studied is layer by layer,LBL, training. LBL training
is performed by, as the name suggests training the models layer by layer. In practice
this means that one starts out with a network consisting of solely two layers (with
weights), one input layer and one output layer. One then gradually grow this small
network by adding more and more layers while not changing those already in the
network, with the exception of the output layer.

3.1 The layer-by-layer training method

In LBL training first a small network with only an input layer and an output layer
is trained. The output layer is needed partly to provide the network with a usable
loss-function. The outputs of the output layer has the same structure and activation
function in all the LBL models. It tries to solve the full problem the final network
will address. This means that the same loss function can be used unaltered as for a
regular network.

Once the first simple network is trained one freeze the weights of the input layer
(the first layer with adjustable weights). They are then the used in the final network
without any change. This layer is then saved in what is to become the final model.
Next one saves the intermediate output of the first layer. Then one creates a new
two layer network using as input the output from the previous "mini-network". One
trains the new mini-network. Once this is done the input layer of this mini-network
is attached to the final model (on top of the previous one). The principle of LBL
training is outlined in fig. 3.1. Saving of intermediate outputs is done to limit the com-
putational demands of training as much as possible, it does not influence performance
in any way and is therefore not strictly necessary.

Others have used similar algorithms for deep learning before. The algorithm used
here for layer-by-layer training is very similar to that of [30] but differ from for instance
[31] in that it only utilize one output layer and not a full set of layers, for further
details see section 3.3.

As discussed in chapter 2 deciding on the details of the training such as the number
of epochs, batch size and optimizer to use is far from trivial. This is true also for
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Figure 3.1: Simplified schematic of how the layer by layer training progresses. The layers in green are
being trained at each stage while those in blue have their weights frozen (prevented from updating).
First only input layer is trained along with an output (top). Thereafter the input layer is frozen and
a hidden layer is added on top of it (middle). The hidden layer is frozen and a new hidden layer
and output is attached to it and trained (bottom). Notice that there is always a new output layer
being added and trained.

these LBL networks. Some of the most important parameters are the number of
nodes in the various layers, a parameter set which still has to be chosen. This is a set
of parameters which we do not vary.

3.2 Potential advantages of LBL training

Layer by Layer training has many potential advantages making the method worth
investigating further. Not least in that can reduce the number of layers one needs to
propagate the training data through both in the forward and backward call. Which
is something that greatly influence the training time, see section 2.6.

LBL essentially avoids the vanishing gradient problem which otherwise limits the
depth of networks. Meaning that it may be possible to use it for training very deep
architectures which technically can represent a larger set of different functions. This
does not necessarily mean that larger networks will perform better.

LBL also enable one to easily create networks of different sizes which share many
weights. This means that one can choose to use one of the smaller networks if execu-
tion time is of great importance or the larger ones if accuracy is of higher priority.

These advantages needs to be compared to any eventual performance losses or
gains. It is not beforehand obvious whether or not this training scheme will impact
performance significantly.
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3.3 Related work

Similar schemes were popular for pretraining of large deep learning networks a couple
of years ago [32]. What is investigated here is however not pretraining but the possi-
bility of doing actual training of the networks using LBL methods. They were mainly
used to initialize the networks weights in a stable way by preventing or limiting the
vanishing gradient problem. We will not dig deeper into this application of LBL.

There exists variants of LBL training. One of these variants is kernel similarity used
for classification problems. In kernel similarity one tries to maximize the difference of
the layer output vectors for different classes while maximizing the similarities. It was
used successively to train networks for the MNIST task [33]. Another variation of
LBL using not only a single output layer on top but a whole set of layers was shown
to perform well on the imagenet task [31].

LBL also carries some resemblance to weight sharing.
Progressive learning also has some similarities to LBL training. It is used to

combine the learning of multiple tasks. It has been successfully applied to for instance
video games [17].

3.4 Image classification with layer-by-layer

Layer by layer training has previously been successfully applied to image classification
task such as image-net and MNIST [30], [31]. Here we make the comparison between
LBL training and normal training to try and discern if there are notable differences
in performance if so what might be the cause of these.

Two different datasets are tested, the MNIST and the "Cats and Dogs". The first,
MNIST can be considered a relatively easy task of classifying grayscale images of
handwritten digits of size 28 × 28 while the latter is more challenging and there the
task is to tell whether an image,150 × 150 RGB, contains a cat or a dog [20]. For
the MNIST a both a convolutional and a purely dense network is used while for the
"Cats and Dogs" a convolutional network is used.

These two datasets should together give an indication of when one can expect
LBL may be used successfully and when not. It may be noted that neither dataset is
exceedingly large with a couple of thousand training images in each.

3.4.1 MNIST digits

The MNIST digits (Modified National Institute of Standards and Technology database)
is a dataset consisting of 60000 handwritten digits. Examples of which can be seen
in fig. 3.2.

The task is to separate the images into 10 different classes each corresponding
to one digit 0, 1, 2..9. There is a separate test set of 10000 images. Classification
accuracies of 99% and above are common in literature and relatively easy to achieve
[34]. The best results are over 99.5% accuracy and are achieved by a wide range
of architectures most of which being based on some type of convolution. MNIST is
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(a) (b) (c)

Figure 3.2: Example images from the MNIST digits dataset. In fig. 3.2a a 5, fig. 3.2b a 0 and fig. 3.2c
a 4 is shown. The images are grayscale and size 28× 28 pixels.

commonly used to test machine learning methods and verify that they are built on a
working principle [20].

We initially only investigate the performance of LBL training on a convolutional
network. This architecture has 3 convolutional layers of size 32, 64, 64 each followed
by maxplooling. On top of the convolutional layers is a dense layer of size 64 and a
output layer, size 10. All layers used ReLu activation with exception of the output
which uses sigmoid. The results can be seen in fig. 3.3 below. The LBL and normal
training has similar distributions but that of the LBL training is shifted to slightly
higher accuracies. Both methods reliably gave high accruacies.

Figure 3.3: Comparison of the performance on the MNIST dataset for layer by layer training and
normal training. 5 epochs where used for training with a batch size of 5. The validation accuracy
did not improve after 5 epochs for either training method.

We are not technically limited to training small networks with LBL. We can in
principle also train very deep ones, the final architecture of such very deep networks
is outlined in fig. 3.4.

We build such large networks with up to 100 layers both with LBL and normal
training, see fig. 3.5. The two training methods perform comparably for small net-
works but for larger the normal training starts struggling severely. A smaller number
of training epochs seems favourable for the LBL method.
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Figure 3.4: The architecture used for testing large layer by layer networks on MNIST. The input is
the images reshaped to be (784,1) rather than (28,28,1) which the original images are to better suit
the dense layers. The number of hidden layers ,N, is grown.
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(a) Layer by layer training 5 epochs per layer.
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(b) Normal training 5 epochs per network.
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(c) Layer by layer training 20 epochs per layer.
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(d) Normal training 20 epochs per network.

Figure 3.5: Plot of the test accuracy as function of number of layers in model for the MNIST digits
dataset. Both for normal training and LBL. The architectures are the same for the two different
training methods and consist of a first layer with 512 nodes connected to the input followed by
a number of dense layers each with 32 nodes. All hidden layers are dense with ReLU activation.
Errorbars in blue represent the best and worst performance achieved by any model of that particular
size sampled from five independent runs. The red lines are the averages of the five runs.
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As can be seen from fig. 3.5 LBL training enables one to train networks with
significantly more layers than regular methods allows for. Inspired by this a single
run up to 500 hidden layers is performed, see fig. 3.6, and indeed the network still
manages to perform the task well.
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Figure 3.6: Plot of test accuracy on the MNIST dataset for LBL training with up to 500 hidden
layers. The network had 512 nodes in the first hidden layer and 32 in subsequent layers all of which
are dense with ReLu activation.

3.4.2 Probability of activations

The structure of the information flow in the network may be differ greatly between a
regularly trained network and a network trained by means of LBL. We study this by
looking at the activation probability of the nodes in each layer. More specifically we
look at the likelihood of each node giving a positive output. Since ReLu activations
are used all the local fields of the hidden units are non-negative.

In the case of normal training it is possible that the results varies depending on
how many layers the model has. Because of this we plot it for a range of different
sizes. The result can be seen in fig. 3.7 below. The nodes in the early layers of the
LBL model are in general more likely to activate than those in later. For the normal
training the smaller networks show a similar behaviour.
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Figure 3.7: Likelihood of neuron activations in the various layers of the MNIST networks. Various
sizes where used for the normal scheme. Five separate runs. Evaluated on the 10 000 test images.

On top of looking at the presence of a positive local field we also look at the
magnitude of these local fields. The trend there is similar to that of the activation
fractions, see fig. 3.8.

Figure 3.8: Average local fields (activation magnitudes) in each layer of MNIST networks calculated
over 10 000 test images. The shaded area represent the standard deviation calculated on the test
images. Calculated as the average over 5 independent runs.

3.4.3 Cats and dogs

The cats and dogs dataset consists of a grand total of 25000 images and is originally
from a kaggle competition, .Two example images can be seen in fig. 3.10. In the
following a small subset of the total dataset consisting of 2000 images has been used
to evaluate the performance of LBL training on small yet moderately complex images.
The images are rgb and are resized to 150 × 150 before being fed into the network.
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We utilize a convolutional network which architecture is outlined in fig. 3.9. As loss
function we choose the binary cross entropy described in eq. (2.6). The optimizer we
use is the RMSprop with a fixed learning rate of 10−4.

Figure 3.9: Schematic of the architecture used for the Cats and Dogs task. Each of the convolutional
layers is followed by a max-pooling. All the hidden layers utilize relu-activation and the output has
sigmoid activation.

Figure 3.10: Example images of cat (left) and dog (right) used for training. The images are resized
to 150× 150 pixels before being fed into the network.

The larger image size in combination with the variety in the dataset makes it a
notably more challenging task than the MNIST, explored in section 3.4.1. It is not
beforehand obvious whether the LBL training scheme will work on such a complex
dataset. This is because it is commonly thought that the early convolutional layers
in a network learns to detect rough features, such as edges or corners, while the
later rather detect more abstract features, which in the case of cats and dogs, might
include ears and noses [20]. Therefore the fact that LBL performs well on a very
simple dataset such as MNIST is no guarantee that it will work well also for more
advanced images for which larger and more abstract features may need to be learned.

3.4.4 Results

The networks are trained for 80 epochs on 2000 images and then then evaluated
on a separate set of 1000 images. This is repeated five times both for LBL and
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normal training. Normal training of networks of equal size is used as reference. The
performance improve as more layers are added see fig. 3.11.

Figure 3.11: The maximum validation accuracy achieved for various numbers of layers in the model
for classification of cats and dogs. The validation accuracy was calculated at the end of each training
epoch using 2000 separate test images (1000 of each class) and the max performance of achieved is
plotted. The errorbars represent the average max performance achieved by each of the five models.
Each model was trained for 80 epochs. The dataset used is the one described above with the numbers
of images limited to 2000.

Judging from the accuracy as function of training epochs both models have satu-
rated before the full 80 epochs, see fig. 3.12. Suggesting that further training would
not increase the accuracy more.

Figure 3.12: Performance of the final model in the cats vs dogs task both for LBL and normal
training as function of the number epochs the networks has been trained (final model in the case of
LBL). In bold is the average performance as measured in each epoch over five separate runs. The
narrow lines indicate the best and worst performance respectively.
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As previously mentioned, see section 2.4.2, a common method for improving the
results when little data is available is to use data augmentation. Because of this the
task is also tried with the use of data augmentation both for the LBL and the regular
training scheme. We once again make a comparison when each layer is trained for 80
epochs. Then the normal training sees a large gain in performance relative to LBL
fig. 3.13. But both training methods benefit from data augmentation, see fig. 3.15.

LBL

Normal

Figure 3.13: The maximum validation accuracy achieved for various numbers of layers in the model
for classification of cats and dogs when the models where trained on augmented data. The validation
accuracy was calculated at the end of each training epoch using 1000 separate test images (500 of
each class) and the max performance of achieved is plotted. The errorbars represent the average
max performance achieved by each of the five models. Each model was trained for 80 epochs. The
dataset used is the one described above with the numbers of images limited to 2000.

When data augmentation is used it does not seem to be sufficient with 80 training
epochs, see fig. 3.14. After 80 epochs the normal training method is still improving.
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LBL

Normal

Figure 3.14: Validation accuracy of the full model in the cats vs dogs task both for LBL and normal
training when data augmentation was used. Plotted as function of the number epochs the networks
has been trained (final model in the case of LBL). In bold is the average performance as measured
in each epoch over five separate runs. The narrow lines indicate the best and worst performance
respectively.
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Figure 3.15: Comparison of performance for augmented and non augmented data. In section 3.4.4
the comparison is made for normal training and in section 3.4.4 it is done so for LBL training. In
both cases a small network of three hidden layers is used (only the first three convolutional layers
and an output layer, see fig. 3.9). The thick lines are the medium performance and the thinner lines
represent max and min performance respectively.

Because 80 epochs may not be enough to saturate the models a run is also made
with 200 epochs of training for LBL and the regular method. In fig. 3.16 we see the
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result of this. Now, for the first time, normal training clearly outperforms LBL.
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Figure 3.16: Final models when trained for 200 epcochs, both LBL and normal training. Both
perform slightly superior to when trained for 80 epochs, see fig. 3.14.

Intermediate activations in LBL training

It is interesting to understand how the networks produced by the LBL training method
differ from those trained in a regular fashion. Put differently, how do we influence the
transformations performed by the layers in the model by only adding a single layer
at a time?

For convolutional networks there are some standard ways of investigating this as
described in [20] including "intermediate activations", "visualizing convnet filters"
and "visualizing heatmaps of class activations in an image". Here we will employ
only the first method "intermediate activations".

The "intermediate activations" consists of running a sample image through the
network and as the name suggests looking at how the intermediate (convolutional
followed by maxpooling) layers transforms the input. As previously mentioned in
section 3.4.3 there is a common notion that early layers learn to detect rough features
and that later ones learn more abstract and class specific features [20]. This works
since all the layers are trained at once meaning that the different layers may take on
different parts of the analysis.

In LBL training each convolutional layer is trained to maximize the prediction of
the subsequent dense prediction layer. This means that early layers learn completely
independently from later ones and that they seek to maximize the information avail-
able for the output. Which also means that the hierarchical way in which normal
convolutional networks transform the data likely is not how LBL trained networks do
so. Visualizing the intermediate outputs is a way to compare the information flow for
the two different methods.

In fig. 3.17 the intermediate activations of all the different pooling layers are shown
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for a randomly chosen example image, (the example image in fig. 3.10). The last layer
is essentially impossible to interpret since by then the image has been down sampled
to be only 2 × 2 pixels. However there are some noteworthy general differences in
the earlier layers between the LBL and normal, LBL seem to detect more features,
i.e the activation images have less blank areas, compare fig. 3.17e and fig. 3.17f. The
dark squares in some of the activations are caused by the local field being too small
to activate the node.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 3.17: Example of the activations of each feature map in the convolutional layers after going
through the following maxpooling. Both the models were trained for 200 epochs. Figures a,c,e,g
and i are from the LBL model and b,d,f„h and j are from the normally trained one. Figures a and b
are from the first layer, c,d the second etc. The image used is the cat from fig. 3.10. The different
node activations are displayed on a grid 16 images wide and with height adjusted to fit the number
of nodes in the layer.
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Local field activations

In section 3.4.2 it was shown that LBL training may increase the number of nodes
having positive local fields. We perform a similar comparison for the Cats and Dogs
network by looking at the average number of active nodes, or equivalently inactive,
when the models are fed the test data of 1000 images. A node being inactive means
that its activations is zero which in the visualization in section 3.4.4 fig. 3.17 would
correspond to a dark image. As can be seen in fig. 3.18 LBL once again has slightly
larger number of activations.

Figure 3.18: Activation likelihoods for the various layers, excluding output, of the final models
trained for the cats and dogs task. Both in linear scale section 3.4.4 and logarithmic section 3.4.4.

3.5 LBL for estimation

Estimation differs from classification in that there is a quantity that is to be estimated
from the data rather than a label to be assigned. The estimation task investigated is
that of particle tracking in images. For this the framework DeepTrack developed in
[1] is used.

3.5.1 DeepTrack

DeepTrack is a deep learning framework for particle tracking developed by [1]. It
is useful for both single and multi-particle tracking and allows for easy training of
networks for specific tasks. It does so largely by providing a image generator for
simulating training data but also a framework for which to create and train deep
learning networks for particle tracking.

The parameters of the generated images can be easily tuned. These include signal
to noise ratio, particle size, background gradient and the area in which the particle
is able to appear in. The particle shape is described by a Bessel function since it is
identified as diffraction patterns of points sources. Typically these parameters are not
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fixed but rather chosen from a distribution for which one choose the parameters. The
order of the Bessel function is also used as a parameter to further widen the range of
possible input data. This means that the training data can be automatically varied
while still resembling the experimental input data. Example images can be seen in
fig. 3.19 below.

The networks are trained to predict particle positions within the images. Also
images without particles may be included for which the network is trained to predict
that it is outside the image. This is so that one does not need to know beforehand
if there is a particle in the image or not. Which is useful especially when tracking
multiple particles in a large area. The loss function used is the MSE see eq. (2.5).

DeepTrack is quite well suited for evaluating performance on estimation tasks
because it enables both changing the parameters of training and also evaluation of
performance in different conditions, such as low and high noise levels or very large
amounts of training data. Perhaps more importantly it is also a highly relevant
framework in the field of digital video microscopy in which particle tracking is of key
importance for several types of experiments, such as diffusion coefficient measure-
ments [35], [36].

The networks trained using DeepTrack are (typically) convolutional without acti-
vation function in the output layer. The output layer is just a scalar product between
the weight vector and the output from the previous layer. In this thesis we will look
at alternative training methods for the networks such as LBL.

(a) (b)

Figure 3.19: Example images sampled from typical training images of DeepTrack. In fig. 3.19a with
a SNR of 100 and in fig. 3.19b with a SNR of 10. The task is to locate the center of the particle.
The images are 51× 51 pixels.
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Figure 3.20: Architecture used in DeepTrack summarized using the Keras utils function plot_model
[1]. It is the same architecture that is used as basis for the growing networks techniques.

Since the data is generated we can in principle train on arbitrarily large number of
images. In order to limit the number of parameters to vary we set a fixed number of
images delivered in a fixed way for training. We use 4000, 3000, 2000, 1000, 500 batches
of 8, 32, 128, 512, 1024 images in each for all training unless otherwise specified. This
is the same as used in [1]. For similar reasons we fix the values which the other
parameters of the images can have, such as range of particle radii, to also be the
same as those used by [1]. All the images for training and evaluation are generated
upon runtime so that the same image is not fed to the network for training twice. This
also guarantees that when the network is later evaluated it is done so on a completely
new set of images which practically eliminates the risk of the network parameters
being accidentally fitted to the validation data, which can become a problem if the
when evaluating multiple times on the same data [20].
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Results

The DeepTrack networks are evaluated by measuring the MAE of their predictions.
In general LBL training shows results comparable to those of regular training, see
fig. 3.22. There is also shown to be a strong dependence on the number of layers
added to the models, see fig. 3.21.
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Figure 3.21: Performance measured by MAE of LBL training as more layers are added to the model
evaluated on two different signal to noise ratios. In fig. 3.21a there is a signal to noise ratio of 10
while in fig. 3.21b the signal to noise ratio is 100. The full architecture, reached at 5 hidden layers,
is the same as for DeepTrack which is shown in fig. 3.20.
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Figure 3.22: The performance for different SNR of a LBL trained network and a regularly trained
network. Plotted is also the first single layer network for comparison. The architecture of the final
networks is that shown in fig. 3.20.

3.5.2 Results on experimental data

To further demonstrate the effectiveness of the DeepTrack networks they are also
presented to experimental data. More specifically they are tasked to track an optically
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trapped particle, see fig. 3.23. Two different videos are used one with rather good
illumination and one with rather poor. These videos are the same as used by [1]. The
original videos are 120× 120 pixels but are down sampled to 51× 51 so that they can
be fed to our already trained networks without alteration of the network structure.
We use the 100 first frames of each video for evaluation.

Figure 3.23: Example images from the experimental data. In section 3.5.2 with good illumination
and in section 3.5.2 with poor illumination. The red cross represents the prediction made by a single
layer LBL network and the orange dot the prediction from an ensamble of normal networks.

Due to that we now are looking at experimental data this means that we do not
have access to the ground truth. Which in turn makes it non-trivial to evaluate the
performance of the different algorithms. However an ensemble of different networks
tend to perform better [37], [38].

Because of this we evaluate the LBL networks by looking at how close they come to
the ensemble prediction from 10 normal networks, standard DeepTrack architecture
and training. Thus we look at the average deviation from the ensemble average as a
metric of performance. Graphically this corresponds to the average distance between
the cross and the dot in fig. 3.23. The result of this is shown fig. 3.24 below. Both for
good and poor illumination the performance seem to increase as more layers are added
until it is comparable to the standard networks. This can be seen from that both for
the good and for the poor illumination the average deviation from the ensemble come
very close to the average deviation as measured by the normally trained networks.
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Figure 3.24: The performance of the LBL networks on experimental data as measured by the average
distance between prediction from the individual LBL networks and the ensemble average of ten full
networks trained normally. The shaded areas represents the standard deviation as calculated over
the ten separate LBL networks. The two horizontal lines represent the mean deviation from the
ensemble by the normal networks and act as a benchmark for the LBL algorithms.
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Chapter 4

Modular networks

As discussed in section 2.5 and section 2.6 a drawback with ANNs is that they are quite
demanding to execute and train. Smaller networks are less demanding to execute but
also less accurate due to their smaller representation space. This means that there is
a tradeoff between accuracy and computational complexity. Ignoring for the moment
the instabilities which can arise when training very large networks.

This opens up a potential application for layer by layer training as a way to bridge
the gap between computational complexity and prediction accuracy. Limiting the
need to have multiple different networks for similar tasks with different demands.
With early layers used for fast execution and later ones for more accurate one.

One is not strictly limited to using layer by layer training for this. Another way
to increase the network size is to increase the network width. How to do this is non-
trivial due to the many different possible methods which achieves this. One can for
instance use an ensemble like approach in which one trains multiple networks of the
same size and combine their predictions using averaging or add more nodes in each
layers keeping the weights of the connections already trained. An approach which lies
somewhere in between the variations described here is explored in section 4.1.

There are many possible applications for networks which are tuneable in size. For
instance in video microscopy one might want to follow a single particle, or a set of
particles, by moving the microscope relative to the sample. To do this in real time
requires a fast but not necessarily extremely accurate algorithm. But a more accurate
but slower algorithm could be used to create a accurate description of the particle(s)
trajectories.

4.1 Breadth-wise growth of networks

There are multiple ways in which one may expand a ANN. In chapter 3 LBL training
was introduced which increase the network depth by adding more layers. A natural
alternative to this is to expand the networks width. How this is best done is not
trivial since there are very many different options.

The algorithm we have opted for is designed to keep the modularity, i.e not chang-
ing the weights already optimized while still not compromising performance.
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(a) (b) (c)

Figure 4.1: Schematical representation of the training of the first three stages in (modular) breadth
wise growth. The arrows in green represent the connections being trained while those in black
represent connections which has already been trained and are therefore kept fix. In fig. 4.1a the first
network with few nodes are trained. In fig. 4.1b another network is attached to the first and trained
and lastly in fig. 4.1c a third network is attached and trained. The procedure can be repeated for
an arbitrary number of new networks.

4.1.1 Implementation

We start with a narrow network, that is one with relatively few nodes per layer, and
then gradually expand it by adding more nodes to each layer as well as a new output
layer. The new nodes are connected to all nodes in the previous layer, including the
newly added ones. How this is done for first three steps with DeepTrack networks
is shown in fig. 4.1. Note that one can still use the narrow, less computationally
demanding network even after having attached the new ones.

The breadthwise training scheme resembles that of LBL training in that first a
small network is trained. There are still a number of parameters to choose for the
networks. Most importantly perhaps the number of nodes in each layer of each net-
work. To simplify the analysis somewhat we try and keep the architecture structurally
similar to that used before for DeepTrack. Specifically the same ratio between the
sizes of the different layers is used. For the same reason the new networks attached
have the same number of nodes in each layer as the first network. For detailed infor-
mation of the number of nodes in each layer see table 4.1.

Plotting the the network when it has been grown one stage reveals the connections
used, see 4.2.
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Network Conv 1 Conv 2 Conv 3 Dense 1 Dense 2
DeepTrack 16 32 64 32 32
Base 32 32 64 128 64 64
Base 16 16 32 64 32 32
Base 8 8 16 32 16 16
Base 4 4 8 16 8 8

Table 4.1: The number of hidden nodes in each subnetwork used in the breadth growth scheme for
particle tracking. See fig. 4.1 . Using even fewer nodes in the network would pose a risk of causing
an information bottleneck greatly inhibiting learning.

Figure 4.2: Architecture when a second network has been attached to the first one, shown in fig. 3.20.
Summarized using the Keras utils function plot_model.

4.1.2 Computational complexity

Highly relevant if one is to use the modular network for tasks with high demand
on execution time is that their computational complexity is not significantly greater
than that of regular networks of similar performance. Because of this we look at the
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difference in computational complexity between normal networks and breadth-grown
networks.

The final network resembles that of one trained using conventional methods. But
is slightly smaller for a network with the same number of nodes due to the lesser
number of connections (and therefore also weights), nodes can only be connected to
nodes already in the network or which are added at the same time, see fig. 4.3 and
fig. 4.1. This means that the number of connections, and thus also the computational
complexity, behaves as an arithmetic sum as more networks are connected. The
number of connections will thus be roughly half that of an ordinary network with the
same number of hidden nodes. The exact complexity depends on the width of the
individual networks.

Figure 4.3: Schematic of the connections in the first two layers of the first two networks when
expanding network width.

Assuming that all the networks n = 1, 2, 3...M are of the same size and that
layer Ln

i has Ni nodes. Then the computational complexity of the new layer i is
proportional to i ∗Ni−1. Thus the computational complexity of all layers at stage i is

Kbreadth
i,M ∝ Ni

M∑
n=1

nNi−1 = NiNi−1
M(M + 1)

2
(4.1)

Where we in the last stage used that we have an arithmetic sum. Remember that
for a regular network the computational complexity is proportional to the number of
connections, which would with the same notation be

Kbreadth
i,M =MNi−1MNi =M2NiNi−1 (4.2)

In theory then a modular network should be close to half as computationally complex
as a regular network with the same number of nodes in the layers, assuming thatM is
large. However this may not directly translate into significantly faster execution unless
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the underlying implementation, in this case Keras, is optimized for this architecture
type.

4.1.3 Results

For the breadth growth there is one important parameter which vary namely the
width of the individual networks. As an alternative to breadth growth we look also
at the performance of normally trained convolutional networks of various network
sizes (nodes per layer), see fig. 4.4 below. There is no clear trend towards greater
performance for larger networks. The larger configurations struggle with performing
well.
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Figure 4.4: MAE as function of signal to noise ratio for various sizes of networks trained normally.
The results are the mean performance of 9 independently trained networks of each size. The training
procedure was the same as for normal DeepTrack.

Next we do a similar comparison for breadth grown networks while also including
the first network i.e normal networks of various size for comparison see fig. 4.5. There
is a clear decrease in the MAE for all networks when they are grown. The test is
configured so that the final (grown) model of each different base-width has the same
number of nodes in each stage.
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Figure 4.5: Figure comparing the MAE as function of signal to noise ratio (SNR) of breadthwise
growth for various widths of the networks. Both the first (narrow) network and the final network
are displayed. The final networks are all with the same number of hidden nodes. The 32 width
first network is the same architecture as used by in DeepTrack [1]. There is a slight variation in
performance when the experiment is repeated.

We look also at the improvement as more networks are added, see fig. 4.6 and
fig. 4.7. In order to more easily compare the different base widths we plot this as a
function of the number of nodes in the first stage. Which would correspond to the
number of nodes in the first layer in a normal convolutional network. In all cases
there is some decrease in the MAE as the networks are grown.
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Figure 4.6: The performance of breadthwise growth as more layers are added for a signal to noise
ratio of 5. The x-axis indicates the number of nodes directly connected to input, corresponding to
the size used to label the conventional networks in fig. 4.4.
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Figure 4.7: The performance of breadthwise growth as more layers are added for a signal to noise
ratio of 100.

Number of active nodes

To compare the connections in the final architectures we look at the number of nodes
in each layer which has positive local fields. The procedure is very similar to that in
section 3.4.2 and section 3.4.4.

We start by looking at conventional convolutional networks of various sizes to have
a baseline to compare to. The networks are trained using the standard parameters
and all that is varied is between them is their number of nodes in each layer. The
result is shown in fig. 4.8a. The average number of active nodes in each layer seem
to be more or less independent on the network width. Meaning that the fraction
of nodes which are activated become smaller and smaller which is clear also from
fig. 4.8b. Once again the largest networks deviate, probably due to them failing to
properly converge.
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(a) (b)

Figure 4.8: Node activation for convolutional newtorks trained on DeepTrack. The networks were
trained with the standard DeepTrack method as described in section 3.5.1. Average number of nodes
being active in each layer for various network widths (nodes per layer) is shown in fig. 4.8a and the
activation probability is shown in fig. 4.8b. The sizes indicate the number of nodes in the first layer.
The average is taken over 10 000 images sampled from the same distribution as the training data
and also averaged over 9 independent networks. The shaded areas indicates the standard deviations
as calculated over the 9 different networks.

In the case of layer by layer followed by breadth growth the first network is clearly
the one which has the most activations, see fig. 4.9 below. So is also the case when
only breadth growth is applied (i.e the first network is a trained all layers at once).
Then the subsequent layers have even fewer activations.

In both cases the number of activations in each layer decrease as more layers are
added through the breadth growth, especially for the convolutional layers (layer 1,2
and 3 in fig. 4.9 and fig. 4.10).
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Figure 4.9: Activations of nodes in the case of layer by layer training followed by breadth growth.
The activations are shown for the different networks connected as a function of the layer number
(i.e how far down the information pipeline the layer is). The zeroth model was trained using LBL.
The first three layers are convolutional and the last two are dense layers. The number of nodes in
the individual layers are the same as in DeepTrack.
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Figure 4.10: Activations of nodes in the case of only breadth growth. The activations are shown for
the different networks connected as a function of the layer number (i.e how far down the information
pipeline the layer is). The first three layers are convolutional and the last two are dense layers. The
number of nodes in the individual layers are the same as in DeepTrack.

4.2 Fast multi-particle tracking

Multi-particle tracking consists of tracking an unknown number of particles in a video
or image file, often particles of different types. It is a significantly more challenging
problem than single particle tracking due to that it is not (in general) beforehand
known how many particles, or more generally objects, there are to track. But also
due to the large area in which they can appear in an the fact that the particles can
overlap. Multi-particle tracking is something that the modular networks might be
well suited for performing quickly by combining the speed of a small network with
the accuracy of a big. DeepTrack has built in support for particle tracking which is
why the frameworks is used also here for the multi particle tracking [1].

4.2.1 Sliding window with modular networks

Multi particle tracking is often performed by dividing the images which are to be
tracked into overlapping segments and for each image segment detect if and where
there is a particle in it, used by for instance [1]. This is called the sliding window
approach and is used partly because it’s ease of implementation. It is very demanding
from a computational viewpoint since it requires running the network multiple times
for each image and the same pixels are processed multiple times in various image
segments. Also combining the results from the segments can be computationally
demanding especially if the overlap is large. Applying the modular networks could
use the faster less accurate models to detect if there is a particle in the segment and
then the more accurate networks only when they are really needed then reusing the
convolutional output’s already calculated.

This approach is most useful when the particles are sparsely relatively distributed
in the image. If they are very densly packed then most of the scanning boxes will
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contain particles and the large network will need to be used most of the time anyhow.
Here a proof of concept of this faster approach is demonstrated.

4.2.2 Implementation of enhanced detection algorithm

We use LBL networks to implement a quick multi-particle tracking using the sliding
window algorithm as base. A small single hidden layer network is used to make a
first prediction on the images. Then a threshold T1 is applied to the r value (distance
from center) prediction to determine when a more second prediction is merited. This
threshold is chosen such that the number of extra predictions is roughly three times
the number of particles.

If the predicted r value is within the threshold then the second prediction is made.
In order to determine which of the predictions were of an actual particle and which
were caused by some sort of noise a second threshold, T2, is applied to the r values of
the predictions from the second network. This is needed because we want to use the
larger network to decide if a particle was detected or not. The remaining predictions
after applying the second threshold are considered to be detected particles.

Since the prediction boxes overlap, which is necessary since we allow the particles
to come close to one another, the same particle can be detected multiple times. To
prevent this a new threshold is introduced on the distance between particles, Dp. If
two predictions fall within Dp from another then they are deemed to belong to the
same particle and the prediction with the smallest r value is chosen since the network
is most confident on this prediction.

4.2.3 Performance

To evaluate the performance images of size 251× 251 with 5 to 6 particles randomly
distributed in the image are generated, a example image can be seen in fig. 4.11a.
A scanning step ("box to box" distance) of 10 pixels is used both horizontally and
vertically and each box is 51 × 51 pixels leading to a total of 21 × 21 = 441 boxes.
The same training parameters as used in [1] for vesicle tracking are employed. The
SNR fixed to 3 and the background intensity is kept at 0.2 this along with the particle
positions and image size are the only distribution parameters changed from training
and evaluation.

The prediction procedure described in section 4.2.1 and section 4.2.2 is used. Per-
formance is measured by calculating the distances between the true particle positions
and the corresponding closest predictions. We also count the false positives as the
number of predictions made that are not the closest to any of the particles. The num-
ber of missed particles is also counted using a threshold on the minimum distances
between true position and prediction. If the closest prediction is more than twice
the particle radius from the particle center then the particle is not considered to be
detected.

To confirm that network do indeed manage to replicate the performance of the
large LBL network the performance of the single layer network and using only the

44



full network is also measured. The predictions of these are made using the same
algorithm as described in section 4.2.2 but without the extra step of making a second
prediction with another network. Therefore these use only one threshold for the r
value. Example of predictions made by the small and the enhanced network can be
seen in fig. 4.11b. The close up in fig. 4.11c reveals how the larger networks serves to
bring the prediction closer to the true value.

(a) (b) (c)

Figure 4.11: fig. 4.11a shows an example of an evaluation image, with SNR of 3. fig. 4.11b shows an
example of tracking of multiple particle with the prediction from the small single layer network, the
prediction when enhanced with a larger network and the true positions marked. The red square to
the left of the image fig. 4.11b is displayed in more detail in fig. 4.11c. There it is apparent how the
enhanced version manages to improve upon the prediction of the smaller network.

To compare the accuracy we look at the distributions of the errors, see fig. 4.12.
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Figure 4.12: The distribution of the errors of the predictions for multi particle tracking when using
only a small network and when enhancing it with a larger network. The shift to smaller errors in
the enhanced network indicates a greater accuracy.

We quantify the performance by looking at the median and mean errors along with
the number of false positive and false negative, see table 4.2. Also the results if only
using the full network for all predictions is included for comparison. The false negative
rates is small (missed predictions) for all the networks, roughly 1 − 2%. However
the number of false positives is somewhat larger, especially for the small network,
roughly 1 per 5 real particles and one per 20 real particles for the full network. In
an experimental setting post processing can counteract the false positives looking at
how the predictions differ from frame to frame.

Network mean median false negatives % false positives%
Small 2.32 1.91 1.2 17.0

Enhanced 1.74 1.36 1.6 4.2
Full network 1.71 1.36 1.3 6.8

Table 4.2: Mean and median error for the three different tracking networks, the enhanced network
combines the small and the large network predictions. The percentage of false negatives corresponds
to the fraction of particles the networks has failed to detect. The false positive rate is the fraction
of predictions which do not correspond to a actual particle. The evaluation was performed on 1000
images with a SNR of 3 each with 5 to 6 particles, with a total of 5865 particles to detect.
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4.3 Execution times and computational complexities

The execution time is measured by letting the networks make predictions on 200000
images and timing this. Only the prediction step is timed. From this we calculate
how long time it took for the network to process a single image on average. These
tests are performed both on a GPU, more specifically a NVIDIA Quadro K620, and
on a CPU 10 threads on a cluster compute node, with Intel Xeon E5-2650v3 CPUs.

From eq. (4.1) we expect the computational complexity to increase with the square
of the number of nodes in each layer. That is doubling the layers widths should
quadruple execution time. In practice how the network is implemented and especially
for the GPU the memory management is very important for the performance so we
make the following anzats for the execution time

T (N) = a0 + a1N + a2N
2 (4.3)

Where N is the number of nodes in the first layer ai are coefficients which we fit to
the measurements. The relative size of the layers is the same for all the networks.

The result can be seen in fig. 4.13 below. Evaluating the performance of a algorithm
accurately is difficult but these experiments should give a indication as to how the
performance scales with the number of node in each layer. This is also why we use
also a regular network rather than a just the modular to investigate the dependence.

We can expect the implementation of convolutional networks to be highly opti-
mized for in TensorFlow and by extension Keras due to the large userbase of ten-
sorflow. The modular networks, albeit technically less complex, may be less well
optimized and therefore behave unexpectedly.
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Figure 4.13: Execution time per image of networks as function of network size when run on
CPU,section 4.3 and when run on GPU,section 4.3. The GPU is a NVIDIA Quadro K620 and
the CPU 10 threads on a Intel Xeon E5-2650v3. The fits are least square fits of second degree
polynomials made using the scipy function curve_fit.

For the LBL network we also perform an estimate of the computational complexity
using eq. (2.16), eq. (2.15) and eq. (2.17) in combination with eq. (2.18). These
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estimations do not include the computational cost of the activation function. The
contribution from these should however be small since the number of calls to the
activation functions is proportional to the number of nodes in the layers rather than
the input size. As can be seen in section 4.3 the execution time and computational
complexity agree well with the exception of an offset.
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Figure 4.14: The execution time per image for the layer by layer models section 4.3 and the breadth-
wise model section 4.3. The red squares in section 4.3 represents the estimated computational
complexity and the blue stars the measured execution time. The computational complexity is mea-
sured relative to the full model. The DeepTrack architecture described in table 4.1 was used for the
LBL and as base in the breadthwise growth. Measured when run on 10 threads on a Intel Xeon
E5-2650v3 CPU. The x-axis in section 4.3 shows the number of nodes in the first layer.
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Figure 4.15: The execution time per image for the layer by layer models and the breadthwise model.
The DeepTrack architecture described in table 4.1 was used as base and for the LBL. Measured
when run on a NVIDIA quadro K620 GPU.
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It is worth noting however that if execution and training speed are of large im-
portance then TensorFlow may not be optimal and other frameworks such as Theano
and Pytorch are faster [39]. This may however change as the soft-wares matures.
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Chapter 5

Discussion

Both the two tested training methods, LBL and width growth, where shown to be
similar in performance to standard training. Sometimes performing slightly better
other times slightly worse.

In this chapter we seek to bring some clarity into the origin of the performance
differences and by extension when such are to be expected. Furthermore we discuss
the implications of our results to future applications of modular and grown networks
such as for network architecture optimization.

5.1 LBL training applied to classification tasks

The LBL training performs well in both the Cats and Dogs and the MNIST datasets.
Actually it even performs notably better than regular training in the case of Cats and
Dogs when no data augmentation is used and for the MNIST especially for larger
networks. As can be seen from fig. 3.12 this is not due to insufficient amounts of
training epochs nor overfitting.

It must be noted here however that this is without the use of data augmentation
which is known to significantly improve performance of image recognition models,
[23], [24].

When data augmentation is added to the training the normal methods sees a sig-
nificant boost in performance while the LBL method only gets a slight performance
increase see fig. 3.15. The regular training method surpasses LBL when data aug-
mentation is used and training is sufficiently long fig. 3.16. However the difference
is not exceedingly large. It is likely that also the MNIST would benefit from data
augmentation but whether this would mean that normal training outperforms LBL
remains to be investigated.

There are also other regularization methods such as dropout and pruning. These
will likely affect the performance of both methods but a thorough investigation of it
is beyond the scope of this work. But the large fractions of active nodes see fig. 3.7
and fig. 3.18 suggest that there might be little room for pruning.

Visualizing the intermediate activations for the Cats and Dogs showed strengthen
the hypothesis that LBL training in general produce more activations and more ag-
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gressively transform the data. The explanation for this lies within the fact that each
convolutional layer in LBL training is optimized for making it easy for the subsequent
output layer to make a classification. This greedy training favours passing through
much information while also transforming the data to extract as much features as pos-
sible. Which runs the risk of getting stuck in local minima and failing to efficiently
make use of large scale features which need many layers to work together. More of
the later activations still resemble the original image, at least more so than in normal
training, compare fig. 3.17f to fig. 3.17e. However here only a single image is used for
the visualization, although randomly chosen, is displayed so even though most of the
support this claim it may not be true for all networks.

All in all it seems like LBL performs comparable to normal training and that
which is best depends on the setting. Because of this one must once again be careful
in generalizing the results to other problems. The choice of parameters such as layer
size, kernel size etc tend to affect model performance and by extension which training
method that is most suitable. So rather than proving that LBL training is inherently
better (or worse) than normal training it has been shown that it can be so depending
on the application. More investigations are needed to tell, or provide guidance of,
when LBL is going to perform better or worse than normal training.

5.1.1 Large networks by means of LBL

Layer by layer training has previously been applied to the MNIST dataset by using
convolutional networks of a fixed final size achieving state of the art performance [30].

From fig. 3.5 we see that it is possible to train very large networks using the LBL
method. Normal training fails to produce anything meaningful once the networks
are above a certain size, see fig. 3.5. This is due to the vanishing gradient problem
discussed in section 2.4.1. However even though LBL training makes very large net-
works possible making the network very large does not seem to improve performance,
at least not on MNIST. A bigger network has in theory greater prediction capabilities
due to the increased number of functions it can approximate but in practice this does
not always translate into greater performance.

The results of the LBL training where notably more stable when fewer epochs were
used per layer. This may be due to some sort of overfitting. Remarkable also that
the networks can recover its prediction accuracy once more layers are added.

Each new layer can be seen as a transform of the output from the previous one.
Since this transform can be the identity one can prove that adding a new layer can
not decrease the networks performance (assuming training is successful) [31]. This
might be what is happening for the later layers, they essentially only reshuffle the
information already there without contributing significantly to the data processing.

5.2 Potential extensions of LBL training schemes

Considering how well reusing of convolutional bases works for various image analysis
tasks when the base has been trained on a large dataset one can easily imagine
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extending this and combining it with layer by layer training. For instance in a scheme
in which the early layers of a model are trained for a very wide general task on a large
dataset. Then implementing a layer wise scheme, possibly with a set of output layers
rather than just one to prevent early compression, in which layers are trained for tasks
ever more similar to the target task. This would potentially enable the layers to learn
ever more specific features while still having the flexibility which comes with LBL
training and some of the advantages which comes with training a model on a large
dataset. This may be further extended by branching the upper layers for different
tasks keeping the early ones in common. One can thus for instance have one branch
for finding the breed of dogs and one for finding the breed of cats. Would however
demand large amounts of data and be more or less as demanding as regular training.

The most common method today for training very deep networks is by using
residual connections. These are essentially skip connections. They were first described
in [40] and have been highly successful. One could try using a variant of LBL to train
certain connections first for instance the longest and then train the shorter ones
keeping the long connections fix. The idea being that the later added layers will act
just as minor corrections to the ones already trained in the network.

5.3 Breadthwise growth

Breadthwise growth explores a novel way of expanding already trained networks,
which to the best of our knowledge, has not been used before. It does have some sim-
ilarities to other techniques. It is somewhat similar to progressive learning discussed
in section 3.3 in that it reuses the old weights.

It manages to produce high accuracy while maintaining modularity. It does in
fact beat the regular DeepTrack architecture, compare the dotted lines to the solid
in fig. 4.5. The difference is bigger for large SNR than for small.

From fig. 4.7 and fig. 4.6 it is evident that adding more networks (generally)
increase performance. However how much one gains upon adding new networks to the
architecture seems to depend on the setting. Furthermore the first couple of networks
make the biggest difference in performance. This is unsurprising considering that
the relative size of the network increase the most for the early networks. The biggest
relative difference when a new network is connected seems to be for larger networks at
high SNR, see fig. 4.7. It is known from the literature that using a very wide network
risks making the learning process unstable and may actually hinder performance [16]

There are notable variations in performance when a new newtwork is added, see
fig. 4.6 and fig. 4.7. These may be explained in part by the fact that the initial weights
of the networks are random and may be more or less close to the optimum. Thus the
network can get stuck in a local minima during training. Nonetheless as previously
discussed adding more networks do in general improve performance.

Using wider networks as bases seems to improve performance. This difference is
somewhat bigger for small SNR on an absolute scale but smaller on a relative scale
for high SNR, compare fig. 4.6 to fig. 4.5. A plausible explanation to this is that more
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nodes are needed to accurately make sense of high noise data because high noise levels
require looking at larger structures in the images. However on a relative scale the
differences are quite small as long as the network is big enough (roughly base 16 or
larger it seems).

The smallest network performs relatively poorly compared to the other ones, see
fig. 4.5. This may be because of an information bottleneck. Meaning that the number
of nodes in the layers is so small that not enough information can be passed through
to make an accurate prediction, nor for that matter compress the information effi-
ciently. While the greedy optimization may hinder the learning of larger features
which requires many nodes in each layer to be trained in unison. Which is to say that
the networks may be getting stuck in local minima.

The normally trained networks do not seem to benefit significantly from having
more parameters in the various layers, see fig. 4.4. In fact the two biggest networks
perform very poorly. That there is no clear improvement in performance with larger
networks may be due to the usage of a fixed training scheme which may not be as well
suited for large networks. For instance larger networks do in general require more
training to perform well. There are several other possible explanations as to why the
large convolutional networks fail. With this in mind it is remarkable that the breadth
growth performs as well as it does completely without fine tuning, either of network
parameters such as layer sizes or activation functions or training parameters such as
learning rate or optimizer. In theory larger networks should be able perform as good
or better than smaller, which is easy to understand when one considers that smaller
networks are subsets of the larger.

5.3.1 Node activations

The number of active nodes is essentially constant for the different sizes of the normal
networks, with the exception of the two largest networks see fig. 4.8a. However consid-
ering the poor performance of the two largest networks it is likely that the deviating
behaviour in the number of activations is closely linked to their poor performance.
It seems like that very few nodes in the third convolutional layer are active mean-
ing that this layer could be acting as an information bottleneck preventing accurate
predictions and as a consequence of this also further learning.

The fact that there is such little difference in the number of active nodes and may
be an indication of that many of the nodes are not doing anything, i.e are always
zero. This is not necessarily the case, it could be that there are different nodes active
for different images resulting in a constant average, but it would explain why there is
so little change for the various network sizes.

5.4 Execution time

From fig. 4.13 it is evident that one stands to gain much by using a GPU. For the
larger models there is roughly a factor 30 difference see fig. 4.13. This is to be
expected considering that neural networks can be highly parallelized and GPUs are
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well suited for parallel workloads [20]. Also why one generally use GPUs rather than
CPUs especially for training which is often very time consuming.

It also seems like the computational time indeed increase with the network width
and can be described by a second degree polynomial, at least for the CPU. For the
GPU it is more difficult to tell for sure whether a polynomial best describes the
relation. It is possible that it also follows a second degree polynomial but is at a
different scale meaning that it appears linear when looking at models of such limited
size. Which can be explained by the fact that the GPU is considerably faster.

The modular networks execute similarly fast to the normal ones when run on
CPU, only slightly slower, see fig. 4.14. As mentioned in section 2.5 and section 4.3
this is likely due to that TensorFlow and Keras is better optimized for regular ar-
chitectures as used in the regular convolutional networks. Therefore giving an extra
computational overhead.

Comparing section 4.3 with section 4.3 and it becomes apparent that the scaling
as more layers are added is different. It seems like if the convolutional layers are
greatly more expensive than the dense layers when run on CPU, but not so on CPU.
This can be explained once again with the fact that the workload is highly paralleliz-
able meaning that what limits the GPU performance might not be computational
speed in this case but something else. Potentially the memory management which
is essential to performance [41]. It might also be the reason as to why the increase
in computational time for the different LBL models is so small when run on GPU.
The memory is likely bottle-necking the computational pipeline. Most likely it is in
loading the images from main memory to the GPU that most of the time is lost since
this memory is relatively slow.

This is probably also what is limiting the performance on the CPU. The execution
time scales almost perfectly with the computational complexity but with a constant
offset suggesting that there is a constant memory cost involved with processing each
image, see section 4.3. The small difference can be explained by a combination of a
computational overhed from many layers increasing the length of the data pipeline
and to a lesser extent neglecting the activation function in the cost calculation. Even
though the cost of the small network is roughly one tenth that of the full network it
only executes about twice as fast in practice. This is however something that is highly
dependent on the implementation. And the difference may be smaller (or larger) for
another set of networks.

5.5 Potential applications of modular networks

It is not difficult to come up with multiple applications modular networks. Guided
by the results we elaborate further on some problems for which these are deemed
especially suitable.
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5.5.1 Multi-particle tracking

As illustrated in section 4.2 the modular networks can be used for multi-particle
tracking. The main advantage with using the modular network instead of a small and
a large normal network to make the fast and the more accurate prediction respectively
is that the modular networks can be made even faster. This while not compromising
the performance as was shown in section 3.5.1. The implementation here in Keras
is not fully optimized since it uses two separate networks for the prediction rather
than a single network which cancels it’s execution if no particle is detected. This
means that the computational overhead from loading data into the larger model
might not be avoided. However here the aim was a proof of concept rather than a
perfectly optimized implementation which was achieved. It is not inconceivable that
the predictions between the small and the large network would differ so much that
it would not be any significant improvement or that the small network would be too
inaccurate to function as a useful first step.

The enhanced version manages to reach essentially the same performance as the
full large network confirming the algorithms efficiency, see table 4.2 and fig. 4.12.
The decreased number of false positives and the somewhat higher number of false
negatives of the enhanced network can be attributed to the use of two rather than
only one threshold. This means that there is a stricter requirement for when a particle
is considered detected. These miss classification rates can be modified somewhat by
changing the threshold. The lower the thresholds the fewer false positives and the
more false negatives meaning that there is a tradeoff to be made.

One could also in principle save time on not recalculating the convolutions of
the overlapping boxes. In the single layer network most of these are the same. In
subsequent layers they do however differ. Also the breadth grown networks could be
used in a similar way as the LBL network for multi particle tracking and the results
in section 4.1 suggest they would perform even better in terms of accuracy albeit
slower.

Other object tracking (or detection) techniques based on deep learning exist which
seeks to tackle the same compromise of speed versus accuracy. For instance the
recently developed the YOLO algorithm [42]. Which to the best of our knowledge
has not yet been applied in the field of particle tracking but also has the potential to
perform both fast and well. The key to YOLOs fast execution is that it only process
each part of the image once, somewhat similar to what is done here using the modular
networks.

5.5.2 Architecture optimization

The methods may also be used to find suitable architectures even in cases where regu-
lar training is preferred due to greater performance. This is because the performance
for the same architecture is similar for LBL training and normal training as has been
shown for both estimation and classification tasks.

Growing networks could be used to find a good model is then found simply by
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growing the network until either the improvement has diminished or performance has
reached satisfactory levels. This can be done either through LBL or breadth growth
or a combination of the two. Finding an optimal architecture is however significantly
more difficult due to the vast number of parameters invloved in designing and training
a network.

This is closely related to the area of automatic hyperparameter optimization which
is an active area of research [26], [43].
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Appendix A

Github

For the interested reader there is a github with code for modular networks, see https:
//github.com/Martin-c-lin/Growing-deep-nets.git .
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