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Abstract

Since their discovery in 1986, cuprates high critical temperature superconductors
(HTS) represent one of the most fascinating class of materials in condensed matter
physics. Understanding the underlying mechanism behind high-T. superconduc-
tivity is a real challenge, which could results in the possibility to design in the
future a room-temperature superconductor, a technological holy grail allowing an
energy-efficiency revolution, and the large-scale realization of applications such as
magnetically levitated trains and quantum computers. The strong electron-electron
correlations in HTS lead to the formation of exotic charge and spin orders such as
charge density waves (CDW) and spin density waves (SDW), that are respectively
charge and spin density periodic spatial modulations. In La-based cuprates, as
Lag «Sr,CuOy (LSCO), CDW and SDW are characterized, in a well-defined portion
of the phase diagram, by a well-defined relation of periodicity, forming the so-called
stripe order. The understanding of these local orders is crucial, since they have
been recently reported to be responsible for the superconducting and normal state
of HTS. Their nature can be effectively investigated in thin films, where the strain
induced by the substrate, and the confinement of the HTS at the nanoscale, have
been proven to be two powerful knobs to manipulate these orders and understand
their mutual interaction. The fabrication of HT'S nanostructures is a very challeng-
ing task, and up to now relevant results were obtained mainly for YBay,CuzO7.5. We
optimized the growth of 20 nm thick optimally doped LSCO thin films on LaSrAlO,
(001) substrates by Pulsed Laser Deposition. The films are smooth, as confirmed by
atomic force microscopy and reflection high-energy electron diffraction, and highly
crystalline, as confirmed by X-ray diffraction. Our best films show a T. ~ 39 K|
comparable to the bulk value. Finally, we realize LSCO nanowires down to 50 nm
width. We measure their J,. values and study the J.(7'). To prove the high degree
of homogeneity of our nanowires, we compare the value of J°, obtained by fitting
the J.(T') with the Bardeen expression, to the Ginzburg-Landau theoretical limit
for the depairing current J,, due to vortex motion. Our results pave the way for the
study of LSCO ground state at the nanoscale.
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Introduction

Soon after the discovery of high critical temperature superconductivity in the cop-
per oxide (cuprate) Las,Ba,CuO, (LBCO) in 1986 [21], it became clear that the
standard quantum theory of the electronic properties of solid, successfully describing
normal metals and conventional superconductors, entirely fails to account for the
peculiar properties of this new class of compounds. Cuprates are characterized by a
quasi-two-dimensional layered structure, containing one or more weakly coupled cop-
per dioxide (CuQOy) planes, that dominates the physics of these materials, interleaved
by spacer layers. The CuQOs planes can be electron- or hole-doped by intercalation
of oxygen and/or chemical substitution of metal cations in the spacer layers, that
act as charge reservoirs. The quasi-2D character of the copper oxide planes implies a
weak screening of the Coulomb interaction and thus strong electron-electron correla-
tions [22], drastically enhancing quantum effects. This, together with the possibility
to tune the doping level in the CuO, planes give rise to a plethora of phases and
nanoscale orders, well summarized in the temperature-doping (T-p) phase diagram.
The understanding of this class of materials is puzzling not only in the supercon-
ducting state, but also in the fascinating normal state from which superconductivity
arises. The normal state is indeed pervaded by the spontaneous emergence of various
phases and ordered states, tuned by the doping and driven by many competing de-
grees of freedom. At high temperature the normal state of cuprates is characterized
by the strange metal phase, whose most striking characteristic is the linear tempera-
ture dependence of the resistivity. Lowering the temperature below a characteristic
temperature T", the pseudogap phase takes over, characterized by the opening of a
gap in the Fermi surface. Moreover, in strongly correlated systems as the cuprates,
the tendency of the valence electrons to segregate in periodically modulated features
can lead to the formation of exotic charge and spin orders. In particular, charge
density modulations, in the form of long-ranged charge density waves (CDW) and
short-ranged charge density fluctuations (CDF), related to translational and rota-
tional symmetry breaking, are ubiquitous in all cuprate families [23, 24]. These
modulations lay along the a- and b-axis of the copper oxide planes and are incom-
mensurate with respect to the the lattice constants. They have been confirmed by
neutron scattering [25], scanning tunnel microscopy [26], and resonant elastic/inelas-
tic x-ray scattering experiments [27]. CDW, mostly present in the underdoped region
of the phase diagram, are in competition with superconductivity as demonstrated
by their intensity, being maximum at a doping level (p ~ 0.12) where the supercon-
ducting critical temperature is depressed [23, 27]. On the other hand, CDF pervade
a large portion of the phase diagram (both in temperature and doping) surviving
also above the pseudogap temperature T*. For their characteristic they have been
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connected to the strange metal phase. In addition to charge modulations, at low
doping also another type of electronic order is present, the spin density wave (SDW)
[28], that is a periodic modulation of the electronic spin density. Indeed, in every
parent compound (at zero doping level) of a cuprate family, each copper site has a
single unpaired electron. Due to the Coulomb interaction, the electrons are strongly
localized, while to minimize the energy of the spin interaction electrons order in an
antiferromagnetic fashion. Such compound is called Mott insulator [29]. In all the
hole-doped cuprates, increasing the doping level lead to the disappearance of the
commensurate antiferromagnetic order, that is replaced by an incommensurate spin
order (the SDW). Whether on one side the CDW and SDW orders are a common
feature to all cuprates, in the La-based cuprates there is also a region of the phase
diagram where the charge and spin modulations are locked by a well defined rela-
tion of periodicity, forming the so-called stripe order [30]. Such stripes are likely to
occur most strongly at the doping level p ~ 0.12. The spin part of the stripe orders
antiferromagnetically and resembles a narrow ribbon of Mott insulator, while the
charge carriers are confined in lattice-constant wide lines (called "rivers" of charge)
interspersing the AF regions by a period of four lattice unit cells.

The way these quantum electronic orders are intertwined, and are eventually re-
sponsible for the phenomenology in HTS compound, is still not clear. There are
several theoretical models in which the collective charge density fluctuations are
considered pivotal to explain the anomalous properties of both the normal and the
superconductive state [31-33]. Unravelling this complex picture is an undertaking
challenge, and new experiments, to tackle the problem from new perspectives, are
continuously required. Whereas the characteristic lengthscale of these entwined or-
ders, together with the London penetration depth and the coherence length, is in
the order of the nanometers, one possible way to shed light on their nature is the
experimental investigation of structure at the nanoscale. The confinement induced
by structures of reduced dimensionality and the strain induced by the substrate
are two extremely powerful knobs to manipulate these nanoscale orders and figure
out their mutual interaction. Indeed, recently it has been demonstrated that in
YBayCu307.5 (YBCO) nanostructures of the order of the CDW correlation length,
the phase diagram can be modified by the strain induced by the substrate, sup-
pressing the CDW and restoring the strange metal phase [2]. This finding add an
important dowel to the puzzle, but the global picture is still incomplete. Therefore,
there is a great interest in the investigation of other cuprate families, such as the
La-based one where the stripes are present. In particular, Lag ,Sr,CuO, (LSCO) is
considered the prototype of cuprates, for its rather simple crystal structure and the
presence of only one copper oxide plane per unit cell. Moreover, in LSCO thin films
the superconductive state is strictly related to the strain induced by the substrate,
even more than in other cuprates. Indeed, it is well know that in LSCO com-
pressive in-plane strain can drastically enhance the critical temperature [34], while
tensile in-plane strain reduce it [7]. However, growing LSCO in thin film form is
not straightforward, and fabricating LSCO nanostructure is even more complicated.
Indeed, to our knowledge there is only one previous work on LSCO nanorings [35],
and one on LSCO nanowires [36]. In the latter work the results do not reconcile
with the Ginzburg-Landau theoretical model, and the nanowire lateral dimension is
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still larger than 200 nm.

In this large framework, this thesis focus on the film growth optimization and
nanopatterning of optimally doped LSCO, laying the basis for future studies of the
ground state of this compound when affected by the strain induced by the substrate.
In Chapter 1 a brief overview of the theoretical background of superconductivity is
given, with a focus on the physics of the nanowires relevant for the discussion of
the experiments, while in Chapter 2 the properties of the cuprates, in particular of
LSCO, are introduced.

Then, the two main parts of this work are presented:

In the first part (Chapter 3), the results of the LSCO ultra-thin film (15 u.c.) growth
optimization by Pulsed Laser Deposition (PLD) are presented. At the beginning of
the chapter we give an overview on the previous results about the growth of LSCO,
with reference to the current literature on the subject, in order to understand the
significance of the results that will be mentioned. The films were characterized in
term of surface with the Reflection High Energy Electron diffraction (RHEED) and
Atomic Force Microscopy (AFM), in terms of crystallinity with X-ray Diffraction
(XRD) and X-ray Reflectivity (XRR), and in terms of transport properties with a
Physical Properties Measurements System (PPMS).

The second part of the thesis consists of the nanofabrication of nanowires and the
evaluation of their quality. In Chapter 4 we present the main steps of the nanofabri-
cation process, already successfully used for other cuprates. Its detailed description
is reported in appendix ?7. The key feature of our improved nanofabrication process
is the presence of a gold capping layer between the film and the carbon hard mask.
This layer protect the nanostructures during the fabrication process, in particular it
prevents them to be overheated during the etching step, and it protects them during
the oxygen plasma etching step. This allowed us to obtain nanowires, with the su-
perconducting properties of the pristine material, down to 50 nm width. In Chapter
5 we present the results of the measurements of the nanowires. It is worth noting
that there are no previous work to compare our results with, therefore we inter-
preted and discussed our results with reference to YBCO state-of-the-art nanowires.
We measured the resistance temperature dependence of the 50 and 500 nm width
nanowires, finding a broadening of the transition for the narrowest nanowires due to
thermal fluctuations. Then, we measured the current-voltage characteristic (IVC),
to determine the values for the critical current density. Finally, we have measured the
temperature dependence of the critical current density for a 50 nm width nanowire,
fitting the data with the Bardeen expression. We show how it is possible to use the
extracted value of the critical current density at zero temperature as an indication of
the quality of the nanowires, comparing that value with the theoretical limit for the
depairing current density, due to vortex entry, predicted by the Ginzburg-Landau
model. Moreover, comparing the results with YBCO nanowires, we show how the
trend of the critical current temperature dependence is another useful indication of
the quality of the nanowires.

Finally, in Chapter 6 we will draw the conclusion and we will give an outlook for
the next steps to take in this project to improve the results obtained in this thesis,
and to investigate the ground state of LSCO at the nanoscale.
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1

Background of superconductivity

In this chapter the main results on superconductivity are presented to provide the
necessary theoretical background for the understanding of the thesis.

1.1 From mercury to cuprates

Superconductivity was discovered in Leiden in 1911 by Kamerling Onnes [37]| while
he was trying to test the Drude model at the lowest possible temperature. During
the measurement of the electrical resistance of mercury, he noticed that, below a
certain temperature, now called critical temperature, T, = 4.2 K, the resistance
abruptly vanished within a small temperature interval. This was the first hall-
mark of what would have been called superconductivity, and one of the property
characterizing superconductors: the perfect conductivity. The discovery was so un-
believable that Onnes required some time to realize that it was not a mere failure
of the instrumentation. With his discovery, Onnes opened a new era in solid state
physics.

In 1933 the German physicists W. Meissner and R. Ochsenfeld [38], discovered the
second property characterizing superconductivity, the Meissner-Ochsenfeld effect, i.
e. the expulsion of the magnetic field, lower than a critical field B, by a supercon-
ductor when cooled below T..

Few years later, another step in the understanding of superconductivity was done.
The physicists F. and H. London [39] proposed the following two equations to de-
scribe the electrodynamics of superconductors.

0J, nse?

FE 1.1

ot m* (1.1)
nse*Q

VxJi;=—-B (1.2)
m

where J; is the superconducting current density, £/ and B are the electric and mag-
netic field inside the superconductor, ng is the density of superconducting electrons
that flow without dissipation, e* and m™* are respectively the effective charge and
mass of the superconducting electrons. The London equations describe the afore-
mentioned characteristic properties of superconductors.

The first equation (1.1) describes the perfect conductivity: a finite electric field
accelerates the superconducting electrons, and a supercurrent density J; can be sus-
tained without dissipation and in absence of an electric field. The second equation
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(1.2), when combined with the Ampere’s law V x B = poJ, where p is the vacuum
permeability, describes the Meissner-Ochsenfeld effect:

1 m*
VB = — B, A\, = | ——— 1.3
A2 L Lo ge*2 (1.3)

The solution of equation 1.3 gives an exponentially decaying magnetic field at the
surface of a superconductor, i.e. the magnetic field is screened from the bulk of
the superconductor. The screening length is the so called London penetration depth.
Although the London equation represents an important milestone in the understand-
ing of superconductivity, they fail to describe the property of a superconductor in
presence of a strong magnetic field close to the critical field B., for which the super-
conducting state is destroyed, or when the superfluid density n, is not constant in
space.

In 1950, The Russian physicists L. Landau and V. Ginzburg [40] extended the Lon-
don model, postulating a phenomenological model based on the Landau’s theory
of second-order phase transitions. The theory is valid for temperature close to the
critical temperature T, of a superconductor and considering the superfluid density
as a function of space ng(r). They introduced a complex order parameter (slowly
varying in space near T.) defined as

W(r) = [ (r)]e" (1.4)

where |U(r)| = y/ng(r) and ¢(r) are respectively the amplitude and the phase as a
function of position. The free energy of the superconducting system F' = F(¥,T'),
in presence of an external magnetic field B, can be expanded in series of ¥ and VU,
taking the form:

s B 1 - x ., B
F=F,+oV|"+ 2|\If| + 2m*|( ihV — " A)U|* + 2o (1.5)
where F, is the free energy of the normal phase, & = 0F/0n, and = §°F/dn?
are temperature dependent parameter, and A is the magnetic vector potential. The
condition for the minimum free energy state is found by integrating over the system
volume and minimizing eq. 1.5 with respect to W(r) and ¥*(r). The results are the
two Ginzburg-Landau equations:

1

ol W]+ BU P + o (—ihV — " AW = 0 (1.6)

g = e (T*VT — UVT*) — 6*2A|\I/]2 (1.7)
T 2im* m* ’

Moreover, the Ginzburg-Landau theory introduces a new length scale, the coherence
length &. The relation between £ and W, in absence of an external magnetic field
and when W is small, can be expressed in a similar form to equation 1.3:

1 h2
ViU = 5‘1” €=

Sl (1.8)
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where « is a material dependent constant. & can be thought as the length scale
representing the spatial variation of the order parameter. The ratio k£ = ’\?L is
the Ginzburg-Landau parameter, and one can divide superconductors in two large
families ( type I and type II) depending on the value of this ratio, according to how
the superconductivity interacts with the magnetic field. In type I superconductors
(k < %) the magnetic field is expelled from the bulk up to B = B,, after which

the superconducting state is destroyed. In type II superconductors (k > %), there
are instead two critical fields B.; and B.,. For B < B, the field is expelled as in
type I superconductors, this is the so-called Meissner state. For B.; < B < B, is
more energetically favourable for the field to penetrates into the superconductor in
an ordered lattice of flux lines, where the magnetic flux in each line is the magnetic
flux quantum ¢q = % This is the so-called Abrikosov state, named after A. A.
Abrikosov, who, in 1957, described the behaviour of type II superconductors [41].
It is worth noting that B, << B.», making type II superconductors suitable for
high magnetic field applications. Although, the Ginzburg-Landau model was very
successful is describing the property of superconductors, the microscopic mechanism
underlying superconductivity was still unknown.

In 1957, the American physicists J. Bardeen, L. Cooper, and J. R. Schrieffer pro-
posed the first microscopic theory of superconductivity [42], the BCS theory. Ac-
cording to their model, for T' < T, electrons of opposite spin and momentum near
the Fermi surface can form a bound state due to a weak attractive potential medi-
ated by the electron-phonon interaction, as suggested by the isotope effect observed
in 1950 by Maxwell [43], creating the so-called Cooper pair. Here, the coherence
length £ is the length scale of the interaction and the energy required to break a
Cooper pair corresponds to 2A, where A is the energy gap in the excitation spec-
tra of the superconductor. The BCS theory was experimentally confirmed in the
following years and Bardeen, Cooper, and Schrieffer were awarded with the Nobel
prize in 1972.

However, about 35 years after its formulation, the BCS theory was challenged by
the discovery of a new class of superconductors. These compounds are the cuprates,
characterized by the presence of copper-dioxide planes, and with critical temperature
up to 138 K at ambient pressure. After decades of intensive studies, the microscopic
mechanism underlying the unique properties of cuprates is not fully understood yet,
making superconductivity in these compounds one of the biggest mystery of solid
state physics nowadays. In chapter 2, the main features and characteristics of the
cuprates will be summarised.

1.2 Depairing current density in nanowires

In order to better understand the results in chapter 5 and their significance, the
Ginzburg-Landau model in the case of superconducting narrow nanobridge with
thickness ¢, width w, and length [, should be reviewed. From the GL equations
(eq. 1.6 and eq. 1.7) it is possible to derive the depairing current density Jg, above
which the order parameter (pair density) is locally suppressed due to the nucleation
of phase slips centers i.e. phase difference changes between two superconducting
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region by 27 in a short time.
In the limit of long (I > ¢) and one-dimensional (w,t < A\? and wt < \?) bridge
the free energy can be written as [44]:

F:Fn—l—a|\If|2+§|\I/]4+|\I/|2;m*v? (1.9)
where v, is the superfluid velocity, defined from the relation J, = e*|¥|*v,. The
condition w, t < & ensure that the order parameter W(r) is constant across the cross
section of the bridge, while the condition wt < A? ensure that the uniform current
density and the kinetic energy of the superconducting carrier dominates over the
magnetic self-field term produced by the same current, that can therefore neglected
in eq. 1.5. The order parameter inside the nanowire (NW) can be defined as:

UV () = |WVW e /] (1.10)

Minimizing eq. 1.9 the modulus of the wave function can be found:

= [P () (11)
where [UXW|?2 is the modulus of the wave function at zero phase difference. The
current-phase relation for a long one-dimensional nanowire can be determined by
substituting eq. 1.10 and eq. 1.11 in eq. 1.7, obtaining:

Py € £
JNW — = __[(2)p — (2)3¢° 1.12
R AL R (112
Finally, maximizing the previous equation with respect to ¢/I, it is possible to
determine the maximum value of ¢4, corresponding to the depairing current density
Jg defined as:

Po

Ja 3/3m g \2E
It is worth noting that we have derived this expression in the limit of long one-
dimensional nanowire. For bridges wider than w > 4.44¢ a different regime has to
be considered, due to the coherent motion of Abrikosov vortices inside the structure.
However, for bridge thicknesses lower than ¢ < A and widths lower than w < \p, with
Ap = A?/t the Pearl length, the current can be considered homogeneous, allowing to
reduce the GL equations to the one-dimensional form [45], with the only difference
that the maximum critical current density is not given by depairing effect, i.e. phase
slips, but by Abrikosov vortices overcoming the bridge edge barrier. As suggested
by Bulaevskii et al. [46], in this case the value of the critical current density due to
vortex entry J, is smaller than the depairing current for the 1D case

(1.13)

J, = 0.826., (1.14)

In real nanostructure it is possible to approach this value only in case of very high ho-
mogeneity of the wire. Therefore, the critical current density value of real nanowires,
compared to the theoretical limit, can be used as an effective indication of the quality
of the nanowire.
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The cuprates

Cuprate high-critical temperature superconductors (HTS) are a family of supercon-
ductors, characterized by a layered structure containing one or more weakly coupled
copper-dioxide (CuQO,) planes per unit cell, alternated by spacer layers. The parent
material is an Mott insulator, but when it is doped, either with electrons or holes,
a wealth of phenomena emerges. In this chapter, the most important features of
cuprates are presented, with a particular focus on LSCO, the HTS material which
is object of this thesis work.

2.1 High critical temperature superconductivity

Cuprate HT'S were discovered in 1986 by Bednorz and Miiller, who observed a T
~ 35 K in hole-doped Ba-La-Cu-O system [21]. This discovery was embraced with
great enthusiasm by the scientific community, and few months later several other
HTSs were discovered. At first Lag,Sr,CuO, (LSCO), having the same La-based
KsNiF-type structure but with a slightly higher 7. = 39 K [47], subsequentially
YBayCu3O75 (YBCO) with a 7. = 92 K [48], the first cuprate with 7. above the
boiling point of nitrogen, that opened a completely new scenario for superconductors
applications.

In the following years many other HTS materials were discovered, both electron-
and hole-doped, with T. up to 138 K at ambient pressure in mercury compounds
[49, 50]. Nowadays, LSCO together with YBCO and BiySraCaCuyOgyy (BSCCO)
are the most studied HTS both for fundamental research and applications.

In figure 2.1 the structure of different cuprates is reported. The common element
among cuprates is their quasi-two-dimensional layered structure, containing one or
more CuQ; planes per unit cell (see figure 2.1), separated by spacer layers, generally
containing metal cations and/or oxygen atoms. The CuO, planes can be doped
by introducing extra electrons or holes. The dopants (that can be excess oxygen
atoms or substitutional metal cations), are introduced in the spacer layers, and
act as charge reservoir. Depending on the type of dopant, the electrons are either
transferred from the CuO2 planes to the charge reservoirs (hole doping), or viceversa
(electron doping). For example, in LSCO, the material object of this thesis, hole-
doping is achieved by random chemical substitution of metal cations with higher
valence. In contrast, in YBCO hole-doping is achieved by introducing excess oxygen,
that accommodate along the [010] direction (see figure 2.1 (b)) giving rise to CuO
chains in the top and bottom planes. In any case, the carriers are usually sharply
localized in the CuO, planes, making the coupling between these planes very weak.

9



2. The cuprates

For this reason, cuprates often have extremely anisotropic properties, both in the
normal and superconducting state, when measured in- or out-of-plane.

Cuprates are type II superconductors (£ << \), and B, is in the order of 50-100
T (see table 2.1 for a comparison of the most common cuprates). Unlike conven-
tional superconductors (i.e. superconductors described by the BCS theory or its
extensions), that present an isotropic superconducting energy gap in momentum
space (s-wave order parameter), cuprates have a strongly anisotropic energy gap
symmetry.

Material B.o  A[nm| ¢ [nm]
[T]
La1.85Sr0.15CuO4 80 300 3
YBagCu307 130 135 1.6
BizSI’gC&CUQOg 32 300 3

Table 2.1: Values of upper critical field, London penetration depth, and coherence
length for optimally doped LSCO, YBCO, and BSCCO. The value for the critical
field is out-of-plane, typically used in experiments, while the values for A and £ are

in-plane, where conduction take place. These values are only indicative. From ref
[14-20].

Ca

Ba

[oo1]

o101 '\I_-> [100]

d)

Figure 2.1: Unit cell of some typical cuprates with different structure and number
of copper oxide planes per unit cell. The CuQOy planes are highlighted in blue. (a)
Lag «Sr,CuOy, (b) YBayCu3Oy, (c), (d) . Adapted from reference [1].

Transport [51] and angle-resolved photoemission spectroscopy experiments [52] have
shown that, in cuprates, the symmetry of the gap varies in k-space according to
A(K) = Ag(cos(kza) — cos(kya)) [51], thus the gap has predominant d,2_,2 orbital
character, i.e. is maximum along the Cu-O bonds and has nodes along the diagonals
(see fig.2.2).

10
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The two-dimensional character of the CuQO, planes, together with the low carrier
density, result in strong electron-electron interactions [22], that give rise to a rich and
complex electronic phase diagram, where the different phases and nanoscale orders
are well summarised as function of the temperature and of the doping. Indeed, an
undoped cuprate is "naturally" an antiferromagnetic insulator, but introducing holes
into the CuO, planes, the material become first superconducting, and then a normal
metal. In addition, overlapped to these phases there are also more exotic electronic
orders that will be described in the next section.

Figure 2.2: superconducting energy gap symmetry on a circular Fermi surface for:
(a) s-wave order parameter and (b) d,2_,2 order parameter. Red + represent positive
phase sign while blue - represent negative phase sign. from ref. [2].

2.2 Las Sr,CuQO,

Lay _ (Sr,CuQy is one of the most studied cuprate. It is regarded as the prototype
of a cuprate because of the rather simple crystal structure, the presence of only
one CuOy plane per unit cell, and the possibility to control the doping easily by
changing the strontium concentration. These features makes LSCO a model system
to investigate the properties of the superconductive and normal state of cuprates.

11
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2.2.1 Crystal structure and doping mechanism

a) _ b)

Cu Cr\‘ o1
I([?—: ¢l

Hole doping

Sr3*/ 0

a=5397A b=5402A c=13.150A a=b=3777A c=13.226A(x=0.15)

Figure 2.3: a) Crystal structure of the undoped LSCO: LayCuOy4. b) Hole doping
mechanism by metal cation substitution and intercalation of interstitial oxygen. The
stacking sequence of both compounds is shown, where the CuO, planes is highlighted
in blue. Adapted from reference [1]

Lao_Sr,CuOy4 crystallize in a tetragonal layered KyNiF, structure with lattice con-
stant @ = b = 3.777 A and ¢ = 13.226 A for x = 0.15 [53]. The structure contains
oxygen in octahedral coordination around Cu atoms, while the La/Sr atoms are
surrounded by nine oxygen. It is worth noting that LSCO is regarded as a single
CuOy plane cuprate, even if from the unit cell structure there are seemingly two
planes, with the top and bottom planes shared with neighbouring cells. Actually,
LSCO is a Ruddlesden-Popper perovskites, that consist of 2D perovskite-like slabs
interleaved with cations. This type of structure can be written as A, ;1B,O3,41,
where A and B are cations, O is the oxygen, and n is the number of octahedral
layers in the perovskite-like slab. The number of CuO, layers in the cuprates refers
to n, that in LSCO is equal to 1.

LSCO can be doped in two different ways, with chemical cation substitution and
with intercalation of excess oxygen (see figure 2.3). In the undoped case, the parent
compound LasCuQy is a Mott insulator with orthorhombic cell, where there is one
hole per Cu?* cation. To minimize the exchange interaction the spins are arranged in
an antiferromagnetic order, and due to the high on site repulsive potential electrons
are strongly localized on the Cu site, hence the material is antiferromagnetic and
insulating. The standard way to hole-dope LayCuQOy, is to chemically substitute
Sr2* for La3™ cations, creating random substitution sites in the layers nearby the
CuO, planes, as illustrated in figure 2.3(b). Due to the higher valence the Sr**
cations attract electrons from the CuO, planes creating an effective hole doping
[54]. Moreover, the unit cell become tetragonal. LSCO can also be hole-doped by
introducing additional oxygen as the majority of cuprates [9]. However, in contrast
to YBCO, where the exceeding oxygen is introduced in well defined positions in

12
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the unit cell, along the b — azis [55], in LSCO the extra oxygen are introduced in
interstitial positions close to the apical oxygen between the LaO planes [56]. The raw
formula of LSCO can be therefore written in a more complete way: Lag St CuOyyy,
where the doping is provided by both the Sr concentration and by the excess oxygen
atoms. In the case of the pure Sr doping, the doping level p is equal to the strontium
concentration z, while in case of oxygen co-doping the resulting doping will be a
function both of the Sr concentration and the oxygen non-stoichiometry y, i.e. p =
f(z,y). T. dependence on the doping is strong and non-monotonically increasing,
resulting is a dome-like shape of the superconducting region in the phase diagram
(as we will see in the next paragraph). In case of the combined Sr and O doping, the
critical temperature presents a peculiar doping dependence. Experimentally it has
been observed that films at the optimal doping of Sr (and beyond, p > 0.16) have a
Tc which is independent of the excess of oxygen content; viceversa, fully oxygenated
underdoped LSCO films (y 2 4) have a Tc which is maximum, and is independent of
the Sr content! [9]. The increasing concentration of dopant has also another effect:
in LSCO the out-of-plane ¢ — axis expands with both Sr and O increasing content
[8, 57, 58]. The extra oxygen atoms are introduced between the spacer layers, close
to the apical oxygen, causing the c-axis to expand This is in contrast, for example,
with YBCO where the oxygen has an adhesive effect, with the contraction of the
out-of-plane c-axis with increasing oxygen concentration [55]. Indeed, in this case
the oxygen are introduced along the b-axis causing the in-plane lattice parameter to
expand, with a subsequent contraction of the out-of-plane one.

2.2.2 Phase diagram

The weak coupling between the CuQOs planes, together with the possibility to dope
the Copper oxide planes, give rise to a plethora of different orders and phases, that
are well summarized in the phase diagram shown in figure 2.4, where they are plotted
as a function of temperature and doping. The doping level in cuprates is commonly
expressed as the number of hole per planar Cu atom, indicated as p, such as to
allow a comparison between different cuprates with different doping mechanism.
In Lag (Sr,CuOy4 (y = 0), p is simply equal to the substitution concentration x of
Sr atoms. In YBayCu3Ors, instead, the relation between the doping p and the
non-stochiometry of oxygen ¢ is not linear (§ # p) [59].

The undoped Las;CuQy is antiferromagnetic and insulating, below the Néel temper-
ature Ty 2. As holes are introduced in the copper oxide planes the material becomes
metallic and superconductive below T.. The critical temperature in cuprates de-
pends on the doping: in LSCO, as in other cuprates, it has been found that the
superconducting transition temperature has a parabolic relation [8, 60-62]:

1e
1—

= 82.6(p — 0.16)* (2.1)

Tc,maz

IThe terminology underdoped, optimally doped, overdoped is always referred to the strontium
concentration x, with the optimal doping value of p = x ~ 0.16, corresponding to the maximum
T..

2The Néel temperature Ty is the temperature above which an antiferromagnetic material be-
come paramagnetic: i.e. the antiferromagnetic state is destroyed.
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Figure 2.4: Temperature vs doping phase diagram of LSCO. The violet area is
the antiferromagnetic order (AF) below the Néel temperature Ty, the pink area is
the pseudogap phase below T", the yellow area is the charge density wave (CDW)
precursor order, the orange one is the spin density wave (SDW) order below Tspw, in
red there is the stripe order region, and finally in green there is the superconducting
phase below the transition temperature T.. Adapted from ref. [3-5].

with the maximum T, = 39 K around p = 0.16 which is called optimal doping.
The regions for p < 0.16 and p > 0.16 are called underdoped and overdoped region
respectively. The T, deviates from the parabolic doping dependence around p ~
0.125 where it is suppressed of about 11 K (5 K for the onset). The suppression of
T., which is mainly a broadening of the superconducting transition, is commonly
attributed to the competition between the superconductivity and the charge order
that is strong in this doping range [5] (as it will clarified in the following). In addition
to superconductivity and charge order, the phase diagram is populated by a plethora
of intertwined electronic orders and different phases, that will be discussed in details
in the following sections.

2.2.2.1 Strange metal

At high enough temperature, the normal state of cuprates is called strange metal.
This region is particularly pronounced at doping levels around the optimal one,
where it extends from the highest attained temperature down to T.. Since the dis-
covery of high-T. superconductivity in cuprates, this regime was quickly recognised
as perhaps the most mysterious aspect of cuprates [22]. Cuprates here are called
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"strange" metals, since they exhibit values of conductivity which are much lower than
in normal metals, and show frequency and temperature dependence that cannot be
explained with the standard model for conventional metals.

Normal metals are well described by the Landau’s Fermi liquid theory, where the
concept of quasiparticle is introduced. Briefly, a metal with many-body interaction
can be described by substituting the many-body interaction with quasiparticle ex-
citations with altered properties, such as the effective mass [63]. The most basic
difference between the strange metal and a conventional metal is the absence of
quasiparticles, as revealed by the absence of sharp quasiparticle peak in ARPES
measurements[64]. This has some consequences on the physical properties of the
system, for example on the resistivity. In normal metals, the resistivity saturate at
high temperature when the mean free path become comparable to the de Broglie
wavelength; at low temperature, instead, it presents a T? dependence as a conse-
quence of the electron-electron interaction. In cuprates, the resistivity can be linear
from near T, up to as high the temperature measured [65], even when the inferred
mean free path would be smaller: this would represent a violation of the Heisenberg
uncertainty principle for the quasiparticles. Other signatures of the strange metal
are the non-Drude like frequency dependence of the optical conductivity [66], and
the temperature dependence of the Hall coefficient, that in a normal metal would
become insensitive to temperature above s©p (where s ~ 0.2 — 0.4 is a constant,
and ©p is the Debye temperature).

Even though the phenomenology of the strange metal state has been successfully
described by the so called Marginal Fermi liquid theory, a microscopic theory is still
missing [67]. The main problem is to identify the scattering mechanism responsible
for the linear dependence of the resistivity. One possibility to explain the strange
metal behaviour can reside in quantum criticality [32]. A quantum phase transition
(QPT) is a continuous phase transition occurring at zero temperature as a function
of the doping (or in general a tuning parameter). The corresponding quantum criti-
cal point (QCP) defines the boundary between the ordered and disordered quantum
phases [68]. There are signatures of a QCP within the superconductive dome at
T =0 K and p = p* (see figure 2.4) [69, 70]. However, these evidences are not
conclusive. Furthermore, this quantum critical description should break down at
higher temperatures, but the strange metal behaviour persist at the highest attain-
able temperatures.

On the overdoped side of the phase diagram the normal metallic behavior is recov-
ered at low temperature with a gradual transition to the Fermi liquid regime [71].
On the underdoped side the strange metal phase ends by the opening of a pseudogap.

2.2.2.2 Pseudogap

The pseudogap region is present in the underdoped side of the phase diagram below
T", and bounded between Ty and T,. First discovered by ARPES as a partial
gap in the low energy electronic spectrum [72], the pseudogap phase deepens the
mystery around the normal state of cuprates, since its origin and the connection to
superconductivity are still under debate [22, 73].
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Figure 2.5: Schematic Fermi surface of the cuprates: (a) in the strange metal phase
at room temperature, (b) Fermi arcs in the pseudogap phase below T*. From ref.

12].

At high temperature the cuprate resides in the strange metal phase, where the
Fermi surface is a large hole-like cylinder centered at (7,7) in the first Brillouin zone
[14, 74](see figure 2.5). As the temperature is lowered crossing T", the Fermi sur-
face is gapped around the antinodal region, (£,0) and (0,£7), while the remaining
Fermi surface is commonly referred to as Fermi arcs [75], as shown in figure 2.5.
However, the Fermi surface of a material cannot abruptly end with open Fermi arcs.
One possibility is that the Fermi surface is reconstructed to small pockets via zone-
folding, due to a translational symmetry breaking associated to nanoscale orders.
The Fermi arcs would be the front half of such pockets, but at present there is no
evidence of it [76]. The structure of the pseudogap resemble the symmetry of the
d-wave superconducting gap (see figure 2.2), which is maximum in the antinodal
region [72]. Due to this similarity, it has been suggested that preformed Cooper
pairs start to form already at the very high temperature T", but phase fluctuations
prohibit superconducting order until much lower temperatures are reached.
Phenomenologically, the main signature of the pseudogap from transport measure-
ments in given by the departure from the linear-in-T behavior characterizing the
resistivity in the strange metal phase. Below the pseudogap temperature T", the
resistivity - either presenting an upward or a downward curvature, based on the
material - exhibits a quadratic dependence on the temperature [62, 77-79]. The
pseudogap temperature T" has a nearly linear dependence on the doping p in the
underdoped side of the phase diagram, and it ends close to the doping level, where
its value is very close to T, p* ~ 0.18 — 0.19 [80-82].

At present, the origin of the pseudogap is still unknown, and there is no unanimous
consensus whether the pseudogap phase is a precursor or a competitor of the super-
conducting state [75, 83]. The picture is complicated by the presence of a plethora
of different electronic phenomena arising at the onset of the pseudogap T~ including
electronic nematicity [84], loop currents [85], and charge order [2, 23].
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2.2.2.3 Charge and spin order

Four unit Antiferromagnetic
cells Stripe Mott-like region
| [ |

Cu

Figure 2.6: Picture of the stripe order in LSCO in CuQOs planes seen from above.
The antiferromagnetic Mott-like regions, where the spins are indicated by blue ar-
rows, are separated by narrow rivers of mobile charge (purple circles). Adapted from

6].

The underdoped side of the phase diagram host a variety of symmetry breaking
orders. Neutron scattering experiments in the mid-1990s led to the discovery of
electronic "stripes" in underdoped LSCO [30]. In the stripe region, periodic spatial
modulation of charge and spin density, are characterized by a well defined relation of
periodicity. The charge carriers are confined in lattice-constant wide lines (stripes),
spaced by antiferromagnetic regions of period 4a (see figure 2.6). The supercon-
ductivity phenomenon on each stripe can be explained by the confinement of charge
carriers to one dimension. Approaching the critical temperature the carriers undergo
spin-charge separation and superconductivity is established on each stripe due to a
condensation of holons (spinless charge e bosons). Then, the stripes couple via the
Josephson effect when T = T, and long range phase coherence is established. This
stripe order is particularly intense at p ~ 0.125 where the T, present a suppression
with respect to the expected parabolic dependence vs doping. In a general sense, it
came quite naturally to account for the diminished critical temperature assuming a
competition between superconductivity and stripe order, but for many years static
stripe order was considered an exclusive property of the LSCO family. However,
lately static short range incommensurate charge order, the so-called charge density
wave, was revealed by Resonant Inelastic X-Ray Spectroscopy (RIXS) also in other
cuprates [23, 27, 86], but unlike in the LSCO family there is no evidence of an
associated static magnetic order.

Charge density waves are incommensurate periodic modulations of the charge den-
sity in the CuO, planes (see figure 2.7), occurring in the phase diagram in the doping
range 0.08 < p < 0.18 [3]. They present a peculiar temperature dependence. Indeed,
the CDW signal starts to build up at high temperature (see figure 2.4), to reach the
maximum at T, and then remarkably drops below T.: this occurrence denotes a
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competition between the superconductivity and the charge order [23, 27].

Acow = 21/ qcpw

£ O—~0— 0~ ~0——0—~0~>0——0~~0—~0

a

Figure 2.7: Simplified illustration of the incommensurate CDW in LSCO superim-
posed to one of the orientation of the CuOs planes seen from the side. The green
and blue circles are Cu and O atoms respectively. dp is the charge density deviation
from the average value, a is the lattice parameter, and Acpw the wavelength of the
CDW modulation.

The CDW are quasi-2D, with a correlation length along the c-axis almost negligible.
The onset temperature Tcpw has dome-shape doping dependence with a maximum
at p ~ 0.125 [3, 5, 87], while the CDW wavevector gcpw normally decrease with
the increasing doping concentration, as happens for YBCO [88] and Bi-based copper
oxides [24, 89]. In LSCO, the variation of the CDW wavevector with doping has
the opposite sign than in YBCO and Bi-based cuprates. However, in recent reports
CDW correlation without spin-charge locking has been found in the LSCO family
[90]. These CDW extend set up above the onset of the stripes, and are characterized
by a shifting of the wavevector to higher values than gopw, violating the relation
of periodicity with the spin fluctuations. Moreover, it has been found that the
wavevector of these high temperature charge density fluctuations - precursor of the
stripes - is not uniquely defined by the doping level [90]. These evidences pointed
out how on one side the tendency to charge ordering seems universal among the
cuprates, while on the other side the peculiarity of these charge modulations are
not.

Connected to these precursors of the stripe, short-range dynamical charge density
fluctuations were recently discovered [91]. The most intriguing founding is their
ubiquitous presence (both in temperature and doping) among the phase diagram,
persisting also above the pseudogap temperature T". Indeed, for their character-
istics - presence in a broad range of the phase diagram, finite energy and short
correlation length that implies a broad almost isotropic g-space distribution - they
have been immediately connected to the strange metal phase of HTS. Besides the
mere phenomenology, some theories, by extending perturbatively into the strange
metal region the approach of a Fermi liquid, put the CDF at the origin of the strange
metal phenomenon, since it can provide the scattering mechanism responsible for
the linear resistivity [32, 92].
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2. The cuprates

At low doping, another type of electronic order is present, the spin density wave
order (SDW), that is a periodic modulation of the electronic spin density [28]. In the
undoped compound the spins are localized because of the strong Coulomb interaction
between the electrons on neighboring lattice sites. When the LSCO is doped the Néel
temperature Ty goes rapidly to zero at p ~ 0.05, point at which the commensurate
antiferromagnetic order is replaced by the incommensurate spin order.

There is also evidence of an exotic state in the cuprate phase diagram called pair den-
sity wave (PDW) [93]. The PDW is a periodic spatial modulation of the Cooper pair
density with finite momentum [94]. Already discovered in Las ,Ba,CuO, (LBCO),
the PDW order has been recently found also in BSCCO by scanning tunneling mi-
croscopy [95]. According to some theories, the PDW order is the prime candidate to
explain the complex physics of the phase diagram of the cuprates [94]. Indeed, it is
seen as the "mother" state from which the intertwined and competing orders such as
charge, spin and superconductive orders originate [96]. Moreover, there are indica-
tions that PDW fluctuations may be responsible for the pseudogap phenomenology
[94, 97]. However, the evidence is no yet conclusive.
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3

Growth and characterization of
LSCO ultra-thin films

The cuprates are extremely challenging materials to growth in thin film form. The
crystallinity of the film and the specific structure of the unit cell strongly affect the
transport properties of the films. In this chapter, we will start with a review of the
main results which have been achieved over the last decades for the growth of thin
films of LSCO. After that, we will describe the process of growth and optimization
of the LSCO thin films we have followed. Finally, we will present the morphological,
structural and transport characterization of the deposited films.

3.1 Growth of LSCO

In the past 30 years, LSCO has been intensively studied, both in bulk and thin
film form. Despite the rather simple crystal structure, the growth of LSCO in thin
film form demonstrated to be a challenging task. Several techniques were employed
for the deposition of LSCO films. Since the second half of the 1990s, Pulsed Laser
deposition (PLD) and Molecular Beam Epitaxy (MBE) have proven to be the most
successful ones. In particular, the best results were obtained with MBE, where the
highest level of stochiometry control is achieved. By PLD is also possible to obtain
good results, even if with a lower precision in the control of the stoichiometry.

In the earliest studies on HTS, a large effect of positive hydrostatic pressure on
the critical temperature was found in LSCO bulk system [98]. This compressive
pressure has a positive effect on the T., which increases with increasing pressure.
This appeared therefore of relevance for thin films growth where the substrate, that
has a lattice mismatch with respect to the film, induces an in-plane compressive
or tensile strain. In this way is possible to study the effect of the elongation or
contraction of the in- and out-of-plane lattice parameters on the superconducting
properties. At the beginning, the most commonly used substrate for the growth of
LSCO thin films was SrTiO3 (STO). STO has a cubic cell with a lattice constant
larger than the in-plane lattice parameter of LSCO: it induces therefore an in-plane
tensile strain on the cell of LSCO. However, it was quickly noticed that this in-plane
tensile strain has a negative effect on the T, of LSCO. Several groups reported
lower values of T, in LSCO thin films on STO with respect to the bulk ones [99—
101]. Moreover, LSCO films on STO show a significant reduction of the critical
temperature with decreasing thickness of the film below 600 nm [100, 101]. To
avoid this negative effect of the strain, Cieplak et al. used a different substrate
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3. Growth and characterization of LSCO ultra-thin films

material, LaSrAlO, (LSAO), isostructural with LSCO, but with a shorter in-plane
lattice constant, such as to induce an in-plane compressive strain on the deposited
film. The T. thickness dependence (decreasing of T. for decreasing thickness of
the film) is less pronounced in films grown under in-plane compressive strain with
respect to films grown under in-plane tensile strain [101, 102]. Moreover, the LSCO
films grown on LSAO have a much higher T, than the one on STO, comparable to
the one of the bulk, or even exceeding it [7] (see figure 3.1).
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Figure 3.1: T, of thin film of LSCO grown on two different substrates (STO and
LSAO) subject to tensile and compressive strain, compared to the bulk T, values.
Red circles are T, of films grown on LSAQO, while the blue circles are T, of films
grown on STO from reference [7]. The dotted line represent the T. of the bulk
compound, from [§].

It has been argued that the enhancement of the superconducting properties can be
linked to the expansion of the ¢ — axis due to the Poisson effect [103]. This specu-
lation was strengthened by another results obtained by MBE: in 1998 Loquet et al.
succeeded in depositing 15 nm thick underdoped LSCO films on LSAO with an en-
hanced T. of 49 K! [34]. In this work, not only the importance of the stoichiometry
of the deposited material was emphasised, but also that of the defects and strain
relaxation in the film, as well as that of the stacking sequence of the atomic layer
at the interface. However, it has been argued that this huge enhancement of the T,
cannot be the result of the strain effect alone, and the expansion of the ¢ — axis

!This value must be compared with the bulk T, of 25 K, corresponding to the same doping
level of x=0.1 of the films reported in the paper.
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3. Growth and characterization of LSCO ultra-thin films

can be explained also by the introduction of oxygen [58]. Indeed, it is well known
that the critical temperature of LSCO thin films is very sensitive to the oxygen non-
stoichiometry [9]. In particular, the intercalation of extra oxygen in underdoped
LSCO lead to a considerable increase of the critical temperature, while this effect
is reduced and almost negligible in optimally doped LSCO films [9, 58]. This effect
can be explained using as starting point the mother compound of LSCO, LayCuOy
(LCO). LCO can be doped either with oxygen (LagCuOg4yy) or with Strontium
(Lag xSryCuOy). Moreover, the T, for optimally O-doped LasCuQOyyy is even higher
than the one of the optimally Sr-doped LSCO [104]. Therefore, Lag,SrxCuOy4yy
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Figure 3.2: Oxygen and strontium co-doping effect on LSCO films. Adapted from
reference [8, 9]

can be co-doped with both Sr and O. Co-doping underdoped LSCO with O results
in a compound which seemingly follows the superconductivity of O-doped LCO, by
having a critical temperature T, ~ 45 K independent on the Sr concentration (see
figure 3.2). The oxygen doping compensates for the Sr deficiency bringing under-
doped LSCO to the optimally doped level. On the other hand, the effect of the
oxygen co-doping in an already optimally doped LSCO film is weak and almost neg-
ligible. It has been also demonstrated that in principle it is possible to explore the
entire phase diagram by changing the oxygen concentration of an underdoped LSCO
film by post-annealing the films in an ozone rich environment [105]. Indeed, ozone
has an oxidizing power six orders of magnitude larger than molecular oxygen [58],
and it has been widely used to enhance the superconducting properties of LSCO
films or to study the oxygen co-doping dependence of the T, of LSCO. Nonetheless,
since it is extremely complicated to disentangle the contribution of the oxygen and
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3. Growth and characterization of LSCO ultra-thin films

strontium doping, and of the strain, on the critical temperature, it is legit to object
that the ground state of LagSryCuO4 and Lay SrcCuQO4yy, may be different. In
other words, the phase diagram of oxygen co-doped LSCO may be different from
that characterizing the Sr-doped one. For this reason the aim of this thesis work is
the growth of optimally doped LSCO thin films by PLD, with T, values comparable
to the bulk values, without the use of in- or ex-situ ozone post-annealing.

Growing LSCO by PLD can be an extremely undertaking task. To our knowledge,
there is only one previous work reporting LSCO films grown by PLD on LSAO sin-
gle crystal [106], and few more of LSCO grown on STO with an LSAO buffer layer
[107, 108], with a superconducting transition comparable to the bulk one in terms of
critical temperature and width of the transition. In general, there is a large spread
of T, values in film grown by PLD. Moreover, it is worth noting that the largest
spread of the results has been obtained in reports where untreated commercially
available LSAO substrate where used [100-102, 109]. In these cases, the films pre-
sented deteriorated superconductive properties, with T. lower than the bulk, and
significantly broadened transition. These negative effects were found to be exacer-
bated in thinner films.

In the following the results of the growth optimization of optimally doped LSCO
ultra-thin films will be presented and compared to the aforementioned references.

3.2 Choice of the substrate: LaSrAlOy4

In the last decades, it has been widely demonstrated that the superconductive prop-
erties of LSCO thin films can be tuned by a proper choice of the substrate, even
exceeding the bulk T. [9, 34, 100, 101, 107]. To obtain high quality thin films with
a specific crystal orientation, substrates with lattice parameters close to those of
the film are typically used. If not too large, the substrate/film mismatch can be
exploited to induce a specific type of strain on the film (see figure 3.3).
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Figure 3.3: Quick illustration of the difference in in-plane lattice parameter of
the substrates LSAO and STO compared to LSCO, with consequent type of strain
induced.

The most commonly used substrates for LSCO growth are: SrTiOs; (STO) with a
cubic structure of lattice constant agro = 3.905 A, and LaSrAlOy, isostructural with
LSCO, and with an in-plane lattice constant arsso = 3.756 A. In the STO case,
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3. Growth and characterization of LSCO ultra-thin films

the lattice constant is 3% larger than optimally doped Laj g55r9.15CuOs (aLSCO =
3.777 A for optimally doped LSCO), thus inducing in-plane tensile strain that, for
the Poisson effect, shrinks the out-of-plane lattice constant ¢ and commonly causes
the reduction of the critical temperature [7]. In contrast, the LSAO in-plane lattice
parameter is 0.5% smaller than LSCO. This causes the elongation of the ¢ axis and
tend to increase the T. of the films [7, 58]. The thickness of the film is another
parameter that can be used to tune the strain on the film. As the thickness of
the film increases, the strain gradually relaxes and the effect of the substrate/film
interface on the structural and transport properties diminishes.

For the purpose of this thesis, we have grown optimally doped LSCO films of 15 u.c.
on LaSrAlO, (001) substrate to maximize the effect of compressive strain. Here,
it is worth noticing that the strain is instrumental to modify the ground state of
LSCO, and shed light on the intricate physics described in the previous chapter. The
epitaxial strain induced by the substrate has been used in recent years to control the
atomic positions and therefore the strengths of the interactions. Strain in cuprate
HTS allows to control not only the critical temperature, as previously mentioned
[[7, 34, 58]], but also the magnetic-exchange interaction [110] and the charge density
waves [111-113]. As discussed in the previous section, in LSCO there is a strong
thickness dependence of the T.. In-plane tensile strain (i.e. using STO) on 15
u.c. thick films would have led to an excessive degradation of the superconductive
properties [100]. Although the degradation of T. by reducing the thickness is still
present also in films grown on LSAQ, the effect is much more weakened with respect
to STO [101].

3.2.1 Substrate treatment and characterization

We used two different batches of substrates, respectively purchased from CRYSTAL
GmbH in Berlin (Germany), and SurfaceNet GmbH in Rheine (Germany). The
CRYSTAL substrates were double-side polished 10x10x0.5 mm?, that we cut in 5x5
mm? sized chips with a dicing saw. The SurfaceNet ones were instead one-side
polished 5x5x0.5 mm?3. It is well known that in LSCO films the quality of the
substrate surface is critical to obtain good superconductive properties in the films,
and that the substrate surface condition can introduce an additional huge factor of
variability in the resulting films [11].

To this purpose, we have tried several different substrates treatments to increase the
reproducibility of the results, including Ar* ion etching, chemical etching, O, plasma
ashing, and annealing. In figure 3.4 we report the result of AFM measurements for
the optimized annealing process, which led to the best surface condition among the
tested processes. The substrates were first cleaned with cyclopentanone for 5 min in
ultrasonic bath (USB), wiped with cleanroom paper while rinsed with isopropanol,
and then annealed for 3 h at a temperature of 950 °C.
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Figure 3.4: AFM image of the S06 LSAO substrate surface: a) before any treatment,
b) after annealing for 3 h at 950 C.

Figure 3.5: RHEED diffraction pattern of one of the SurfaceNet LSAO substrate.
The strong specular spot, and the streak-like side spots indicate a flat surface.

As it is visible from the AFM image after the treatment we obtain an atomically
flat surface, with steps of height ~ 6 A corresponding to half unit cell of LSAO.
Moreover, the Reflection High Energy Electron Diffraction (RHEED) pattern is
consistent with the AFM measurements, where the presence of the specular and
side spots indicate a flat surface. The RHEED technique and its significance will be
discussed in more details in the following section.

3.3 Pulsed Laser Deposition assisted by RHEED

LSCO, and cuprates in general, are layered multi-component compound and their
epitaxial growth present several challenges to face. Since the compound transport
properties strongly depend on the ratio of different elements, obtaining a deposited
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Figure 3.6: Scheme of the pulsed laser deposition system and the RHEED system
used to monitor the growth.

film with the correct stochiometry is of crucial importance. Another key challenge
is to get films with smooth surface and high crystalline quality, which is a critical
requirement for fundamental studies of the material and the fabrication of high
quality nanodevices.

In the present work LSCO ultra-thin films were grown by pulsed laser deposition
method. PLD is one of the most widely used techniques for the epitaxial growth of
multicomponent materials, due to its ease of use and the preservation in depositing
materials of complex stochiometry. The main advantage of PLD derives from the
material removal mechanism: in PLD an excimer laser is focused on a target, re-
sulting in the ablation of some material. The ejected atoms, ions, molecules, and
clusters form the so-called plasma plume. In a simplified picture, one can consider
the ejection of the material to occur due to the target superheating, giving rise to
a rapid explosion. In contrast to thermal evaporation, where the vapor composi-
tion is dependent on the vapor pressure of the elements present in the target, the
laser-induced plasma plume has a similar stochiometry to the target. In general, the
PLD is the easiest way to obtain a film with the desired stochiometry. However, as
discussed in section 3.1, in PLD is not possible to have a complete control on the
deposition dynamics, moreover there are several parameters affecting the growth of
the film. The laser fluence (F), the pulse repetition rate (f), and the background
oxygen pressure (Pg,) during the growth mainly affect the size and the shape of
the plume. The substrate temperature (Ty.,) during deposition, and the distance
between the target and the substrate (drs) mainly influence the kinetics of the
deposited atoms.

In addition, in our PLD an electron gun was available to monitor the film growth by

27



3. Growth and characterization of LSCO ultra-thin films

reflection high energy electron diffraction (RHEED). RHEED is a surface-sensitive
technique that uses a highly collimated electron beam of energy 10-100 KeV that
irradiates the substrate surface at a grazing angle. The electrons are then scattered
and collected by a photoluminescent screen inside the chamber, creating a diffraction
pattern. The pattern is the result of the intersection between the Ewald’s sphere,
which represents the allowed scattering condition for the electrons, and the reciprocal
lattice rods of the crystal surface. Different crystallinity of the surface give rise to
different rods in the reciprocal space, resulting in different RHEED patterns, as
shown schematically in figure 3.7.
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Figure 3.7: Schematics of different types of surface, in real-space morphology, in
reciprocal space, and their RHEED pattern. Adapted from reference [10].

Therefore, it is possible to retrieve useful information about the surface quality
from the RHEED pattern. Moreover, the intensity of the spots oscillates in time
during the deposition of the film. Each time a unit cell layer is deposited (half unit
cell in the case of layered structures as LSCO) the intensity of the signal is partially
recovered. Useful information can be understood observing the intensity of the spots
as a function of time: the deposition rate of the film, to determine the deposition
time for a given thickness, and the growth mode of the film, as an indication of the
effectiveness of the growth parameters.

3.4 LSCO film characterization

Lay g5510.15CuO, ultra-thin films were grown on LaSrAlO4 (001) by PLD using an
KrF excimer laser (A = 248 nm). The Temperature during the deposition (7.,) and
the oxygen partial pressure (Py,) were set to 750 °C and 0.1 mbar respectively. The
laser energy (E), and the spot size of the laser (Agpot), defining the energy density of
the impinging beam on the target E; = E/Agpot, together with the target-substrate
distance (drg), were kept as free parameters for the optimization of the growth con-
ditions. All film thicknesses are set constant at 200 A, except for one sample of
500 A used for the nanowires fabrication. The thickness was calculated from the
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RHEED oscillations during the growth, and then confirmed by X-ray reflectivity
(XRR) measurements. The surface morphology was characterized with AFM mea-
surements, while the structural quality of the film was evaluated by X-ray diffraction
(XRD), and XRR. Transport properties were measured with a Physical Property
Measurement System (PPMS), from room temperature down to T = 5 K. Finally,
some of the samples were post-annealed at 150 °C in an ozone-rich environment at
ambient pressure, for a duration up to 3 h, to determine the effect of excess oxygen
in our films.

3.4.1 RHEED
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Figure 3.8: a) RHEED pattern of one LSCO film after the deposition. b) Intensity
as a function of time of the central spot of the RHEED pattern during the growth.
The signal is magnified in the inset to highlight the surface relaxation characteristic
of the layer-by-layer and step flow growth mode.

In figure 3.8a) the in-situ RHEED pattern of a representative LSCO film after the
growth is shown. As discussed in the previous section, the presence of one intense
spot is the indication of a 2D surface. However, the slightly streak-like elongation
of the peaks may indicate a marginal presence of small crystal domains on the
surface. In figure 3.8b) the intensity of the RHEED pattern monitored during the
growth is reported. During the first part of the growth, the intensity oscillations
characteristic for the layer-by-layer (LBL) growth mode were observed. From the
oscillation it has been possible to retrieve the grow rate of the film, and estimate
the deposition time to deposit 15 unit cells. Since LSCO is a layered peroskite, the
intensity of the RHEED signal is partially recovered each time half an unit cell is
deposited, therefore two oscillations of the RHEED pattern correspond to one unit
cell deposited. In the final part of the deposition, the growth mode changes from
LBL to step flow (SF). At high deposition temperature, the adatoms have energy
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high enough to migrate across the surface terraces before encountering other adatoms
or starting to nucleate in islands. Step flow growth occurs when the adatoms have
diffusion length larger that the terraces size, such that the adatoms find several
favourable attachment site on the step edge of the terraces. This causes the step
front to propagate, leaving a very smooth atomically flat surface with a terrace-like
structure. It is worth noting that the surface relaxation at each laser pulse can
be observed during the entire deposition process, indicating a high quality of the
growth. In particular, it also confirms that the actual growth mode of the film
during the last part of the film is SF and not 3D growth. At each laser pulse, the
ablated atoms arrive to the substrate/film surface in random positions, causing the
intensity of the signal to drop (see inset in figure 3.8b)). Then, the atoms diffuse
on the surface and eventually thermalize in atomic lattice site, contributing to the
diffraction pattern and therefore causing the signal to recover its intensity.

3.4.2 Surface
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Figure 3.9: AFM image of the surface of one of the films after the deposition.
Despite the presence of precipitates (indicated by the arrow) on the film, the surface
is flat with a low roughness value R,. The image was taken in tapping mode.

The surface quality of the films was determined with the AFM in tapping mode.
AFM is a powerful instrument that allows the construction of a 3D map of the
surface of the sample, giving quantitative and qualitative information about the
surface, in terms of roughness, presence of precipitates or particles, and 3D islands.
For each film, the surface was measured ex-situ after the deposition, to avoid possible
contamination due to a prolonged exposure to air. In figure 3.9 the image of the
surface of one representative sample is shown. The roughness value of the surface
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(Rq) is small, R, ~ 0.6 nm, corresponding to a flat surface and confirming the
evaluation of the surface performed with the RHEED. However, one can notice the
presence of precipitates of width ~ 50 nm on the surface, indicating an excess of
some of the constituent element of the film, that probably increase the roughness of
the surface.

3.4.3 Crystallinity
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Figure 3.10: X-ray reflectivity measurement of one representative LSCO film. The
scan is centered at the critical angle of the surface. The blue line represent the
experimental data of the XRR profile of the film, the red line is the fitted curve.
The estimated thickness of the film is shown in the box.

To further verify the surface quality of the films, specular x-ray reflectivity (XRR)
measurements were performed. The quality of the crystal structure of the film was
instead investigated by x-ray diffraction (XRD) measurements. The XRR mea-
surement of one of our film is reported in figure 3.10. XRR is a surface-sensitive
scattering technique, that allow to retrieve useful information about the surface
roughness and the thickness of thin films. In XRR the sample is irradiated by a
monochromatic X-ray beam at a glancing angle, and the X-ray intensity profile is
monitored along the specular direction (i.e. the glancing angle and the exit angle are
equal). In multilayered samples, the X-ray are partially reflected at each interface,
creating an interference pattern called Kiessig fringes (see figure 3.10). From the
period of these oscillations is possible to estimate the thickness of the film, while
the intensity of the oscillations is related to the roughness of the surface. From the
data fit, we estimated a thickness t ~ 18.5 nm. This value is in very good agree-
ment with the value predicted from the RHEED oscillations. The small mismatch
between these values (about 1 u.c. layer) is due to a possible change of the growth
rate when the growth mode changes from LBL to SF. Moreover, the intense Kiessig
fringes confirm once again the excellent quality of the surface.
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In figure 3.11 the X-ray diffraction characterization of a LSCO film is presented. In
XRD the photons are scattered by the regular array of atoms creating an interference
pattern. The interference is constructive along specific directions determined by
the Bragg’s law, giving rise to peaks in the diffraction pattern. This diffraction
pattern can be obtained monitoring the intensity profile of the diffracted X-ray,
keeping the angle between the incident beam and the surface (w) equal to the angle
between the incident beam and the detector (20). The so-called 20 — w scan gives
information about the crystallinity of the sample. Moreover, it is useful to investigate
the presence of spurious peaks due to unwanted secondary phase in the film. In
addition, it is possible to retrieve more accurate information about the mosaicity of
the film performing an w scan. In this case the detector is fixed at the angle where
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Figure 3.11: a) 20 — w symmetric scan of the LSCO (004) and LSAO (004) reflec-
tions. It is possible to note the presence of a smaller extra peak, corresponding to
the LapO3 (011) reflection. b) Rocking curve of the LSCO (006) reflection. The
FWHM of the peak is reported on the top right part of the plot.

the Bragg reflection is expected and the sample is tilted, recording the intensity of
the diffracted X-ray as function of w. The resulting peak is called rocking curve.
The width of this peak depend on the degree of alignment between different crystal
grains of the thin film. A narrow peak correspond to well aligned c-axis orientations.
Figure 3.11a) shows a symmetric 20 — w scan around LSCO (004) reflection. From
the position of this peak, together with those of the other (00n) peaks in the range
10°-80° (3.12) it has been possible to estimate the out-of-plane lattice parameter
¢ = 13.24 A, confirming that the film is actually under compressive strain (in the
bulk apsco = 13.226 A). Moreover, it is possible to note the presence of a small
peak corresponding to the LayO3 (011) reflection. We have associated the presence
of this peak with the presence of precipitates on the surface observed with the AFM
(see figure 3.9). Figure 3.11b) show the rocking curve of the LSCO (006) reflection.
The peak is quite sharp, with a FWHM =~ 0.3 was similar for all the films which
have been deposited. Although sharp, the rocking curve is broader that in other
LSCO films reported in literature at the same thickness [101, 107]. This broadening
could be due to the presence of the precipitates in the film, that may induce a higher
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degree of disorder.
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Figure 3.12: 20 —w symmetric scan of the LSCO (00n) and LSAO (00n) reflections
in the range 10°-80°. The smaller reflection peak belong to LSCO, while the higher
in intensity to LSAO. The out-of-plane ¢ parameter estimated from the brag peak
position of LSCO (is reported in the top right part of the plot.
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3.4.4 Electric transport
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Figure 3.13: In-plane R(T) normalized at 45 K, and dR(T)/dT around the super-
conducting transition for one of the best obtained film. The onset of the transition,
defined as the 10% of the first derivative is reported in green. In purple the midpoint
of the transition, defined as the maximum of the first derivative. In red the T.°,
defined as the temperature at which the resistance completely vanish. The width of
the transition is reported in gray, defined as the FWHM of the first derivative.

The transport properties of the films were measured with a Physical Property Mea-
surement System (PPMS). The resistance was studied from room temperature down
to 5 K. The samples were measured in Van der Pauw geometry, bonded with alu-
minum wire. Silver paint was placed on the bonds to improve the electrical contact
and reduce the noise introduced by a high contact resistance.

In figure 3.13 the R(T) normalized at its value at 45 K is shown for one of our best
film in the temperature range around the superconducting transition, together with
its first derivative. The T.°", defined as the 10% of the first derivative, is about 38
K. However we obtain a midpoint of the transition T,™¢ about 33 K, defined as the
maximum of the first derivative, and a T.? of 25 K defined as the temperature value
at which the resistance completely vanish. The width of the transition, defined as
the FWHM of the first derivative, is 3.4 K. Our results are comparable with the
reference values for the bulk compound [8], where T, ~ 39 K and T,™ ~ 37 K.
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However, the transition is broader with respect to the bulk one. As already dis-
cussed in section 3.1, several groups have reported broadened transition in the thin
films. It can be due to the presence of oxygen vacancies, or to the higher degree of
disorder of the film under strain with respect to the bulk. In particular, comparing
our results with previous work, for films of similar thickness (10 nm), and where the
stoichiometry of the film has been confirmed by Rutherford backscattering, similar
values of T,°® ~ 40 K and T.° ~ 25 K for optimally doped LSCO films were reported
[114]. Hence, it is reasonable to assume that our best films are optimally doped,
since the broader transition can be due to the structural properties of the film rather
than the stoichiometry. We shall give further confirmation of the stoichiometry of
our best films in the following section.
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Figure 3.14: Histogram for T, of our superconducting LSCO films.

However, in general we have obtained a spread of the T, values for our films. In
figure 3.14 a histogram of the T. of our superconducting samples is presented. This
is a well-know problem in LSCO films also grown by MBE. In figure 3.15 a similar
histogram showing the spread of the T, of LSCO films grown by MBE is shown
from reference [11]. In this work, the crucial importance of the substrate surface
quality for the growth of LSCO film has been reasserted. Indeed, a large spread of
the T. of LSCO films grown on untreated LSAO (figure 3.15a)) was observed. In
this case, the spread of the results was reduced after chemical etching of the LSAO
substrate with a methanol solution of hydrocloric acid (HCI), even if this chemical
etching process do not produce single-terminated LSAO surface. We have tried to
repeat the process for our samples, but unsuccessfully, on the contrary the chemical
etching has considerably deteriorated the surface of the substrate. The reason of the
difference between our result and that of ref. [11], concerning the chemical etching
process, is still under investigation.
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Figure 3.15: Histogram for T, of optimally doped LSCO film grown by MBE with
thicknesses between 50 and 5000 A on LSAO cleaned a) by organic solvent and b) by
chemical etching with methanol solutions of 1 vol.% hydrocloric acid (HCI). From

reference [11].

3.4.5 Ozone post-annealing
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3. Growth and characterization of LSCO ultra-thin films

To further confirm the stoichiometry of our sample with the highest T., we have
studied the effect of ozone post-annealing. As discussed in section 3.1 in LSCO
it is well known that the intercalation of excess oxygen contribute to the doping
enhancing the critical temperature. However, this effect is more pronounced in un-
derdoped LSCO, where the change in T, is remarkable. On the other hand, in
optimally doped LSCO the T, is almost insensitive to the extra content of oxy-
gen. Therefore, post-annealing a LSCO film in a highly oxidizing atmosphere will
result is a large change in T, for an underdoped film, while the change in T, for
an optimally doped will be negligible. In previous reports a mixture of ozone and
molecular oxygen is often used, since it is known that the oxidizing power of ozone
at low temperature is higher than that of molecular oxygen by a factor of more
than 10° [58]. We have post-annealed some films with lower critical temperature
and one of the best film with higher critical temperature in an O3/0O9 mixture. It
has been demonstrated that such temperature is high enough to fully oxidize under-
doped LSCO [58]. Moreover, we have previously demonstrated the effectiveness of
this process in considerably increasing the oxygen content in YBCO thin films and
nanostructures [115, 116]. The post-annealing was carried out in a system consisting
in a chamber with a constant Oy flow, where the sample was placed on a hotplate
at 150°C. Ozone was generated by UV radiation emitted by a mercury lamp em-
bedded in the system, that was kept active also during the cooldown of the sample.
The samples were post-annealed for 3 h plus the time to cooldown the sample to
room temperature of about 45 min (the warm up time is negligible since the sample
reached 150°C in few minutes). The results are summarised in figure 3.16 for one
of the best film and for one of the films with lower T.. In the case of the film with
lower T, the critical temperature changed considerably, while in the film with higher
T. the effect of the annealing was absent. This, together with the comparison of
the T, values with reference where the stoichiometry was confirmed by Rutherford
backscattering ([114]) bring to the conclusion that our films with the highest T, are
actually optimally doped LSCO films.
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Nanowires fabrication

In order to probe the ground state of cuprate HTS, characterized by the presence
of nanoscale orders as the stripe for LSCO or the CDW for YBCO, the fabrica-
tion of high-quality nanostructure with dimensions comparable to the characteristic
lengthscale (~ nm) of this nanoscale orders is required. However, the realization
of nanostructures preserving properties close to the bulk material is an undertaking
challenge for HTS cuprates. The reason has to be found in the chemical instabil-
ity of these compounds, that are prone to oxygen-out-diffusion, and in the extreme
sensitivity to defects and inhomogeneity due to the very shot coherence length &, in
the order of few nm. In particular, nanopatterning of LSCO has turned out to be
an extremely demanding process. To our knowledge, there is only one report of an
attempt of fabrication of LSCO nanowires [36]. However, the values of the critical
current density of their nanowires is about 1 x 10% A /em? | exceeding the theoreti-
cal limit for the depairing current predicted by the Ginzburg-Landau (GL) model.
Moreover, although they had at their disposal probably the best quality LSCO film
worldwide, they did not managed to obtain working nanowires with width smaller
than 300 nm, possibly due to the degraded quality of the devices after the fabrication
process [36].

In this thesis work we have successfully used Electron Beam Lithography (EBL), in
combination with an an amorphous hard carbon mask, and a soft Ar" ion etching
to realize LSCO nanowires with cross section down to 50 x 50 nm?. The parameter
of the fabrication process are discussed in the appendix ??. In the following, the
main steps of the improved nanofabrication process, already successfully used for
other cuprates [12, 13, 117], will be described.

4.1 Fabrication steps

The superconducting properties of the nanostructure are strongly affected by the
choice of the masking material, the resist backing temperature, and the ion milling
etching parameters. Although these parameters have been optimized for YBCO,
they have been proved to be optimal also other cuprates such as Pry  Ce,CuOys
(PCCO) [12, 13, 117]. With reference to figure 4.1 the main steps of the nanowires
fabrications are the following:

1. deposition of the film (discussed in chapter 3)

2. Right after the deposition the LSCO film is coated ex-situ by a 50 nm gold

(Au) capping layer.
3. A 100 nm thick hard carbon (C) layer is used as mask. Since carbon is very
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Figure 4.1: Schematics of the fabrication steps for LSCO nanowires described in
the text. Adapted from reference [12].
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robust to the Ar™ ion milling process, it protect the film underneath the ge-
ometries during the etching process. Moreover, carbon can be easily removed
by oxygen reactive ion etching. Then the carbon mask is covered with a double
layer of electron-sensitive resist.

4. A electron-sensitive polymer resist is exposed to an electron beam in corre-
spondence of the geometries. The interaction of the electron with the resist
changes the polymer structural properties, such that it can be easily removed
by soaking the sample in a chemical developer. In contrast, the unexposed
resist will not be removed during the development.

5. A thin layer of chromium (Cr) is deposited on the sample, it will serve as
protection for the carbon mask during the oxygen plasma etching.

6. The remaining resist is removed after the lift-off. At this point the carbon
corresponding to the geometries is covered with chromium.

7. The carbon not covered by chromium is removed with oxygen plasma etching,
and the mask is finally designed.

8. The geometries are transferred to the film with Ar™ ion milling etching. The
Au, the LSCO, and part of the substrate not covered by the carbon are etched
away with an Ar* ion beam. This is the most critical step in the fabrication
process. The beam current and voltage must be carefully calibrated to mini-
mize the interaction between the ions and the nanostructures. We decided to
set the beam voltage close to the etching threshold. The overheating of the
nanowires is mitigated by the presence of gold, moreover the sample is glued
on a metallic plate cooled with liquid nitrogen.

9. The remaining carbon is removed with another oxygen plasma etching and the
nanowires are ready.

The key feature of this improved nanopatterning procedure is the addition of a
gold capping layer between the film and the mask. The gold capping layer helps to
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4. Nanowires fabrication

minimize the damages to the nanostructures during the fabrication process. Capping
the nanowires with gold has a dual advantage: 1) due to the Au higher thermal
conductivity than carbon it helps to mitigate the heating of the nanostructure during
the ion argon milling step. Indeed, local overheating in cuprates causes oxygen-out-
diffusion, degrading the superconducting properties of the nanostructure. 2) The
Au layer also protect the surface of the nanowires during the O, plasma etching. It
has been demonstrated that, in YBCO nanowires capped with gold, the theoretical
GL limit for the depairing current can be reached [12]. On the other hand, it has
never been possible to achieve this result in nanowires without gold capping due to
the impurities and defects, introduced during the fabrication process, to which are
subject uncapped nanowires. The value of the critical current density close to the
GL theoretical limit is a clear indication of the high homogeneity and quality of the
nanowires capped with gold.
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Nanowires measurements

In this chapter we will present the results of the measurements of the nanowires,
in terms of superconducting transition, current-voltage characteristic, value and
temperature dependence of the critical current density J.. First, the choice of the
patterned film and the choice of the geometry of the nanowires will be discussed,
then the results of the measurements will be presented.

5.1 Nanowire geometry and film used for the nanopat-
terning

Due to the high criticality of the nanofabrication process, and since it was the first
time it has been applied to LSCO thin films at Chalmers, we decided to grow and
to nanopattern a 50 nm thick film to avoid possible complication in the process.
The film shows an onset of the critical temperature of about 26 K (shown in figure
5.1), lower than the one of the best film we obtained. However, the main objective
of the fabrication part is to confirm the reliability of the nanofabrication process by
investigating the quality of the nanowires. To this purpose it is not relevant if the
film is optimally doped or not. On the contrary, since underdoped LSCO is even
more sensitive to oxygen-out-diffusion, it represents the perfect benchmark to test
the efficiency of the fabrication process. We realized nanowires of different width,
from 50 to 500 nm. The width of the nanowire has been confirmed with the Scanning
Electron Microscopy (SEM) after the lift-off (step 6 in chapter 4) to avoid possible
contamination of the sample final devices caused by SEM imaging. A SEM image
of one 200 nm wide nanowire after the lift-off is shown in figure 5.2. It is worth
noting that the geometry of the nanowire has been designed in such a way to reduce
current crowding effects. Indeed, in case of sharp angles between the bridge and
the electrodes, the current density at the inner corners is enhanced compared to the
average current density at the centre of the bridge. This causes the current density
at the corner to reach the critical values while in the centre of the wire it is still
below that limit. As a consequence, depending on the ratio between the inner corner
bending radius and the bridge width, the current crowding can strongly reduce the
average critical current density of the bridge, even for bridge whose width is smaller
than the Pearl length [118].
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Figure 5.1: Resistance vs temperature measurement of the 50 nm thick film we
used for the nanopatterning.
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Figure 5.2: Scanning Electron Microscopy image of a 200 nm wide nanowire after
the lift-off (step 6 in chapter 4). In order to avoid current crowding effect the angles
of the nanowire are rounded.
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5.2 Measurement setup
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Figure 5.3: Schematics of the 4K dip-stick setup.

In figure 5.3 the schematics of the measurement setup is illustrated. The nanowires
were measured with a “He 4K dip-stick system, equipped with 44 DC lines. The
5 x 5 mm? sample is glued to a sample holder. The nanowires pads are bonded to
the sample holder pads with an aluminium wire. To cool down the nanodevices, the
sample holder is mounted in thermal contact with the *He pot located inside a dip-
stick that is then inserted inside the *He dewar, surrounded by a superconducting
magnetic shield. In this way the sample is cooled down to 4.2 K.

All the nanodevices are low-ohmic, with finite critical current. Therefore, the mea-
surements are performed in current bias mode. A high ohmic resistance Ry, is used
to bias the device, while the current is measured indirectly with a resistor with lower
resistance Rs. In order to minimize the digital noise, the cryostat and the Low Noise
Amplifiers (LNA) are placed inside an electromagnetic interference shielded room,
while all the electronics used for the measurements (function generator, analog to
digital converters, data acquisition system, and the computer) is instead out of the
shielded room. Finally, the signal is filtered by a LC filter.

5.3 Results

In this section the results of the measurements for the 50 and 500 nm wide nanowires
will be presented. The devices were characterized in terms of resistance vs temper-
ature superconducting transition, current-voltage characteristic, and temperature
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dependence of the critical current density. We fabricated also nanowires of width
100, 200, 300 but due to the degradation of the carbon mask during the fabrication
process, in the region where those devices were placed, they were damaged. For this
reason, we could not measure these nanowires and we focus the discussion on 50 and
500 nm wide devices.

5.3.1 Resistivity vs temperature
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Figure 5.4: Resistance around the superconducting transition for a 50 and 500 nm
width nanowire. It can be noticed that the the transition is broadened in both cases,
but it is more pronounced in the narrowest nanowire.

We have measured the resistance of the 50 and 500 nm wide LSCO nanowires as
a function of the temperature, from room temperature (~ 300 K) to 5 K. The
results of the measurements, with a focus on the temperature range around the
superconducting transition, are reported in figure 5.4. The current and voltage
probes are located at the end of two wide and long electrodes, with width w > 10 nm
and length [ > 10° nm, connected at the nanowires. Therefore, the first transition
at higher temperature is related to the electrodes, while at lower temperature the
broader transition of the bridge occur (around ~ 23 K). It is worth noting that the
first transition of the electrodes is ~ 2 K lower than the one of the bare film of
LSCO. This is due to the Au capping layer that act as a shunt resistor, and not to
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a degradation of the superconducting properties of the devices. The reason is the
following: the measured resistance can be modeled as the parallel of two resistors,
the LSCO nanowire R,,(T"), and the gold wire R4, therefore the total resistance will
be R(T)~' = R;'(T)+ R,}. The resistance of the gold is much smaller than the one
of LSCO wire in the normal state, hence it becomes dominant at temperature close
to T.. Instead, when the temperature is low enough, the resistance of the LSCO
nanowire will be smaller than the one of gold, dominating the total resistance and
resulting in a "reduced" critical temperature.

Moreover, it can be noticed that the broadening of the transition for the narrowest
nanowire is more pronounced than the for wider one. To understand the underlying
reason we have to take into account the effect of thermal fluctuations. Indeed, in
system with reduced dimensionality it can be observed that the superconducting
phase transition is frequently not sharp, even in absence of any inhomogeneity. In
1D wires (w, t < &) this broadening is due to thermally activated phase slips (TAPS)
that, having spacial extension of the order of the coherence length, hence of the wire
diameter, disrupt locally the flow of supercurrent, resulting in a non-zero resistance
of the wire [119-121]. Instead, in 3D wires (w > 4.44¢,1 > 3.49¢), the resistive state
in triggered by the Abrikosov vortices crossing the wire below T, even at low bias
currents [46, 122, 123]. Both this models predict a transition broader in temperature
for decreasing wire width, in complete agreement with our data. In particular, the
energy barrier for the vortices crossing the wire is proportional to the width of the
wire.
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5.3.2 Current-voltage characteristics
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Figure 5.5: Current voltage characteristics for a 50 nm width wire, in blue, and a
500 nm width wire, in red.

In figure 5.5 the current-voltage characteristics (IVC) at 4.2 K of a 50 nm and a 500
nm width nanowires are presented. It can be noticed that the 50 nm wide nanowire
present a flux-flow like IVC at high bias voltage, and then a small switch from zero
voltage to a finite voltage state at lower bias. On the other hand, for the 500 nm
wide nanowire the IVC is flux-flow like in the entire range of bias voltage. The origin
of the small switch for the narrowest nanowire is still under investigation. However,
it has been observed also in state-of-the-art YBCO nanowires of similar dimensions,
where it has been proposed that this small switch could be associated to the vortex
motion [12, 123].

From the IVC of the nanowire it has been possible to determine the critical current
of the nanowires, with a voltage criterion of 20 V. From the value of the critical
current I, the critical current density J. has been determined as J, = I./wt, where
w and t are respectively the width and the thickness of the nanowire. The value of J.
for the 50 and 500 nm width nanowires are respectively J2° = 6.9 x 106 A/cm? and
J0 = 1.1x10% A/em?. As expected the value for the critical current density of the
narrowest nanowires is larger than for the wider one. The reason is that decreasing
the width of the nanowire is possible to approach the GL theoretical limit for the
depairing current density [13].
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5.3.3 Temperature dependence of the critical current den-
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Figure 5.6: temperature dependence of the critical current density for a 50 nm
width nanowire. The data are fitted with the Bardeen expression.

To further demonstrate the excellent quality of the 50 nm wide nanowires, in terms
of uniformity of the transport properties, we have measured the temperature de-
pendence of the critical current density (shown in figure 5.6), from 4.2 K up to the
critical temperature T. The data are well fitted with the Bardeen expression [124],
commonly used to describe low-temperature superconductors (LTS):

3
2

Jo(T) oc J° l1 - (;)21 (5.1)

where JU is the critical current density at temperature equal to zero. From the
fit it has been possible to extrapolate the value of J° = 7.7 x 10° A/cm? and of
T, = 23.5 K for our nanowires. As discussed in chapter 1.2 and 4, the J? value
must be compared to the GL theoretical limit for the depairing current .J, due to
vortex motion, representing the value for an ideal nanowire. For the calculation
of the depairing current we used values of A = 500 nm and ¢ = 3 nm compatible
with an underdoped LSCO with critical temperature of 23.5 K [5, 17|, obtaining
J, = 1.2x 107 A/em?. Therefore, our nanowires show a value for the critical current
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Figure 5.7: Normalized critical current density as a function of temperature for a)
overetched and optimally etched YBCO nanowires, b) YBCO nanowires with a gold
capping layers. From ref. [13].

density close (by a factor of ~ 1.5) to the theoretical GL limit. One possibility for
the reason why our nanowires show a lower depairing current than the expected one
could reside in the not perfectly optimized fabrication parameters. In particular, as
already said the most delicate step is the Ar™ ion etching. Although we used etching
parameters that showed a good universality among other cuprates, it is likely that
for LSCO it is required a further optimization to aim to perfectly homogeneous
defects-free nanostructures. Another possibility could be that the quality of the film
we used for the fabrication of nanowires was not perfect. Possible disorder in the
film, induced by the strain or by some non-stoichiometry, may results in non perfect
homogeneity of the transport properties, affecting the critical current density of the
nanowires.

To further demonstrate the significance of our results we have compared the critical
current density temperature dependence with state-of-the-art YBCO nanowires. In-
deed, it has been demonstrated that the Bardeen-like J. temperature dependence is
a signature of the high-quality of the nanowires in terms of homogeneity of the bridge
and uniformity of the transport properties [13]. In figure 5.7 the results obtained in
previous work for YBCO nanowires are shown [13]. In particular, in figure 5.7a) the
normalized J. temperature dependence for optimally- and over- etched samples of
different widths is illustrated, while in figure 5.7b) the normalized J. temperature
dependence for nanowires capped with gold is reported. It is immediate to notice
that in the case of uncapped nanowires, where defects and impurities are introduced
during the fabrication process, the J.(T') considerably deviates from the Bardeen
expression. They show values of critical current density in temperature both above
and below the expected ones. On the contrary, the agreement between the experi-
mental data and the Bardeen expression is excellent for the Au capped nanowires.
Moreover, the nanowires capped with gold show values of the critical current den-
sity very close to the GL depairing limit, further demonstrating the validity of the
previous assessment, while it has not been possible to obtain the same results in un-
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capped wires. Finally, also the reproducibility of the results is drastically increased
in Au capped wires. Our results corroborate the quality of the fabrication process
used for YBCO. Therefore, it is likely that the ultimate reason of the reduced J. of
our nanowires reside in the quality of the film rather than in the process itself. To
understand the reason further experiments will be carried out.

However, this work represent an important step in the fabrication of LSCO nanos-
tructures, and pave the way to obtain state-of-the-art LSCO nanowires with dimen-
sions in the order of the nanometers, and with the superconducting properties of
the pristine material.
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Summary and outlook

The main focus of the thesis was the growth optimization of optimally doped LSCO
ultra-thin film (15 u.c.) and their patterning into nanodevices. We have successfully
grown optimally doped LSCO film with T. comparable to the bulk one. The spread
of the film T is most probably due to the quality of the substrate surface. Moreover,
we succeeded in the fabrication of nanowires down to 50 nm width with transport
properties comparable to the pristine material. The high degree of homogeneity
of the nanowires has been demonstrated by comparing the critical current density
values to the GL theoretical depairing limit, and by studying the temperature de-
pendence of the critical current density. However, further optimization both of the
film growth and of the fabrication process is required to achieve state-of-the-art
LSCO nanodevices.

To conclude, we have worked on possible future research directions.

In order to reduce the spread of the growth results a particular attention must
be focused on the substrate surface preparation. To this purpose we propose two
possible methods to test and improve the quality of the substrate, and consequently
of the films:

1. Single terminated LSAO substrate. It has been demonstrated that is
possible to obtain single terminated LSAO surface, both (Sr,La)O (A-site)
terminated or AlO, (B-site) terminated [125]. This can be done annealing the
substrate in La-rich or in Al-rich environment respectively. Moreover, recent
work on LSCO growth with MBE has shown how single-terminated B-site
LSAO substrate are crucial to obtain state-of-the-art LSCO thin films [126].

2. LSAO buffer layer. Another possibility is to grow LSCO film on STO
with a buffer layer of LSAO, thick enough to completely relax the strain. This
method would have the advantages to grow in-situ both the LSAO buffer layer
and the LSCO film, and to allow a higher degree of strain tunability of the
film controlling the thickness of the LSAO buffer layer. On the other hand, in
this way the control on the termination of the LSAO buffer surface would be
missing.

After a further optimization of the growth conditions, the consequent step is to op-
timize the fabrication process for LSCO nanostructures. Considering the promising
results obtained in this work, we strongly believe that this will not be the main
challenge for future studies.

The next and most important step to take in this project is the realization of LSCO
thin films as a function of the strontium doping, and their nanopatterning, to study
the various intertwined orders in the underdoped regime and check how and if the
strain affects the ground state. Finally, the bare underdoped LSCO films will be also
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6. Summary and outlook

used for resonant inelastic x-ray scattering spectroscopy. This project in its entirety
will possibly add a fundamental dowel to the puzzle of HTS, giving important hints
to disclose not only the nature of this simple, but yet complex, material, but of the
whole cuprates.
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A

Appendix 1

The recipe of the nanopatterning procedures presented here are tailored for the
Nanofabrication Laboratory at the Department of Microtechnology and Nanoscience,
Chalmers. As a consequence, the used parameters are optimized for the equipment
available there.

A.0.0.1 LSCO nanowires

1.

10.

Film deposition: a 50 nm thick LSCO film is deposited by PLD on LaSrAlO,4
(001) oriented.

. Au capping layer: the film is coated with a 50 nm thick gold layer deposited

by magnetron sputtering deposition at a deposition rate of 7-8 A /sec.

. Hard carbon mask deposition: a 100 nm thick hard carbon mask is de-

posited by PLD at a deposition rate of 3 A/ sec. To improve the adherence
of the carbon layer, the deposition starts at low laser energy and it is then
increased after ~ 30 sec.

. E-resist coating: a double layer of electron beam polymer resist (e-resist)

is spin-coated on top of the sample. The bottom layer is MMA co-polymer
EL4, and the top layer is ARP6200:IPA 1:3. Both are spinned at 6000 rpm
and baked for 5 min at 95 °C.

. Electron beam lithography: the CAD mask file is exposed with the e-beam

JEOL JBX 9300FS system. The electron acceleration voltage is 100 kV. For
the small features (e.g. nanowires bridge) a current of 2 nA is used, while for
the big structures (e.g. electrodes) a current of 35 nA is used. In both cases
the dose used is 210 pC/cm?.

. E-resist development: the e-resists are developed at room temperature in

o-Xylene 96% (top layer) and in MIBK:IPA 1:3 (bottom layer), both for 35
sec.

Cr deposition: a thin layer of chromium (12 nm) is deposited on the sample
by electron beam physical vapor deposition, at a rate of 1 A /sec.

. Lift-off: the remaining e-resist is lift-off in 1165 developer, warmed at 60 °C,

for 10 min.

. Reactive Ion Etching (RIE): the unprotected C layer is removed by O,

plasma RIE fro 20 min at 50 W, and pressure 100 mTorr.

Art ion milling: the C mask geometry is transferred to the sample by LN2
cooled Ar* ion milling. This is the most delicate and important step of the
fabrication, therefore we report the critical parameters in table A.1.



A. Appendix 1

Parameter value
‘/beam [V] 300
Ibeam [mA] 2
Tpeam [HA/cm?] 30
Lnewtr [MA] 50
Ar, ion flow [scem] 5
Stage tilt [°] 5
Stage rotation ON

Table A.1: Ar" ion milling parameters.

11. RIE: the remaining carbon is removed by another Oy plasma RIE for 18 min,
with the same parameter of step 9.
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