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Abstract
With the International Maritime Organization’s (IMO) goal of reducing greenhouse
gas emissions 50% by 2050, the design and propulsion of ships must change rapidly.
The use of wind propulsion is one solution. A CFD analysis has been performed us-
ing the sail geometry of the Oceanbird Ro-Ro ship, with the purpose of determining
the forces on the sails.

Star-CCM+ has been used to analyze the NACA 0015 wing profile in both 2D and
3D. In 2D, the k − ω SST model has been employed to compare the lift and drag
coefficients with wind tunnel data and to show the effects of dynamic stall. In 3D,
the IDDES model has been used to compute the lift and drag coefficients with 3D
effects and to determine the interaction effects between multiple wings

CFD results show that lift and drag forces slightly differ from the forces seen in
previous wind tunnel experiments. The physical time plays an important role in the
simulations, both in the 2D and 3D situations, what has led to different conclusions,
mainly in relation to the setup of the mesh and physics of the investigation. Dynamic
stall affects the performance of the wing when rotating from one angle of attack to
another, being the biggest determinant the rotational speed. Both the integrity of
the structure and the thrust production need to be considered when establishing the
dynamic stall situation. In the multiple wing simulations, the rear wing has shown
to be severely affected by the leading wing during stalled conditions. Finally, the
frequencies of vibrations from vortex shedding have been calculated which are inter-
esting for the structural integrity of the rig, concluding that the stalled situations
should be avoided since the shedding frequencies could compromise the structure.

Suggestions for further work include wind tunnel tests to confirm the data in this
report and a more in-depth structural analysis.

Keywords: CFD, Oceanbird, Naval Architecture, NACA0015, Windship, Sailing,
Shipping, Climate Change.
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1
Introduction

This project focuses on investigating extreme conditions that wind powered ships
could encounter, when the wings have large angles of attack and the flow becomes
stalled. A stalled condition is reached when the flow separates from the airfoil and
does not re-attach [5]. This situation could also lead to large unsteady forces, harm-
ing the integrity of the whole ship. To investigate these conditions, different CFD
analysis are carried out by using the computational tool STAR CCM+. Moreover,
several methods are studied to develop the simulations and predict the loading con-
dition on a NACA-0015 airfoil.

In an early basis, the flow is studied in a 2D simulation for one wing to see where and
when the flow starts to detach from the foil and thus, find the worst possible sce-
narios. Moreover, this case gives the opportunity of comparing the results obtained
with experimental data from other available researches. Once this is performed,
the 3D simulation is developed to simulate the real sailing condition, analyse the
adverse situations and develop scenarios for wind tunnel tests. Finally, the forces
and vibrations involved are also studied. After finishing the one wing simulation,
the same procedure is used to investigate the interaction of multiple wings. This
simulation gives the most real possible solution.

1.1 A brief history of sailing

The use of wind as a means of propulsion in shipping is not a new concept. The
earliest known evidence of sailing ships is from 2000 BC in Egypt [7]. These boats
featured a single square sail for propulsion, a rig that existed until the Roman times
[7]. The first known depiction of a sailboat was painted on a Gerzean era jar, shown
in Figure 1.1 [1].

1



1. Introduction

Figure 1.1: The first known image of a sailboat [1]

Many other civilizations developed sailing ships in the early years, including: the
Vikings, the Romans and the Chinese. Development of sailing ships accelerated
between the fifteenth and seventeenth centuries, with the advent of the fully rigged
ship [8]. This is the era when sailing ships began to have more than one mast.
Development of merchant sailing ships continued until the end of the clipper ship
era from 1845-1875 [9].

The switch away from sailing ships was accelerated by the opening of the Suez
Canal. The Suez Canal enabled steamers to make the journey to the far-east. It
reduced the distance by half and there were several locations along the route where
the ship could be refueled [10]. The switch to steam occurred rapidly. By 1870 UK
shipbuilders started to produce more steam ships than sailing ships [10]. Sailing
ships still had their role in transporting certain low value cargoes like grain on long
distance routes such as the Australia to UK route. Sail remained the dominant
shipping method through the early turn of the 20th century on some routes [11].
The sailing trade continued to diminish, until 1949 when the German ship Pamir
became the last commercial sailing ship to round Cape Horn [12]. Since then the
sailing ship has not returned to commercial success. There was renewed interest in
wind propulsion during the 1970s oil crisis [13]. The Japanese Marine Machinery
Development Association (JAMDA) created around 10 different wind assisted ships
in the 1980s [13]. Wind ships have continued to be researched but have not been
met with commercial success. However, many new companies have been investing
in this topic in recent years.

1.2 Background
With the rise in global temperatures due to climate change, the shipping industry
must act to reduce harmful levels of pollution being emitted. The International Mar-
itime Organization (IMO) represents the United Nations’ specialized agency with
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1. Introduction

responsibility for the prevention of marine and atmospheric pollution by ships. The
agency has set CO2 reduction targets for global shipping, with the goal of reducing
greenhouse gas emissions by 50% by 2050 when compared with 2008 Greenhouse
Gases (GHG) emission levels. In April 2018, the IMO adopted the ’Initial IMO
Strategy on Reduction of GHG Emissions for Ships’, the initial contribution to the
global goals defined in the Paris Agreement to maintain the the global average tem-
perature below 2 deg C above pre-industrial levels. To fully achieve this goal more
needs to be done than simply switching to a less harmful fuel source. Sails have the
opportunity to significantly reduce the GHG emissions from shipping.

The Oceanbird is a joint project carried out by Wallenius Marine, KTH Royal Insti-
tute of Technology and SSPA. The goal for the ship is to carry 7000 cars across the
Atlantic Ocean at 10 knots with a transit time of 12 days. This will all be accom-
plished with a 90% reduction in GHG emissions compared with a diesel engine. This
is achieved with the use of 5 telescopic wing sails for the majority of the propulsion.

1.3 IT tools

1.3.1 Computational Fluid Dynamics
Computational Fluid Dynamics (CFD) is a way of analyzing fluid flow problems. All
CFD solvers have three main parts: a pre-processor, a solver, and a post-processor.
The pre-processor is involved with setting up the physics conditions, definition of the
boundaries, fluid properties and the mesh. The solver performs the calculations by
applying the governing equations in an iterative manner over each cell of the mesh.
The post-processor takes the resulting data and displays it in graphs or figures that
make it easier for the user to analyze.

At best, the CFD software will replicate the physics of the problem [14]. But this
accurate representation can be affected by both the mesh setup and the modelling.
In general, a finer mesh will produce more accurate results, but this is at the ex-
pense of computational time. The trade off between accuracy and computational
time make the mesh development key in any CFD simulation. The model also ef-
fects the results. In general, RANS is a good model and is used widely in CFD
simulations. However, in situations with large areas of separation it is better to use
another model. In this case the DES model is used.

1.3.2 Star-CCM+
For this project the CFD software Star-CCM+[15] is being used. Star-CCM+ is
a commercial CFD software that is developed by Siemens. The software uses a
finite volume method to solve the Navier-Stokes equation over the entire mesh.
Star-CCM+ has built in physics models such as k − ω and Detached Eddy Simula-
tion (DES) that make it a very useful package for this project.

3



1. Introduction

1.3.3 Vera cluster
In this thesis the computer cluster Vera was used for all simulations. Vera is a
Chalmers resource with additional help provided by Chalmers Centre for Compu-
tational Science and Engineering (C3SE). Access to this resource was essential for
completing this project.

4



2
Theory

2.1 Theory definition

In order to understand the main physics behind sailing, this chapter reviews the
different aerodynamic terms as well as the forces that appear on the foil when a flow
interacts with it.

2.1.1 Aerodynamic forces

The geometry of the cross-section of the foil can be described in four main terms:
leading edge, trailing edge and chord length and thickness. The leading edge is the
foremost part of the wing which has the maximum curvature, the trailing edge is the
aft part of the airfoil, the chord line is the straight line connecting the leading and
trailing edge, while the thickness varies along the foil and can be measured either
perpendicular to the chamber line or to the chord line [2].

Also, the body can be divided into two main different areas: suction and pressure
surface. The first one, also called upper surface, is associated with the higher veloc-
ity and lower pressure, while the pressure surface, or lower surface, has the opposite
behavior.

An airfoil subjected to a flow, creates an aerodynamic force due to the relative
motion between the body and the gas. This force arises from two causes:

• The normal force due to the pressure on the surface of the body
• The shear force due to the viscosity of the gas (i.e. skin friction).

The total aerodynamic force equals to both normal and shear forces integrated
over the foil’s exposed area. When this airfoil is moving relatively to the air, the
aerodynamic force appears in the backward direction and with an angle dependent
on the direction of the relative motion. This force can be decomposed into two, lift
and drag forces, which through the body’s center of pressure.

• Drag force acts parallel to the direction of the relative motion
• Lift force acts perpendicular to the direction of the relative motion

5



2. Theory

Figure 2.1: Aerodynamic forces [2]

In order to be able to compare the calculations with experimental data, non-dimensional
coefficients are introduced. In the case of the lift, the coefficient expression is de-
scribed as:

CL = 2FL
ρU2A

(2.1)

Where FL is the lift force, rho is the density, U the velocity and A the area of the
body.
The drag coefficient is presented as:

CL = 2FD
ρU2A

(2.2)

Where FD is the drag force.

In this project, the pressure coefficient is also used to study the behavior of the flow
around the foil, which is described next.

CP = p− p∞
0.5ρV 2

∞
(2.3)

Where p is the static pressure where the pressure coefficient is evaluated, p∞ is the
static pressure in the free stream, rho is the fluid density and V∞ is the velocity of
the flow.

2.1.2 NACA0015
National Advisory Committee for Aeronautics (NACA) are airfoil shapes for aircraft
and other structures wings. The shape of these airfoils is described by a series of
digits which can be entered into equations to generate the cross-section of the wing
and calculate the properties.

Lift and drag coefficients help to understand the behavior of a wing under different
circumstances of speed and direction of the wind. As presented in previous chapters,
the Oceanbird’s wing profile has a NACA0015-like shape, where the main charac-
teristics are its symmetry and a 15% thickness to chord length ratio [3]. Due to the
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2. Theory

need of operating with wind coming from both starboard or port side, symmetry
profiles help to achieve a full performance in every side of the wing for different
sailing circumstances.

Figure 2.2: NACA0015 wing profile [3]

2.1.3 Aspect Ratio
The aspect ratio (AR) is a geometric property of an airfoil that is shown to have
effects on the performance of the airfoil. It is defined as.

AR = S2

A
(2.4)

Where S is the wing span and A is the area of the wing. The difference in aero-
dynamics between a high and low AR is the effect of the wingtip vortices on the
lift and drag. Wingtip vortices are caused by the high pressure fluid on one side of
the airfoil spilling over to the low pressure side of the airfoil, it is shown in Figure 2.3.

Figure 2.3: Wingtip vortices on an airfoil [4]

With a high AR airfoil the tip is usually smaller, therefore the tip vortices have less
of an effect on the total area of the airfoil. The wingtip vortices are a major factor
in reducing the lift coefficient on a wing this is especially true of low AR wings [16].
To account for the effects of the AR is very complex, but an equation has been
formulated to capture a majority of these effects in a simple way [17].

Cl = Cl0

1 + Cl0
πAR

(2.5)

Where Cl is the final lift coefficient, Cl0 is the freestream lift coefficient, and AR
is the aspect ratio of the wing. This can be used to correct for any AR differences
when comparing data.
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2.1.4 Flow situations
In aerodynamics, the flow can be divided into two basic flow areas, the boundary
layer region and the external flow region, which are presented in Figure 2.4.

Figure 2.4: Boundary layer regions [5]

The boundary layer flow region represents the layer of air that is very close to the
region. Because of the viscosity of the flowing gas, in this case air, the particles
that touch the airfoil have zero speed with respect to the surface of the foil and
are carried out along by the wing. The air close to the surface moves with a finite
velocity while the air at the edge of the boundary layer moves with the speed of
the boundary layer. The second flow area, external flow region, corresponds to the
airflow and does not affect to the aerodynamic calculations regarding the viscosity.

Deeper into the boundary layer, it is also divided into three types. The laminar
boundary layer appears in the leading edge of an airfoil and it is characterized for
having a very smooth change of airspeed. In this situation, the lift coefficient is very
high compared to the drag. When the unsteadiness within the boundary layer starts
to develop, as well as disturbances due to, for example, a change of the angle of at-
tack, the smooth changes turn into more erratic flows, leading to a short transitional
boundary layer. When the unsteadiness and disturbances get even greater, the flow
becomes turbulent. In this case, the skin friction drag gets greater compared to the
laminar situation.

A stall condition corresponds to a reduction in the lift coefficient when the angle
of attack increases. This situation appears when the critical angle of attack of the
wing is surpassed. This critical point depends mainly on the fluid and Reynolds
number. In case of the NACA0015, this angle is between 17 and 18 degrees [18].

The Reynolds number is the ratio of the inertial forces to the viscous forces. When
the Reynolds number is high it indicates that the inertial forces dominate and after a
certain point can be considered inviscid. While low Reynolds numbers indicate that
the viscous forces play a significant part in the flow characteristics. The Reynolds
Number (Re) is a similarity parameter for the viscous forces and in general dictates
the flow velocity in CFD. It creates similar conditions for similar problems so that
results can easily be compared. It is defined by the following equation
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Re = ρV L

µ
(2.6)

where: ρ is the fluid density, V is the fluid velocity, L is the length, and µ is the
bulk viscosity.

Figure 2.5: Aerodynamic separation types [5]

It is also important to highlight that the airflow can be either attached or separated
to the wing. With low angle of attacks, the air flows attached along the foil but,
when this angle is increased, the boundary layer does no longer follow the surface,
appearing a separation of the flow. The separation occurs when the external pres-
sure in the surface increases too rapidly. Then, depending on the rate of change of
pressure, the separation can be laminar or turbulent.

2.1.5 Dynamic Stall

As observed earlier, drag coefficient affects negatively to the performance of the sail.
The higher this coefficient is, the less thrust the wing provides. Then, it is desirable
to have higher lift coefficients and a large difference between both aerodynamic co-
efficients.

Further into this, one possibility of delaying the appearance of the turbulent flow
separation is dynamically pitching the foil with a certain angular speed and to a
certain angle of attack. The shear layer near the leading edge rolls up to form
an leading-edge vortex (LEV), providing additional suction over the upper wing
surface (a-c. Figure 2.6). This additional suction leads to an increase in the lift and
stall delay. This phenomenon is called dynamic stall. However, the LEV situation
becomes rapidly unstable, detaching the flow from the foil (d-f. Figure 2.6). The
drag increases as well as the pitching moment, what can lead to violent vibrations
and high loads, thus fatigue and structural damage [19].
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Figure 2.6: Dynamic stall effect [6]

The rotational speed to create the dynamic stall condition depends, among other
parameters, on the reduced frequency. This frequency is dimensionless and defines
the degree of unsteadiness of the problem. Further, the reduced frequency can be
used to explain the variation of the lift and drag coefficients when the amplitude
is attenuated and the phase is lag [20]. The reduced frequency is defined as the
following expression.

k = ωb

V
(2.7)

where k is the reduced frequency, ω is the angular velocity, b is the airfoil’s chord
length and V is the flow velocity. Based on the value of the reduced frequency, it
can divide the flow into:

• Steady state aerodynamics: k = 0
• Quasi-steady aerodynamics: 0 ≤ k ≤ 0.05
• Unsteady aerodynamics: k > 0.05 (k > 0.2 is considered highly unsteady)

2.2 Meshing
A mesh is a discretized representation of a geometric domain. The domain generally
contains the study geometry, its content and its surrounding environment [21]. In
the case of this project, the domain represents a wind-tunnel containing the wing
that is studied. However, different setups, as it will be explained later, are performed
depending on whether the investigation is in 2D or 3D.

For this investigation, the meshes are generated with Star-CCM+. Due to this, the
parameters and concepts explained are related to those used by the software.

As explained earlier, the simulations are divided in two parts: 2D and 3D. The first
part has been used to analyse the influence of the mesh in the solutions. For this
analysis, results from both experimental and computational calculations have been
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compared in order to obtain an accurate and efficient mesh.

2.2.1 Star-CCM+ meshing

Simcenter Star-CCM+ provides several options for both surface and volume mesh-
ing operations. For Finite Volume (FV), the software computes values for all cell
centers, while for Finite Element (FE), it is done at element nodes. In this project,
different turbulence models that require volume control models are used, thus the
FV approach is performed in this investigation.

2.2.2 Computational domain

The computational domain refers to the portion of space where the CFD simulation
is performed. This form should contain all the physically important aspects of the
problem. Then, the domain has to be discretized into a computational grid, also
called mesh, to solve the discretized equations of the fluid [22] [23].

However, one critical aspect of the simulations is to evaluate the computational
space. If the domain is too big, the calculations will be slow and will take compu-
tational space, but if the domain is too small, some of the important phenomena
will be missed. In general, the visualization tool shows quickly and intuitively if
the mesh is adequate or not [24]. Although several studies propose different rules,
according to S. Leonardi and I.P. Castro [25], the domain should be at least 8 times
the length of geometry studied. This is taken as a base to do the simulations needed.

2.2.3 Boundary conditions

As explained in previous sections, the boundary layer flow corresponds to the flow
at the solid walls, where the fluid’s velocity is equal to zero. The boundary layer
refers to the transition layer between the wall and the flow. Since profiles with some
angle of attack can not employ wall functions [26], the boundary layer is defined all
the way to the wall with improved wall treatment by refining the mesh close to the
wall. In the case of Star-CCM+, the boundary layer characteristics are defined in
the so-called Prism Layer Mesher as it is explained in further sections.
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Figure 2.7: Boundary layer in a 2D plate

To resolve this boundary layer, a non-dimensional wall length parameter called y+
is used which describes the distance from the wall. This parameter should be no
longer than 1 for the no-slip conditions so then the flow is within the viscous sublayer
[27]. One of way of controlling the y+ value is controlling the near-wall thickness.
This parameter is calculated as:

y+ = yρu∗
µ

(2.8)

Where y is the thickness of the first mesh cell along the wall, ρ is the fluid density, u∗
is the representative value of the flow velocity in the wall region, hence the friction
velocity, and µ is the dynamic viscosity of the fluid [28]. Further into this, due to
the fact that a prism layer is used, the boundary layer thickness, σ(x) in Figure 2.7,
has to be calculated as well. According to the Blasius solution conditions, the layer
value is closely approximated by

σ99(x) = 5 x√
Rex

(2.9)

where x is the distance from the leading edge and Rex is the Reynolds number oc-
curring in the x direction.

2.3 Physics Models
When using Star-CCM+ for this CFD analysis, a physics model must be selected.
In this project the models that are being studied are the Reynolds Averaged Navier
Stokes (RANS) model and the DES model. Both are being studied to compare the
results, with the basic principles of each being described below.

2.3.1 Reynolds Averaged Navier Stokes (RANS)
The Reynolds Averaged Navier Stokes (RANS) model is a common model used in
CFD today. RANS is a model that uses average values for the variables in steady
state and dynamic flow fields. It also can be used with unsteady simulations when
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using the modified Unsteady Reynolds Averaged Navier Stokes (uRANS) model. In
addition to the RANS model itself, it also needs a turbulence model to calculate the
turbulent effects on the flow field. These turbulence models are explained further in
the sections below.

2.3.2 k − ω SST Model
The k − ω Shear Stress Transport (SST) model is a turbulence model that is used
alongside a RANS simulation within Star-CCM+. This model shares similarities to
the k − ε model, being the main difference that the k − ω SST model uses a hybrid
approach.

Far away, only the k − ε is used but within the boundary layer the k − ω is used.
In the region adjacent to the boundary layer a combination of both approaches is
used. The standard k − ε model is written as:

∂

∂t
(ρk) +∇ · (ρUk) = ∇ · ((µ+ µt

σk
)∇k) + Pk − ρε (2.10)

∂

∂t
(ρε) +∇ · (ρUε) = ∇ · ((µ+ µt

σk
)∇ε+ C1εPk

ε

k
− C2ερ

ε2

k
(2.11)

Equation 2.10 represents the kinetic energy and equation 2.11 is the dissipation
equation. The difference with the k−ω model is a substitution within the dissipation
equation.

ε = Cµkω (2.12)

If equation 2.12 is inserted into equation 2.11 we get an equation that is very similar
to the k − ω model, with the exception of an additional term. Performing the
substitution gives:

∂

∂t
(ρω) +∇ · (ρUω) = ∇ · ((µ+ µt

σk
)∇ω + γ

νt
Pk − βρω2 + 2ρσω2

ω
∇k : ∇ω (2.13)

When comparing equation 2.13 with the k − ω model one can see that the only
difference is the last term. To establish the equation in the k − ω SST model the
equations need to be controlled. If the additional term in equation 2.13 is multiplied
by (1 − F1), it turns into a blending function that controls when k − ω or k − ε is
used.

2(1− F1)ρσω2

ω
∇k : ∇ω (2.14)

when:

F1=0, the model is pure k − ε
F1=1, the model is pure k − ω
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Within Star CCM+ the blending function (F1) that is used is

F1 = tanh([min(max(
√
k

0.09ωd,
500v
d2ω

), 2k
d2CDkω

)]4) (2.15)

Equation 2.15 will control how much effect either k− ε or k−ω have on the model.
The equation depends on the distance from the wall (d). At the wall F1 will approach
1 while far away from the wall F1 will approach 0. In addition to blending the
dissipation equation F1 also blends together the coefficients, such as β and σk. A
more standard way of representing the transport equations in the k− ω SST model
is

∂

∂t
(ρk) +∇ · (ρkv̄) = ∇ · [(µ+ σkµt)∇k] + Pk − ρβ∗fβ∗(ωk − ω0k0) + Sk (2.16)

∂

∂t
(ρω) +∇ · (ρωv̄) = ∇ · [(µ+ σωµt)∇ω] + Pω − ρβfβ(ω2 − ω2

0) + Sω (2.17)

2.3.3 Detached Eddy Simulation (DES)
The DES is a hybrid model that combines RANS with LES depending on the location
within the mesh. RANS simulations are applied to the boundary layers, while the
Large Eddy Simulation (LES) are applied in the unsteady separated regions. The
integral length scale is very important in LES as the mesh requires a minimum of 4
cells to resolve an eddy.

l0 = k1/2

Cµω
(2.18)

The integral length scale is shown in equation 2.18. In an attempt to resolve much
of the turbulent kinetic energy without using too much computational power, an
80-90% resolution rate is considered satisfactory. To achieve an 80% resolution rate
the integral length from equation 2.18 must equal to the length of 5 cells. To get
a satisfactory mesh this simulation will need to be run several times to refine the
mesh in the right locations.

The standard DES model in Star-CCM+ is the Improved Delayed Detached Eddy
Simulation (IDDES). For an IDDES model ω, the specific dissipation rate, is re-
placed in equation 2.16. It is replaced with a new value of ω̃.

ω̃ =
√
k

lhybridfβ∗β∗
(2.19)

2.3.4 Transition Models
The transition model is applied to the turbulent kinetic energy equation shown in
equation 2.13 through the γ term. It controls the production of turbulent kinetic
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energy. That term represents the intermittency of the transition. A value of 1
indicates a fully turbulent flow, where 100% of the domain is turbulent. Conversely,
a value of 0 indicates a fully laminar flow where turbulence does not exist within
the domain. Within Star-CCM+ there are several transition models available. The
two that are of most interest are the Gamma Transition and the Gamma ReTheta
Transition. They are both solve the intermittency transport equation.

d

dt
(ργ) +∇ · (ργv̄) = ∇ · [(µ+ µt

σf
)∇γ] + Pγ − Eγ (2.20)

where ρ is the density, v̄ is the mean velocity, µ is the dynamic viscosity, µt is the
turbulent eddy viscosity, σf is the model coefficient, Pγ is the production term, and
Eγ is the destruction term.

The difference between the Gamma Transition and the Gamma ReTheta Transition
lays in the production and destruction coefficients: σf , Pγ, and Eγ. The Gamma
ReTheta Transition model solves for two additional transport equations in addi-
tion to the two-equation SST K-Omega model. In contrast, the Gamma Transition
model only solves for one equation—it is therefore faster and less computationally
expensive than the Gamma ReTheta Transition model [21].

2.3.5 Courant Number
In order to accurately capture the time dependent flow simulation, the Courant
Number needs to be set to a value less than 1.

CFL = U∆T
∆x (2.21)

where U is the free stream velocity, ∆T is the time step, and ∆x is the length of
the cell.

This constraint needs to be satisfied because otherwise the fluid particle could be
lost within the domain. A Courant Number of less than one physically represents
that one fluid particle cannot move through more than one cell during one time step.
Since ∆x is set during the mesh process, U is known and Courant-Friedrichs-Lewy
(CFL) must be less than one, the time-step is calculated from equation 2.21. Within
Star-CCM+ this can be set automatically using the Convective CFL Condition. All
that is needed within Star-CCM+ is a target and maximum CFL number. Once
that is set an appropriate time step will be chosen within the program. The Star-
CCM+ routine considers both the CFL number as well as the Von Neumann stability
conditions.

2.4 Fast Fourier Transform (FFT)
A fast Fourier transform (FFT) is an algorithm that computes the discrete Fourier
transform (DFT) of a sequence, or its inverse (IDFT). Fourier analysis converts a
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signal from its original domain (often time or space) to a representation in the fre-
quency domain and vice versa. The DFT is obtained by decomposing a sequence of
values into components of different frequencies [29]. The algorithm was developed
in 1965 by James Cooley and John Turkey [30]. The Fast Fourier Transform (FFT)
will show all frequencies detected in the signal and the strength of each frequency
component in relation to the other components. The algorithm changes the x axis
form time to frequency and decomposes the signal into it’s pure frequency compo-
nents. It is an optimized version of the Discrete Fourier Transformation (DFT)).

Ak =
N−1∑
n=0

e−i
2π
N
knan (2.22)

The FFT is prefered over the DFT due to the speed of the computation. Going from
DFT to FFT results in the computation being reduced from O(N2) to O(Nlog2(N))
[31]. This becomes a massive savings in computational power when the inputs are
large.
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The aim of this project is to investigate the response of the Oceanbird’s wing un-
der different wind conditions. This wing represents a cross-sectional shape of a
NACA0015 airfoil. In order to verify the values obtained with CFD in Star-CCM+,
the results have always been compared with the experimental data obtained by San-
dia National Laboratories regarding the lift and drag coefficients [32].

The data from the Sandia National Laboratory was tested at Wichita State Uni-
versity in a wind tunnel with dimensions of 7 feet (2.134 m) by 10 feet (3.048 m).
During testing, the wind tunnel was fitted with inserts to simulate two-dimensional
conditions. The 2-D test section becomes 3 feet (0.914 m) wide by 7 feet (2.134 m)
tall with the inserts in place. The airfoils were then mounted to both inserts. The
airfoil was rotated from a 0 to 180 degree angle of attack. The control mechanism
to control the angle of attack only had a range of 60 degrees, so the model had to be
re-mounted three times to get the full range of motion. The airfoils were designed
to be aerodynamically smooth and had a chord length of 6 inches (15.24 cm) in
length. The tests were run at several Reynolds numbers, one of which matches the
Reynolds number in this investigation. With this data, the CFD investigation could
be checked and confirm that the simulations were properly executed.

The comparison with Heng Zhu’s work [33] is to compare the results between CFD
simulations. Zhu used the software OpenFOAM which is interesting to be compared
with this project’s STAR-CCM+ investigations. Any effects due to the solver will
hopefully be shown with this comparison.

The project is divided into two parts- 2D and 3D simulations. The first part investi-
gates the effect of the mesh in the solutions, as well as the dynamic stall condition.
In the case of the 3D, the simulations cover the problems relates to structure forces
and vibrations, together with the interaction of multiple wings.

3.1 Geometry

The geometry that is used in this project has been provided by SSPA. This geometry
represents the Oceanbird’s wing in real scale, as seen in Figure 3.1.
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Figure 3.1: 3D wing provided by SSPA

The dimensions of the wing are 26.6 meters of chord length, 80 meters high and
4 meters wide. However, working with a full scale takes computational time and
storage space. For this reason, the wing is scaled down to a chord length of 1 me-
ter. Further, this scaling allows to compare the results with the experimental data.
Sandia [32] used airfoils with chord lengths of one meter.

Although the wing has different chord lengths along the height, the wing profile
used in the 2D simulations has also a chord length of 1m to be compared with the
experimental data.

With the geometry and in order to execute the simulations, the domain has to be
defined first. The domain represents the wind tunnel where the wing is exposed
to the conditions of the investigation. For this reason, the domain design (Figure
3.2) should be big enough to capture accurately the response of the foil to these
conditions.
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Figure 3.2: Wind-tunnel domain

The body is created in the 3D-CAD extension of Star-CCM+. This parametric solid
modeller dispose of multiple features and tools that allows to create simple geome-
tries. The domain is then created complying the conditions defined in the section
2.2.2. Due to the fact that the domain has to capture the wake of the airfoil, the
length of the body has been greatly increased. Also, as it will be presented in the
next section, one of the investigations performed aims to study the effect of the flow
direction with respect to the foil and the cells of the mesh. For this reason, the inlet
part of the domain is set to have a "C-shape".

With this, two different domains have been created, one for each study part. In the
2D case, the domain has a width of 8 meters and 30 meters of length. For the 3D
case, the domain is 40 meters long, 16 meters wide and 15 meters tall.

3.2 2D simulations
This section aims to briefly explain the configuration of the mesh in 2D with which
the simulations have been performed. As explained earlier, the 2D mesh is also used
in the 3D simulations to create the grid. However, the first unknown that appears is
whether the flow direction or the airfoil direction should change for different angles
of attack, the purpose of this investigation is to analyse the angles of attack from
0 to 180 degrees. Once this is solved, a physics analysis is performed to see the
behaviour of different solvers in the software. as well as a brief discussion of the
Courant number analysis. Last, a comparison between a fixed mesh and an overset
mesh is done to finally obtain the drag and lift coefficients that are used for the
present investigation.

3.2.1 Mesh setup
The main purpose of analysing the mesh in 2D is to make a faster and more efficient
study of the influence of the setup in terms of results accuracy, computational time
and storage. 2D meshes require a fewer number of cells than 3D since the geometry
is simplified. For this reason, the analysis and conclusions carried out in this section
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will directly be used in the 3D case.

Star-CCM+ enables choosing different mesh types related to the shape of the cells
and meshing procedure. With the domain defined, the mesh needs to be created to
calculate the conditions of the investigation. In this project, the automated mesh
is generated with trimmed cells. Trimmed Mesher uses by default a template mesh
that is composed by hexahedral cells at the target size with trimmed cells next to the
surface [21]. Further, to improve the overall quality of the mesh surface, the Surface
Remesher is employed, which is also used to optimize the mesh for the volume mesh
models.

Close to the foil is where the flow is disturbed, then, refinement in this region is
needed. The Prism Layer Mesher performs this refinement, which generates orthog-
onal prismatic cells next to the wall surfaces and boundaries. This layer helps the
solver to resolve the flow near the wall accurately, which is vital to determine forces
or other flow features, such as separation. Moreover, using a prism layer mesh al-
lows to solve the viscous sublayer directly if the turbulence model support it, thus
having a low y+ (∼ 1) in the wall treatment. Typically, the number of cells in the
cross-stream direction oscillates between 10-20 cells [21]. In this project, the number
of prism layer is set to 20.

Despite the Prism Layer Mesher, more refinement is needed to capture the reaction
of the flow when hitting the airfoil. A new refinement region is created to solve this
problem with a rectangular shape, which has a length 9 times the foil chord length
and a height of 4 times the foil.

Figure 3.3: Mesh in 2D in the whole domain

The resulting mesh is shown in Figure 3.3. The base cell element is 0.5 meters to
reduce the computational time and the storage space. Since the interest regions are
around the airfoil, the refinement area decreases the size of the cell down to 0.05
meters. The transition from the base cell elements to the refinement region has to
be as smooth as possible, ideally having an aspect ratio close to the unit to ensure
that quantities such as the momentum are transferred appropriately throughout the
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system [24]. The Surface Growth Rate is set to 1.2 so then 4 different sizes appear
between these two regions.

Figure 3.4: 2D mesh in the refinement region around the airfoil

More in detail into the refinement region, the Prism Layer Mesher is set to have
a thickness of 7.5e-3 meters composed by 20 layers. Following section 2.2.3, the
prism layer surpasses by 5e-3 meters the thickness needed, what makes an extra
refinement, thus a more accurate resolution. Last, also following the section just
mentioned, the prism layer thickness near the wall is set to 2.3e-5 m.

With this setup, the mesh obtained has 19 million cells. Compared to similar works
[34], the number of cells resembles to them. This investigation requires a precise
grid to capture the behaviour of the wing in high angles of attack where the flow
becomes turbulent, appearing more unsteady and uncontrolled.

3.2.2 Grid direction
The cells orientation has to be first analysed to choose whether the wing or the flow
direction should change in every AoA. Star-CCM+ gives the possibility of changing
the flow direction, simulating different angles of attack. However, as the direction
of the fluid changes, so it does the cell alignment with respect to the flow. Also, the
wind-tunnel (the domain) would no longer have a parallel orientation with respect
to the flow.

According to Warey et al. [35], numerical diffusion can occur when local flow direc-
tion is not aligned with the mesh. In detail, Warey et al. [35] argues that typical
numerical discretization schemes for the Navier-Stokes equations generates very ac-
curate results when the grid is aligned with the flow direction. Further, they observe
that numerical diffusion increases exponentially when the streamline direction gets
over 45º with respect to the mesh. These disturbances can lead to less accurate
results.
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In order to check the effect of this, two simulations are run changing the flow and
the airfoil direction separately in an interval of 0 to 12 degrees AoA. These results
are also compared with the experimental data and the results from OpenFOAM, as
seen in figures 3.5 and 3.6. The circles represent the data calculated while the lines
are an interpolation of these points.

Figure 3.5: Investigation of the mesh alignment evaluating the drag coefficient

Figure 3.6: Investigation of the mesh alignment evaluating the lift coefficient

Although the absolute error is small, changing the airfoil direction presents less
percentage error than any other form. In the drag comparison, the total error that
changing the flow direction provokes is 54.14%, while 34.12% if the airfoil is changed.
In case of the lift, the flow’s error is 3.75% and 2.82% for the airfoil. Breaking down
each AoA error, the comparison are shown in Figures 3.7 and 3.8.

22



3. Methods

Figure 3.7: Mesh alignment error comparison in the drag coefficient

Figure 3.8: Mesh alignment error comparison in the lift coefficient

With the errors, it can be stated that changing the direction of the airfoil shows more
accurate and closer results to the experimental data than rotating the incidence angle
of the flow. Also, it can be seen in the figures, specially in Figure 3.7, that the error
gets bigger with higher angles when changing the flow direction, compared to the
airfoil rotation. This can be related to what Warey at al. [35] stated that numerical
diffusion reaches it maxima when the streamline direction increases up to 45 degrees.

3.2.3 Transition models
Star-CCM+ offers a wide range of options to define the physics model of the sim-
ulation. Specifically, one of the most relevant model that is needed to be set is the
transition. As explained previously, this is the phenomenon of laminar to turbulence
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transition in boundary layers.

The simulation uses unsteady RANS (uRANS) models for k − ωSST in the 2D
situation to capture the flow in the near-wall region, which is less computational
expensive than similar models, such as LES or hybrid models [36]. The transition
models compared in this investigation are the Gamma Transition and Gamma Re-
Theta Transition models. The angles analysed in this section are from 14 to 24
degrees AoA, due to the fact that the stall condition occurs around the 17 degree
AoA in a NACA0015 profile [32].

Figure 3.9: Transition model drag coefficient comparison in the transition region
from 14 to 24 degree AoA

Figure 3.10: Transition model lift coefficient comparison in the transition region
from 14 to 24 degree AoA

Both transition models present very similar results but Gamma ReTheta Transition
model provides slightly better calculations than the Gamma Transition. More in
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detail, the Gamma ReTheta Transition model presents an overall error of 71.29%
in the drag and 36.68% in the lift. In contrast, the Gamma Transition model shows
an overall error of 73.52% in the drag and 36.66% in the lift. Since the errors are
really close between both models, they are broken down into each angle of attack to
have a more clear perspective of the behaviour, as seen in Figures 3.11 and 3.12.

Figure 3.11: Transition model error comparison in the drag coefficient

Figure 3.12: Transition model error comparison in the lift coefficient

The Gamma Transition model uses the momentum thickness as a criterion, which
happens across the surface. Specifically, it uses the momentum thickness Reynolds
number, which is properly described in the commercial software Star-CCM+. For
the Gamma ReTheta transition model, a field function can be created to describe
the momentum thickness to control the distance from the surface and the intermit-
tency [21]. However, due to the simplicity of the geometry, the functions defined by
default by the software are accurate enough to obtain the desirable results so they
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have not been considered in the setup of the simulations.

The updated model Gamma ReTheta Transition model is advantageous for flow
transition on complex geometries [24]. However, the geometry analysed is rather
simple. The free-stream conditions are easily identifiable. Therefore, the intermit-
tency values are easily evaluated. Due to this, Gamma Transition model is used
in the simulations. Although Gamma ReTheta Transition model presents smaller
errors, this model also takes slightly more computational time to solve the simula-
tions than the Gamma model. Perhaps this might happen because the solver has to
resolve two additional transport equations, as explained in section 2.3.4.

Both Gamma and Gamma ReTheta Transition models are sensitive to inflow tur-
bulence and can wrongly identify the real location of the start of the transition, in
the turbulent layer. In order to avoid a wrong identification, the transition models
normally require that the turbulence intensity in front of the object has to be bigger
than a certain threshold value [24]. There are two methods to maintain a proper
intensity value in front the object [37].

• Calibrate and adjust the turbulence quantities specified at INLET, until the
turbulence intensity has got a value bigger than the threshold, by probing in
the flow field slightly upstream of the wing.

• Add a source term in the k-eq to counterbalance the loss of turbulence kinetic
energy, so that the intensity has been properly maintained upstream the wing.

Neither of these two methods have been tested in this investigation, instead only
the default turbulence quantities provided by the solver have been used. This will
probably have some consequence on the separation location and frictional force but,
this could not be the major error source since there is a large deviation of pressure
force (i.e. lift) from the experimental data, meaning that the biggest error source
lies somewhere else, as it is explained later.

3.2.4 Courant number
The simulations use an implicit unsteady solver. This approach is based on the time
scales of the phenomena of interest. Defining a Courant Number can take a long
computational time and space to carry out the investigations. For this reason, the
analysis of this parameter aims to compare the modification of the Courant number,
the computational time and the accuracy of the results.

CL CD Computational time (Vera)
Experimental 0.44 0.0105 -

C = Not− defined 0.4081 0.0079 <30min
Cmax = 1(mean = 0.5) 0.4107 0.0078 >6h
Cmax = 100(mean = 50) 0.4081 0.0079 <30min

Table 3.1: Courant number analysis 4 degree AoA
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CL CD Computational time (Vera)
Experimental 0.9285 0.0233 -

C = Not− defined 1.1743 0.0256 <30min
Cmax = 1(mean = 0.5) 1.1639 0.0244 >6h
Cmax = 100(mean = 50) 1.1741 0.0255 <30min

Table 3.2: Courant number analysis 12 degree AoA

The Courant number definition can truly improve the results as seen in tables 3.1
and 3.2. However, the computational effort is much greater because the Time-Step
needs to be increased to meet the number definition. Despite this, the difference of
results are really small when comparing them to the experimental data, what leads
to conclude that it is more efficient not to define the Courant Number and accept
the little error that this creates. The Time-Step used in the simulation is set to be
0.001 seconds having 20 iterations in each TS.

3.2.5 Rotational mesh
With all the previous parameters investigated, a new mesh is created with the
objective of improve the working efficiency, as well as improving the results of the
investigation. The main characteristic of this mesh is the possibility of rotating the
mesh around the airfoil together with the foil. By doing this, there is no need to
rotate manually in each angle of attack anymore, now the simulation is set to rotate
certain degrees during certain time to evaluate the different conditions automatically.
The resulting mesh is shown next.

Figure 3.13: Rotational mesh in 2D

Further, the rotational mesh is also used to study the effect of the dynamic stall situ-
ation. Modifying the rotational speed, different reduced frequencies can be reached,
thus different the dynamic stall responses, as seen in the section 2.1.5.

In order to evaluate the accuracy of this mesh, it is compared next with the ex-
perimental data, and the aerodynamic coefficients calculated with the fixed mesh.
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The rotation velocity of the mesh is 3 rad/s, what means a reduced frequency of 0.1
(unsteady situation).

Figure 3.14: Comparison of the fixed and rotational mesh drag coefficients from
0 to 25 degrees AoA

Figure 3.15: Comparison of the fixed and rotational mesh lift coefficients from 0
to 25 degrees AoA

The rotational mesh presents more accurate results with an overall error of 43.79%
in the drag parameter and 35.91% in case of the lift compared to the experimental
data. The fixed mesh presents an error of 67.83% in the drag coefficient and 37.17%
in the lift.
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3.2.6 Dynamic Stall

Since the rotational mesh moves with an angular speed, this rotation can create
a dynamic stall situation presented earlier in section 2.1.5. The definition of this
velocity determines, among others, the delay of the stall condition so it is essential
to set it so it does not disturb the results.

As presented in section 2.1.5, one way of controlling the dynamic stall phenomenon
is by using the reduced frequency. It is also presented that it exists four main situa-
tions for this, a steady state in which the k (reduced frequency) is zero, quasi-steady
state with 0 ≤ k ≤ 0.05 and unsteady situation with k > 0.05 being k > 0.2 highly
unsteady. For this investigation, the situations that are compared are a quasi-steady
state with k = 0.05, unsteady state with k = 0.1 and highly unsteady state with
k = 0.2. Since the purpose of this section is to study the effect of the dynamic stall
condition and to choose the optimal reduced frequency to use it in further investiga-
tions, the variation of angle of attack just needs to be between the laminar and the
stall region, thus the interval from 0 to 15 degrees of attack is used to investigate
the phenomenon as shown in Figures 3.16 and 3.17.

Figure 3.16: Drag coefficients in a dynamic stall situation from 0 to 15 deg de-
pending on the angle of attack
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Figure 3.17: Lift coefficients in a dynamic stall situation from 0 to 15 deg depend-
ing on the angle of attack

As expected, the higher the reduced frequency is, the faster the wing rotates and
the higher the maximum coefficients are achieved. The highest drag and lift co-
efficient values appear in the highly unsteady reduced frequency situation, when
the rotational speed is 6 rad/s. Then, the thrust is higher when this rotation is
fast, since the coefficients are larger, as seen in Figures 3.16 and 3.17. Although
higher coefficients can be beneficial in the production of thrust, this rapid increase
can also have adverse effects in the integrity of the wing when rotating it [38]. De-
spite this, a speed of 6 rad/s in a one meter chord length is really unlikely to happen.

Figure 3.18: Dynamic stall effect in the drag coefficient from 0 to 15 degrees of
attack depending on the time
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Figure 3.19: Dynamic stall effect in the lift coefficient from 0 to 15 degrees of
attack depending on the time

Another interesting aspect to observe is the time that it takes to the flow to stabi-
lize after the rotation is reached, which is observed from the maximum peak of the
curve until it gets stable again in the new angle. The longer it takes to stabilize, the
more time the higher coefficients are present, thus higher thrust is achieved during a
longer period. From another perspective, smaller reduced frequencies take less time
to stabilize because it takes longer to completely rotate the foil.

In the overall performance, low reduced frequencies delays the stall situation more
than cases where the rotational speed is highly unsteady- high reduced frequencies.
However, this delay also implies providing less lift, and thus less thrust, since the
increase in the coefficients appear later.

To sum up, the ideal reduced frequency needs to provide a good combination of drag
delay and increase in coefficients, which really depends on the application that is
wanted. For instance, although a case of a rotational speed of 6 rad/s would provide
high thrust, it would definitely also damage the integrity of the structure of a wing
such as the Oceanbird’s. Then, a case in which the force peaks are not extremely
high and the rotational speed is fast enough to delay the stall situation would the
best situation. A reduced frequency of 0.1, which results in a rotational speed of 3
rad/s, is the most optimal case of the three studied for this application.

3.3 3D simulations
Two different setups are used when simulating in 3D, a one wing setup and a two
wing setup. The one wing setup consists of a single wing inside a "wind tunnel"
shaped domain similar to the 2D simulations. It serves to validate the 2D results
and at the same time note any differences due to 3D effects. The 3D setup consists
of two wings separated by a 1.87m gap between the trailing edge of the front wing
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and the leading edge of the rear wing. This is a scaled dimension based on the design
of the Oceanbird. The two wing simulations will examine the interaction between
the two wings and determine the vibration forces on the wings.

3.3.1 Domain
To accurately compute the fluid flow in any CFD application the domain must be
the correct size. The domain must be large enough to minimize the effects of block-
age and the interaction with the boundaries [39]. However, it must also be small
enough so that the computational time does not get too large. A rule of thumb has
been proposed that says the domain should extend 2 chord-lengths in front of the
airfoil and 5 chord-lengths behind the airfoil [40]. This rule is not exact and needs
to be adjusted based on the complexity of the flow. The 3D domain in this investi-
gation is 40 meters long, 16 meters wide, and 15 meters tall. For an airfoil with a 1
meter chord length this goes way beyond the rule presented earlier. Since the flow
of a stalled wing has many eddies in the wake a large domain was determined to be
necessary.

3.3.2 Mesh Setup
The 3D mesh uses a similar theory to the 2D mesh. A trimmed cell mesh with prism
layers is used for all 3D simulations. However, there is a difference between the one
wing and two wing simulations. In the one wing simulation, a "C" shaped inlet is
used as shown in Figure 3.20.

Figure 3.20: "C" Shaped Domain Simulation

This allows the flow to easily be rotated at the inlet. This method was studied and
was determined to be inferior to physically rotating the airfoil within the mesh. The
two wing simulations use a rectangular domain with a straight wall as the inlet,
shown in Figure 3.21. This setup was easier for meshing purposes. It reduces the
number of trimmed cells making the mesh simpler to generate and better from a
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flow perspective.

Figure 3.21: Square Domain 2Wing Simulation

If the "C" shaped inlet was kept in the two wing simulation it would have needed
a prism layer at the external boundaries. This area is sensitive to flow conditions
and disturbances created by the mesh. If the prism layer method is used it will only
move the trimmed cells away from the external boundary, not completely remove
them. By using the rectangular domain no prism layer is needed at the external
boundaries and it does not create trimmed cells at the external boundaries either.

Figure 3.22: Mesh view in 3D of 2 wing simulation

The 3D mesh consists of around 40 million cells distributed over several regions of
refinement. Such is so that Figure 3.22’s wing profiles present a darker color due
to the refinement in this region. In addition to the base mesh there is a refinement
around both wings, a prism layer refinement on both wings, a leading edge refine-
ment on both wings, and a surface refinement on the outer surface of both wings.
The dimensions are listed in Table 3.3.
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Target Size Minimum Size
Base Mesh 0.5 m 0.0025 m

Inner Refinement 0.05 m 0.05 m
Leading Edge Refinement 0.0025 m 0.0025 m

Surface Refinement 0.005 m 0.001 m

Table 3.3: Mesh dimensions and refinements for the 3D mesh

The mesh created in 3D has the inner refinement region to accurately and clearly
display the wake behind the airfoils. The inner refinement region has dimensions of
8m in length, 4.4m in width, and 4m in height. Besides providing a denser region
to more accurately calculate the flow characteristics, this region also helps the tran-
sition from the prism layer to the base region. The major dimensions of the prism
layer are listed in Table 3.4.

Value
Number of Prism Layers 20

Prism Layer Near Wall Thickness 2.3 ∗ 10−5 m
Prism Layer Total Thickness 7.5 ∗ 10−3 m

Table 3.4: Prism layer settings in 3D

Figure 3.23: Prism layer of 3D mesh

The starting point of the prism layer is the near wall thickness. This is to respect the
wall y+ value presented in Section 2.2.3. In order for a near wall model approach to
be used the wall y+ value on the first cell of the mesh needs to be around 1. This
is satisfied at nearly all points in the mesh except for the tip of the wing and the
trailing edge, where there is a small region where it goes above 1. However, at no
point does the wall y+ exceed 5 for these simulations, as seen in Figure 3.24.
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Figure 3.24: y+ values along the wing

As seen in equation 2.8, the value of y+ depends on the flow velocity within the
near wall boundary region. When calculating the near wall thickness the free-stream
velocity value of 15 m/s is used. This overestimates the near wall velocity over a
majority of the airfoil but at key points along the airfoil this velocity is higher. In
other terms, causing the y+ to be greater than 1.

3.3.3 Physics Models
In all the 3D simulations the IDDES model is used. The hybrid RANS and LES
approach is a trade off between resolving the large eddies and computational effort.
The IDDES will utilize a LES approach in detached regions while using a RANS
approach within the boundary layer. In Star CCM+ it utilizes the K − ω model in
the RANS regions. In Star CCM+ either the IDDES model is the more advanced
formulation of the DES model. It is developed to reduce grid induced separation
within the solution. The extra computational cost was seen as necessary to obtain
accurate results.

As with the 2D simulations the 3D simulations also use a gamma transition model.
Any other model was not considered since the study performed in 2D shows that the
difference in results are minimal between the two transition models. It is also chosen
to limit any differences between models of the 2D and 3D simulations. Similarly, a
Courant Number control was not defined in this simulation. To get it below 1 in all
mesh cells would have increased the computational time beyond what is reasonable.
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3.3.4 Test Cases
As 3D simulations take much more computational power to analyze, the 3D simu-
lations had to be chosen more carefully. For the single wing simulations the focus
becomes on the zone from stall to immediately post stall. The AoAs investigated of
the single wing ranges from 17 degrees to 45 degrees in this test.

When looking at the two wing case a total of 12 simulations are run, with 7 different
AoAs on the front wing and 2 on the rear. The test cases are shown in table 3.5

Front Wing AoA (degrees) Rear Wing AoA (degrees)

10 10

15 15

25 10
15

45 10
15

60 10
15

90 10
15

120 10
15

Table 3.5: Two wing research matrix

These test parameters give a good range of data that includes un-stalled and stalled
cases. Computing with two un-stalled AoAs at the rear can show if one AoA or the
other is better when following a deeply stalled front wing. The AoAs were chosen to
have the leading wing have a near stall condition, several deeper stalled conditions,
and finally a condition where the trailing edge is upstream of the leading edge. Hav-
ing a wide range of configurations allows general conclusions to be drawn, though
more specifics will need to be done in future work.
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Firstly, the results from the 2D-simulations are shown. This includes the compari-
son of the lift and drag coefficients to the wind tunnel data in every angle of attack
from 0 to 180 degrees. Secondly, the 3D results are shown. The one-wing simula-
tions are presented and compared to both the wind tunnel experiments as well as
to the 2D-simulations presented in this report. Finally, the two-wing simulations
are presented. The response of the first wings AoA is compared on two different
non-stalled rear wings. The vibration response and loading is also presented for all
3D-simulations.

4.1 2D-simulations

This section exposes the results obtained in the 2D simulations. The aerodynamic
coefficients of the drag and lift are then resolved from 0 to 180 degrees of attack.

4.1.1 Lift and drag coefficients

The 2D simulations aim to study the response of the mesh under every angle of
attack. For this reason, the selected mesh resolves the aerodynamic coefficient for
the angle of attack from 0 to 180 degrees.

As presented earlier, the final selected mesh is the rotational grid. This mesh resolves
the problem from 0 to 180 degrees of attack by changing the angle every certain
time that is defined through a field function. This physical time is predefined as it
is shown in Figure 4.1 in every angle of attack. With the dynamic stall investigation
carried out in section 3.2.6, the rotational speed that is used to change the AoA is
3 rad/s.
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Figure 4.1: Definition of the physical time in every angle of attack calculated

Although the unsteady Reynolds Averaged Navier Stokes (uRANS) model calculates
the representative behaviour of non-dynamic, time-averaged eddy behaviour, lead-
ing to less chaotic wiggles [24], it is observed that as the angle of attack gets higher,
more instabilities appear and more physical time is needed. For this reason, small
angles of attack are set to have a low simulation time while the highest angles reach
100 seconds of physical time.

The total physical time is 700s. With a time-step of 0.001s and 20 iterations, the
total number of iterations is 14 million. Setting 480 Central Processing Unit (CPU)s
in the Vera cluster, the computational speed is 36.65 iterations per second. This
leads to a total computational time of 4 days and 11h.

Figures 4.3 and 4.2 show the comparison between the selected mesh and the exper-
imental data. The yellow range defines the maximum and minimum peak of the
solution’s wiggle at each AoA studied.
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Figure 4.2: Drag coefficient of the 2D simulations for angles of attack between 0
and 180 deg

Figure 4.3: Lift coefficient of the 2D simulations for angles of attack between 0
and 180 deg

As expected (defined in section 2.1.1), the drag coefficient hits its maximum value
when the AoA is 90 deg, while the lift component reaches its absolute maximum in
the 45 deg and 120 deg of attack. Also, the wiggles appear to be bigger around the
90 degree of attack as it can be noticed due to the larger error region. One possible
reason for this is that the shape of the time-averaged velocity is forged by the small,
mid-sized, and large eddies, which are greater when the airfoil is perpendicular to
the flow [24].
Both lift and drag coefficient graphs show a clear error, which represents an error of
257.9% in the drag and 118.5% in the lift component compared to the experimental
data [32]. Simulations run in high angles of attack can be challenging due to solution
hysteresis. This can be noticed in the low angle of attack region, where the error
is around 40% both in the lift and drag coefficients as seen in Figures 4.4 and 4.5.
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In this region, which represents the interval between 0 and 30 degrees of attack, the
flow has not achieved a turbulent behaviour yet but a transition from attached to
turbulent instead.

Figure 4.4: Drag coefficient of the 2D simulations for angles of attack between 0
and 30 deg

Figure 4.5: Lift coefficient of the 2D simulations for angles of attack between 0
and 30 deg

Deeper into this, when high angles of attack simulations are run as a single instance,
they show a separated flow on the top surface indicating stall. This phenomenon
occurs in angles where the stall situation is not supposed to appear yet, according to
the experimental data. In fact, this situation happens when the stall mechanism is
trailing edge stall, which occurs slowly, peeling the boundary layer from the trailing
edge along the surface. Increasing the angle of attack, the amount of separation also
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increases, which continues until stall appears [41].

According to Siemens support [41], one way of avoiding this behaviour can be by
starting the simulation at a low angle of attack and rotating the foil through small
intervals, what can allow the trailing edge separation develop naturally leaving the
flow on the top of the surface still attached. Moreover, when the simulation starts
from a high AoA, the slow separation needed to allow natural separation is not
develop because of the sensitivity of the separation point. For this reason, the ro-
tational speed defined should have been smaller so the separation of the flow would
happen slower too. In this case, each angle has been rotated from the previous
one, what means that, in high AoA, the flow, which is already detached and desta-
bilized, gets even more uncontrolled. Then, the larger the angle, the larger the error.

With this, in order to improve the aerodynamic results, either the physical time
needs to be increased greatly or the rotation of the airfoil has to start from an
attached situation and be increased to the desired angle slowly. However, both al-
ternatives need a lot of computational power, which is limited in this project.

4.2 3D-simulations
The results presented in this section are all based on the IDDES method, using
default controls within Star CCM+. Additionally, the mesh used in the following
results is presented in the methods.

4.2.1 3D Lift and Drag Coefficients
The lift and drag coefficients calculated in 3D are seen as being a better representa-
tion of the flow. This is because 3D end effects are incorporated into the calculation.
The wind tunnel test data used throughout this study is meant to mimic a 2D sim-
ulation, therefore differences are expected between the 3D CFD results and the 2D
experimental data. The differences arise from the end effects. The wind tunnel test
has plates attached to both ends, this eliminates any end effects. The 3D simula-
tions were placed in a domain where the bottom edge of the sail rests on the lower
boundary of the domain and the top edge of the sail has an 11.5 meter distance from
the top of the domain. This means that end effects will influence the flow around
the top edge of the sail. It is expected that the 3D CFD results will have lower lift
coefficients than the 2D experimental data. Additionally we can expect differences
between the 3D results and the full scale Oceanbird ship. The inlet of both the
CFD domain and the wind tunnel is fully laminar and no effects were considered
from the bottom boundary. On the Oceanbird the deck will have an influence on
the flow at the bottom of the sail. Additionally, there will be a gap between the
deck and the bottom of the sail which will cause leakage and most likely reduce the
lift coefficient of the sail. Finally it should be noted that the trailing edge of the
Oceanbird wing tapers so the chord length is longer at the bottom than it is at the
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top. This makes it even more difficult to compare the 3D model with any previously
calculated values of lift and drag.

Figure 4.6: Lift coefficient of single wing 3D simulation

In figure 4.6 the measured values of coefficient of lift (CL) are less than the exper-
imental data that it is compared to. That is expected for these comparisons, for
the aforementioned reasons. Another aspect not mentioned previously is the aspect
ratio. In equation 2.5 a way of correcting these effects is shown. Applying that
correction results in between a 4 and 9.6 percent change in the CL. This brings the
CFD results closer to the wind tunnel data. Equation 2.5 simplifies a complex set
of physics. It confirms that the CL more closely matches the reference data but it
has not been applied to the CFD data as a correction factor, since it simplifies the
physics too much.

Figure 4.7: Drag coefficient of single wing 3D simulation

The drag coefficient of a single wing seen in figure 4.7 follows a similar trend as the
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lift. It is generally slightly less than what the experimental results indicate. This
could be due to the same reasons as what causes the lift to differ. However, the drag
coefficient is more sensitive to mesh issues. This could play a part in the 22 degree
result.

Figure 4.8: Difference between experimental results and 3D simulations

Figure 4.8 summarizes the percentage difference between the wind tunnel data and
the 3D CFD results. The large differences at low AoAs is because the CFD sim-
ulations indicate that the wing stalls before what the wind tunnel tests show. At
higher angles the results are much closer. This is especially evident in the lift drag
ratio. At a 35 and 45 degree AoA, the percent difference is only 3.87% and 2.99%.
This happens because the lift and drag have proportionally the same error from the
wind tunnel data. Individually the error in the lift is 21.54% and 8.87% at the same
angles of attack.

Figure 4.9: Lift drag ratio of single wing 3D simulation

Further evidence of both the earlier stall in the 3D CFD simulations and the close-
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ness of the lift drag ratio at higher angles of attack is shown in figure 4.9. Below
the 18 degree AoA the experimental data rises sharply indicating the region of stall.
The 3D CFD simulations however, continue without a rapid change showing that
the stall occurs at a lower AoA than what is shown. Both lift and drag have de-
creased when compared to the 2D experimental data. Beyond a 20 degree AoA the
lift and drag decreased proportionally so that the lift drag coefficient is comparable
to the experimental data.

4.2.2 Comparison 2D simulations with 3D
Once the solutions from the 2D and 3D simulations are obtained, Figures 4.10 and
4.11 show the comparison of both methods.

Figure 4.10: Comparison of the drag coefficients of the 2D and 3D simulations

Figure 4.11: Comparison of the lift coefficients of the 2D and 3D simulations
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The 3D results generally have better agreement with the reference data than the
2D simulations. Some explanations are that the 3D case include a larger domain,
early 2D simulations have a smaller domain, leading to less blockage effects. Other
factors include the number of cells, the 3D simulations have approximately double
the number of cells which give a finer representation of the flow around the airfoil.
Furthermore, the turbulence models are different. In 2D a RANS model is used
while in 3D a DES model is used. It is known that the DES model is better at mod-
eling turbulent zones, an area that becomes large at high angles of attack. Lastly,
3D effects are considered in the 3D simulation, where end effects are accounted for.

There are still differences between the Star-CCM+ resolution and the wind tunnel
data. The aspect ratios are different in the investigation and the experimental data,
the model that is used in Star-CCM+ has a much higher aspect ratio than the one
tested in the wind tunnel. But, most of the difference is expected to come from the
end effects. The wind tunnel tests had the airfoil mounted to wall inserts inside the
wind tunnel, this will most likely cause a slight increase in lift since it reduces the
possibility of wingtip vorticies. Despite the differences, the 3D simulations accu-
rately show the lift and drag seen at the angles of attack tested.

4.2.3 3D Multiple Wing Simulations

The results in this section are based on 2 wing simulations. The method for these
tests are described in section 3.3.4. The basic setup was to adjust the leading wing
through various angles of attack while keeping the trailing wing at a constant angle
of attack. These tests were performed for two trailing edge angles of attack, 10
degrees and 15 degrees.

What follows from figure 4.12 to figure 4.16 shows the lift and drag coefficients of the
rear wing at both 10 and 15 degrees. In addition to the average CL and coefficient
of drag (CD) for every front wing AoA, the maximum and minimum are displayed
in the yellow range.
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Figure 4.12: Rear wing lift coefficient with 10 degree AoA

The smallest AoA tested for both cases matched the AoA of the rear wing. Shown
in the following figures it can be seen that the range of lift and drag coefficients are
small at 10 and 15 degrees. This is because the wing has fully attached flow, as
shown in the 10 degree case, or it has partially separated flow, as shown in the 15
degree case. With a stalled front wing the range of lift and drag coefficients increases
dramatically. The highest range is seen with a 90 degree AoA front wing. The large
range in lift values is due to the eddies being shed by the forward wing. These flow
structures are shown to have a major effect on the lift and drag of the rear wing.
More about these eddies and the forces caused by them are discussed in section 4.2.4

Figure 4.13: Rear wing drag coefficient with 10 degree AoA
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Figure 4.14: Velocity vector scene of two wings; one at 60 degrees the other at a
10 degree AoA

The rear wings experienced reduced lift even in the attached configuration. Once
the leading wing becomes stalled the rear wing ceases to produce lift except during
the oscillations seen from the eddies being shed from the leading wing. Compar-
ing the average lift coefficient of the rear wings with the experimental results, it is
determined that the rear wing is effected severely by the wake of the front wing.
This happens in all configurations. At a 15 degree AoA the CL on the 15 degree
AoA rear wing is reduced by 31.6% compared with experimental. At a 25 degree
AoA the CL on the rear wing is reduced by 75% compared with experimental. Fi-
nally, at AoAs above 45 degrees the lift is reduced to zero. The results are similar
when the rear wing is set to 10 degrees. When the front wing is at a 10 degree
AoA the rear wing looses 55.2% of its CL, at a 25 degree AoA the rear wing looses
90.9% of its CL and anything beyond 45 degrees the rear wing looses 100% of its CL.

Figure 4.15: Rear wing lift coefficient with 15 degree AoA
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Figure 4.16: Rear wing drag coefficient with 15 degree AoA

For rear wing simulations at both 10 and 15 degree AoA the airfoil experiences both
positive and negative lift and drag. Since the airfoil is a symmetric shape it is easily
understood that it can produce both positive and negative lift based on the angle
of attack and whether it is pitching up or down. It is less intuitive to think about
a negative drag. A negative drag in this context means that the rear wing is being
pulled forward by the drag component of the flow. It seems like it is impossible, but
at the angles of attack in question the airfoil is acting more like a wall. In a paper
by Ethirajan Rathakrishnan, he studied the flow around a flat plate and noticed
areas of backflow [42]. These are areas where the vorticies being shed by the plate
create a reverse flow directly behind the plate. This is the most likely scenario of
why this happens during the high AoA simulations.

Figure 4.17: Velocity vector scene of two wings at 15 degree angles of attack

4.2.4 Vibrations
The frequencies where vibration loads are likely to occur on the wing are calculated
using a single sided FFT spectrum within Matlab. The raw data can be seen in the
appendix, only the higher amplitude frequencies are presented in this section.

48



4. Results

Figure 4.18: Vortex shedding frequency on one wing

The results in figure 4.18 indicates that the primary vortex shedding frequency
is consistent at higher angles of attack. Above a 45 degree AoA the frequency is
consistent around 2 Hz. At lower AoAs the vortex shedding frequency is much higher
but the amplitude is reduced greatly. That means the lower AoA configurations does
not have one single frequency dominating and is in general not affected as much from
this type of vibration. Then, the results from the frequency calculations show that
the the high angles of attack, this is, stall situations, should be avoid. Otherwise,
the whole integrity of the wing would be compromised.

Figure 4.19: Vortex shedding frequency on rear wing with an AoA of 10 degrees

The results in figures 4.19 and 4.20 are different than the results in figure 4.18.
Normally a 10 or 15 degree AoA will not produce noteworthy vibrations because the
flow is still mainly attached. These vibrations are being caused by the additional
wing upwind, with the leading wing AoA noted along the x-axis. That is the major
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source of the vibrations but it also is caused by the interaction between the two sails
as the 10 and 15 degree AoA have different vortex shedding frequencies.

Figure 4.20: Vortex shedding frequency on rear wing with an AoA of 15 degrees

Despite the same front wing AoAs being used in both 3D two wing simulations, the
resultant vortex shedding frequencies are different for a 10 degree and 15 degree rear
wing. This means that the interaction of the rear wing has an effect despite having
the same inflow. In the primary frequency the difference between a 10 degree AoA
and a 15 degree AoA is between 6.97% and 29.91% depending on the rear wing AoA.
The frequencies with the second highest amplitude follows a similar trend, with a
difference of between 8.59% and 27.83%. Meaning that the frequency on the trailing
wing can be controlled by its AoA under these conditions.

4.2.5 Forces
With a chord length of 23 meters and a span of 80 meters the forces on an airfoil
of this size is immense. To quantify these forces, the resultant force exerted on the
airfoil is calculated and applied through the center of effort of the sail, also called
the geometric center of the sail. The force exerted has a direct relationship to the
lift and drag coefficients. Therefore the worst case scenario is presented, at an angle
of attack of 45 degrees. In this configuration the sail exerts a maximum torsion
moment of 17.74 MN-m and a maximum bending moment of 61.71 MN-m. Nothing
can be said of the strength of the rig, as this design was not provided for this report.
But, it should be noted that these forces exist and will need to be accounted for
when the design and material selection are finalized.
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It has been determinant dividing the project into two parts, 2D and 3D simulations.
Each part has relied in the other one, improving the simulations, leading to a more
precise investigation. The 2D simulation has been used to analyse and investigate
different aspects needed to carry out the 3D simulations. This last part investigated
the main aim of the project, which was study both the behaviour of the Oceanbird’s
wing under different situations and the response of multiple wings by using CFD.

5.1 2D-Simulations
The 2D simulations have shown the importance of creating an appropriated mesh
for the investigation. In this case, the uRANS model has been used to mainly cap-
ture the flow in the boundary layer, which specially affected this simulation. For
this reason, a refinement around the foil has also been needed, more precisely in the
leading edge, trailing edge and suction area, regions where the instabilities appear
first. Further into the mesh analysis, the influence of the mesh direction has been
investigated, observing that the alignment of the flow with the cells is of great im-
portance. The numerical diffusion can be minimized if the airfoil is rotated instead
of rotating the whole mesh. The Courant number has also been analysed, observing
that it did not affect the solution, so it has been decided to leave it undefined.

In relation to the physic models, two transition models have been compared as well,
Gamma Transition and Gamma ReTheta Transition model. It has been concluded
in this part that both models presented really similar results but, since the second
model took longer time to compute and geometry analysed is simple, Gamma Tran-
sition model has been used. Finally, as one of initial aims of the 2D simulations
was investigating every AoA from 0 to 180 deg, a rotational mesh has been created.
This mesh could be rotated automatically by defining a field function. This mesh
has resulted to be more accurate than the fixed mesh.

Once the 2D-mesh has been created, the dynamic stall phenomenon has been anal-
ysed. Three cases have been used for the investigation, where the rotational speed
is changed. The final conclusion of this part has been that both the integrity of the
structure and the thrust production need to be considered, a combination of both
parameters variate depending on the application. In this scaled case, the resulting
rotational speed has been chosen to be 3 rad/s (reduced frequency k = 0.1). How-
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ever, with a bigger wing, such as the Oceanbird’s, this rotational speed needs to be
decreased considerably not to compromise the structure.

With all this, the investigation of the drag and lift coefficients has been performed
from 0 to 180 degrees of attack. It has been observed that, for low AoA (from 0
to 30 deg), the simulation performed good when comparing it to the experimental
data. However, the larger the AoA is, the higher the error becomes. Although it
has not been corrected due to the computational time, it has been observed that
either the physical time can be increased to stop the unsteadiness, or the rotation
of the mesh has to go from an attached region to the desired high AoA.

5.2 3D-Simulations
Several key findings are made when performing CFD simulations in 3D. Firstly, the
lift and drag coefficients do not match the experimental data that was used. How-
ever, despite this mismatch it looks like an acceptable result when considering all the
factors. Secondly, the multi-wing analysis shows that the trailing wing has reduced
lift compared to the leading wing. This holds true for any angle of attack with the
worst loss of lift occurring when the trailing wing is following a stalled leading wing.
Finally, the main vibration on the airfoil becomes fairly consistent at high angles of
attack making it easy to design the structure around. When looking at two wings
it is shown that the angle of attack of the rear wing can cause a change in the
frequency despite having the same inflow from the preceding wing. This makes it
easier to control the vibrations on the trailing wings if there is a stalled leading wing.

The lift and drag on a single wing in 3D, at first glance, appear to differ somewhat.
But looking closely into several factors makes sense of this difference. The nature
of the wind tunnel test is seen as the biggest contributing factor. Both ends of the
NACA 0015 section were mounted to the wall of the test section. This simulates a
wing without end effects. While this is accurate for comparisons with 2D CFD tests
it does cause a difference when looking at 3D results. Other contributing factors
include, both differing aspect ratios and chord length differences.

At any angle of attack the trailing wing is shown to have a reduction in lift compared
to a leading wing. In attached flow conditions the rear wing experiences a 31.6%
reduction in lift. This increases in stalled conditions where the rear wing loses 100%
of its lift in many configurations. This is not a concern under normal operating
conditions. However, if one of the forward sails malfunctions and becomes stalled,
the sail immediately aft will not have any lift available either. The reduction of
lift in the attached flow conditions is not a surprise either and is simply a factor
that will need to be kept in mind when calculating the total thrust output of the
sails. While many of these results are expected, the appearance of negative drag
was not. A possible explanation of this is the appearance of backflow behind the
leading wing. It has been reported that this can occur on wall shaped geometry but
no specific information could be obtained from the results in these simulations.
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The vortex shedding frequency is studied as a way to estimate what oscillatory loads
will be put onto the wings. Without a detailed view of the sail structure nothing
much can be said about whether certain frequencies are harmful or not. It is shown
that during the most dangerous angles of attack the frequency is steady around 2
Hz. This fact makes it easier to design a structure that can handle this type of
loading. A positive result also comes from the 2 wing simulations. It shows that the
angle of attack of the rear wing will change the oscillatory frequency when following
a stalled wing. This means that if a front wing is stuck in a stalled condition, the
rear wing could be tuned so it does not enter a range of harmonic frequencies and
damage the structure.

5.3 Future Work
Wallenius Marine hopes to build the first ship by 2025, so future work related to
this topic is ongoing. Wind tunnel tests will be necessary to accurately study the
forces on the wings. The Oceanbird will have a telescopic system to lower the sails,
this system creates a unique shape at the interface between the sections. Meaning
the spanwise shape of the the wing along the leading and trailing edge will need
to be studied further to fully understand the flow. Additionally, an in-depth struc-
tural analysis would be useful for determining the best solutions for building the rig.
This could include a FEM analysis or a full fluid-structure analysis of the wing. This
would need to include the internal structure of the wing and the mast. Additional
work could be performed in this area as well.

Regarding this project, deeper investigations into the high AoA would explain better
why Star-CCM+ presented larger errors in this regions than in smaller angles. The
possible reasons for this error found in the project need to be proven with the soft-
ware. In the case of the 3D investigation, since the mesh used has presented good
results compared with the experimental data, more test cases in the multiple wings
would be interesting to be studied with this grid. This could be backed up by wind
tunnel tests, which will be performed this coming fall 2021. Moreover, studying the
interaction of more than two wings would make a clearer idea of how the Oceabird
would behave in extreme conditions.
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Figure A.2: Experimental data

III



A. Appendix 1

Figure A.3: Experimental data
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