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Abstract
In the upcoming 5G wireless communication system, the radio frequency (RF) power
amplifier (PA) is a critical component. The signal with low power is amplified by
the PA to the high power signal with as less signal quality loss as possible. The per-
formance of the PA is limited by a trade-off between linearity and efficiency. Some
techniques such as digital predistortion (DPD) and crest factor reduction (CFR)
have been studied to address this trade-off, where the waveform of the PA’s input
signal is optimized such that the output signal of PA is linearly amplified. One
technique is to combine the CFR with DPD, called CFR-DPD, while we argue that
CFR and DPD perform nearly inverse operations in this technique. In this thesis, we
proposed a CFR-free DPD technique where the CFR is removed but a simple limiter
is placed after the DPD for PA safety protection. Simulations on the simulated and
experimental power amplifiers (PAs) are implemented, respectively. The comparison
of CFR-DPD and the proposed CFR-free DPD is analyzed by the distortion level at
the output of a PA, which is evaluated by the normalized mean square error (NMSE)
between the input and output. Also, the peak-to-average power ratio (PAPR) of
the PA’s input signal and the power spectral density (PSD) of the PA’s output sig-
nal are evaluated. Results show that the proposed CFR-free DPD has lower signal
distortion level as well as better control of signal’s PAPR than CFR-DPD.

Keywords: Power amplifier (PA), linearization, digital predistortion (DPD), crest
factor reduction (CFR).
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1
Introduction

1.1 Background

In the upcoming fifth generation (5G) wireless communication system, multicar-
rier transmission, such as orthogonal frequency division multiplexion (OFDM), is
of great importance. OFDM presents attractive advantages such as high spectral
efficiency, immunity to multipath fading, and simple channel equalization [1]. How-
ever, one major drawback of OFDM signal is the high PAPR, which challenges the
operation range of the RF PAs.

The PA aims to convert low power signals to a suitable high power signal that
can be transmitted by antennas. The ideal PA have constant gain before the sat-
uration point However, in practice, PA design is limited by linearity and efficiency
constraints[2]. High signal peaks are strongly compressed by the PA, which leads
to in-band errors and out-of-band emissions of the output signal. To smooth the
nonlinear behaviour and relieve the compression effect, one solution is to back off
the PA operation region to a lower power level which is far from the saturation
power point, so the amplified signal experiences less nonlinear distortion. However,
the amplified signal by the PA obtains smaller power gain which may not be enough
for transmission. Besides, the power conversion of the PA is also inefficient in this
region. So it is no surprise that techniques dealing with the PA trade-off between
linearity and efficiency have attracted many research interests.

For many years, different techniques have been developed to address the linearity-
efficiency trade-off. Some of them are dedicated to extending the linearity behavior
to the high power region, so-called linearization techniques. DPD is one of the most
popular PA linearization techniques in the modern communication system. It adds
a complementary operation before the PA to compensate the PA nonlinear com-
pression effects. By this compensation, the amplitude and phase of the signal are
distorted in a manner that the output signal of the PA is linearly amplified to the
input signal of DPD. To achieve this compensation, DPD finds the inverse opera-
tion of the PA. The block diagram of this system is shown in Figure. 1.1 and the
behaviors of PA and DPD are shown in Figure 1.2. In practice, DPD techniques are
challenged by the PA identification problem and DPD modeling limitation. DPD-
avalanche [3] is another problem. To compensate the high compression near the
saturation point of PA, DPD distorts the signal to extremely high peaks which may
be physically unachievable, and these peaks suffer more severe compression. This

1



1. Introduction

problem leads to a strong performance deterioration.

DPD PA			
(�)�d �(�) (�)�

Figure 1.1: System model. DPD distorts the input yd(n) such that the PA output
y(n) is linearly amplified.
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Figure 1.2: The behaviors of the PA and DPD. For the sake of analysis convenience,
the power of each signal are normalized to the same level.

Another approach to address the PA trade-off is to reduce the high PAPR (also
known as high crest factor) of the input signal, namely CFR [1] techniques. Because
signals with high crest factor have some high peaks,these peaks may suffer from the
PA compression even if the average output power level is low. To reduce the signal
quality loss, the PA has to work at a low power level, which is not power efficient.
So if the crest factor of the signal can be reduced, PAs can operate at a higher
power level. A number of CFR techniques have been proposed for multicarrier
transmission such as clipping and filtering [4, 5], coding [6], interleaving [7] and
selected mapping [8], etc. Iterative clipping and filtering (ICF) [5] is one of the

2



1. Introduction

most used techniques because of simple implementation and hardware friendly. The
block diagram and the behavior of ICF are shown in Figure 1.3, and both time- and
frequency-domain signals at each blocks are illustrated in Figure 1.4. ICF first clips
the signal amplitude to the desired level (y to yc), and then filters the signal out-
of-band distortion out (yc to ycf). The filtering process generates amplitude peaks
again in ycf, so these two steps are iteratively performed to restrain the amplitude
regrowth. At the cost of signal quality loss, ICF achieves crest factor reduction as
well as keeps a small adjacent channel interference level. Hence, the PA can perform
at a higher power level when the signal has a small crest factor.

Clipping Filtering
� �c �cf

Iterative

Figure 1.3: The block diagram of iterative clipping and filtering.
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and after filtering. Clipping introduces out-of-band distortion. Although filtering
restricts these out-of-band leakage, it also reproduces peaks in time domain.
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1. Introduction

Recently, some studies have presented techniques of combining CFR and DPD [9,
10], where CFR is applied before DPD. We denote CFR-DPD in this thesis. It aims
to push the PA operation region to a higher power level so that the PA is more
efficient. However, we argue that CFR and DPD perform inverse operations on the
signal, and putting CFR before DPD seriously affect the quality of PA’s output.
The signal distortion at the output will not benefit from using CFR. Although the
combined system offers advantages on reducing out-of-band distortion, this benefit
can be achieved by some other operations, such as weighted DPD method. We
proposed a CFR-free DPD structure. The block diagrams of CFR-DPD and the
proposed CFR-free DPD are shown in Figure 1.5.

CFR DPD PA			
(�)�d �(�) (�)�

(a) Block diagram of CFR-DPD structure.

DPD Limiter PA		
(�)�d (�)�lim (�)�

(b) Block diagram of the proposed CFR-free DPD structure.

Figure 1.5: System models

1.2 Thesis contribution
In this thesis, we proposed a PA linearization system without CFR, namely CFR-
free DPD, where a simple limiter is placed after the DPD. The performance of the
proposed system is compared with the CFR-DPD system in terms of multiple met-
rics, such as NMSE, adjacent channel power ratio (ACPR), etc. Results show that
the proposed CFR-free DPD structure has better PA linearization performance than
CFR-DPD structure with respect to output signal distortion. The output signal of
the proposed structure has advantage on signal distortion level. This advantage is
much greater at high output power region, which is also the interest region in prac-
tice. Meanwhile, the limiter of the proposed method can not only protect the PA
safety but also reduce the signal’s crest-factor (CF) greatly.

More specifically, two predistortion identification methods, indirect learning archi-
tecture (ILA) [11] and iterative learning control (ILC) [12] are applied. Results on
two memoryless PA models verified the theoretical NMSE lower bound and proved
the advantage of the proposed method. It also showed that ILC has the best noise
robustness and linearity performance. What’s more, experimental results are also
obtained by RF WebLab [13], where a class-AB PA is employed. And the experi-
mental results offered further proof for our statement that the proposed system has

4



1. Introduction

lower signal distortion level compared to CFR-DPD system.

1.3 Thesis outline
The rest of the thesis chapters will be organized as follows. Chapter 2 introduces
the theory of PA behavior modeling. Chapter 3 presents the concept of different
DPD identification algorithms and a CFR technique. The proposed CFR-free DPD
is described in Chapter 4 which also contains the evaluation strategies. Finally, the
next Chapter presents numerical results, concludes the thesis, and discusses future
work.

5



1. Introduction

6



2
Power Amplifier Modeling

2.1 Nonlinearity of Power Amplifiers

The nonlinearity of PAs consists of two main parts, static nonlinearity, and memory
effects. Static nonlinearity causes the PA to compress the signal with high power,
mainly exhibiting amplitude-to-amplitude (AM/AM) nonlinearity. Memory effects
mean that the nonlinearity of PA is time-dependent, so output signals are affected by
not only the simultaneous input signal but also the previous input signal. Memory
effects can be observed in the AM/AM and amplitude-to-phase (AM/PM) conver-
sions of PAs. In order to have a reliable modeling performance of the PA, both
static nonlinearity and memory effects should be considered properly.

Static nonlinearity
In the narrow-band case, the PA is dominated by static nonlinearity, which happens
in the PA compression region. The higher output signal power goes, the more severe
compression effect it suffers. This phenomenon is usually evaluated by the AM/AM
conversion, which represents the amplitude relationship between input signals and
output signals. The AM/AM characteristic of a PA is shown in Figure 2.1, where
measurements are obtained from RF WebLab [13]. The input/output relation is
almost stable at the lower power region, namely the linear region, and it becomes
very nonlinear when the input power is higher than 25 dBm, namely the compression
region.

Memory effects
In the wide-band case, memory effects cannot be ignored. Because of PA frequency
selectivity, signal with large bandwidth experiences different gain. This selectivity
becomes to be time-dependence in the time domain, where the output signal depends
on both the current input and the previous input. This phenomenon is known as
memory effects of PAs. It may result in dynamic distortions such as asymmetries
in inter-modulation and dynamic AM/PM characteristic [14]. The memory effect
on AM/PM is shown in Figure 2.2. The attributions of memory effects come from
different aspects, such as thermal effects and electrical effects [15]. Thermal effects
happen when the PA temperature is increased by the dissipated power. The tem-
perature change process is often slow, so thermal effects are also called long-term
memory effects [16]. Meanwhile, electrical effects appear due to the varying bias-

7
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Figure 2.1: AM/AM characteristic of the class-AB PA used in RF WebLab.

ing and impedance in PAs, and it is usually called short-term memory effects [16]
because of short time duration.
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Figure 2.2: AM/PM characteristic of the class-AB PA used in the RF WebLab.
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2. Power Amplifier Modeling

2.2 Behavioral Modeling
To represent these PA characteristics, a PA model is essential. The PA modeling
process is often called behavioral modeling, also known as black-box modeling. It
refers to modeling the nonlinear distortion and memory effects of the PA. There
are plenty of modeling methods. One intuitive way is to use the magnitude and
phase relationship between the input and output signal, which is well-known as the
AM/PM model [17]. However, this model is computationally expensive, and it has
a limited performance on dealing with memory effects, which is a serious problem
in the wide bandwidth system, e.g., 5G wireless communication system. A good
PA model should take into account both the linearity performance and computation
complexity.

In this section, we describe several types of PA memory models, which are mainly the
Volterra series based memory models. We first introduce the concept of Volterra se-
ries and then describe some variant Volterra models such as memory polynomial and
generalized memory polynomial. These models simplify the complexity of Volterra
series and have great modeling performance.

Volterra series based memory models
To have a good modeling performance of the PA, both nonlinearity and memory
effects are essential to be considered. One most common modeling approach is the
Volterra series [18], which describes the nonlinear relation between the output and
input of a system by considering multiple input instances. Volterra series is widely
used in modeling PA, and many papers have been published.

The block diagram of the PA modeling is shown in Figure 2.3. The relation be-
tween the PA input signal u(n) and the PA output signal yn can be represented by
discrete Volterra series, which is a sum of multidimensional convolutions:

y(n) =
K∑
k=1

yk(n) (2.1)

where yk(n) is the k-dimensional convolution

yk(n) =
M−1∑
m1=0

· · ·
M−1∑
mk=0

hk(m1, · · · ,mk)
k∏
j=1

u(n−mj) (2.2)

where hk(m1, · · ·mk) is the k-th Volterra kernel with a nonlinear order K and a
memory length M . Due to the kernel symmetry of (2.2), redundant summation
indices can be removed [19], so (2.2) can be rewritten to

yk(n) =
M−1∑
m1=0

M−1∑
m2=m1

· · ·
M−1∑

mk=mk−1

hk(m1, · · ·mk)u(n)
k−1∏
j=1

u(n−mj) (2.3)

Although Volterra series have good performance on modeling the PA, it is challenged

9



2. Power Amplifier Modeling

PA
�(�)�(�)

PA
Model

Figure 2.3: Block diagram of the PA modeling process.

by the high computational complexity because the number of Volterra parameters
increase rapidly as the memory depthM and nonlinear orderK grow up. To address
the computational complexity issue, several simplified Volterra series algorithms
have been studied. Because of simplicity and good performance, they are more
generally used. We choose two simplified Volterra series models to introduce, the
memory polynomial (MP) and the generalized memory polynomial (GMP) model.

Memory Polynomial

One of the most popular variant Volterra series is the MP model [20]. It simplifies
the process (2.3) by only keeping the diagonal Volterra kernels hk(m,m,m, · · · ,m)
and set other kernels to zero. The kernels are changed to

hk(m1,m2, · · · ,mk) =
{
akm, if m1 = m2 = · · · = mk

0, otherwise (2.4)

where akm is the coefficient at nonlinear order k and memory depth m. Eventually,
the modified modeling step can be rewritten to [21]

y(n) =
K∑
k=1

M∑
m=0

akmu(n−m)|u(n−m)|k−1 (2.5)

whereK andM are the maximal nonlinear order and memory depth, respectively. In
general, the even-order nonlinear terms u(n−m)|u(n−m)|2(k−1) need more concern
because they are usually inside of the signal bandwidth. Thus MP can be further
simplified by removing the odd-order terms, and the modeling equation becomes

y(n) =
K∑
k=1

M∑
m=0

a2k−1,mu(n−m)|u(n−m)|2(k−1) (2.6)

Compared to the general Volterra series, the computational complexity of the MP
model is dramatically reduced because the number of coefficients drops from (M +
1)K to K(M + 1) [21]. Meanwhile, MP is claimed to have great ability of modeling.

10



2. Power Amplifier Modeling

Generalized memory polynomial
Based on the MP model, GMP model [22] take into account the relation between
signals with different time instants. Because the product of input signals, namely
u(n − m)|u(n − m)|k−1 in (2.5), only considers signals at the same time (n − m),
while the general Volterra series has products of signals at different time, namely∏k
j=1 u(n−mj) in (2.2). These products are often called cross terms. Based on MP

model, GMP model adds cross terms, which can be expressed as
K∑
k=1

M∑
m=0

bkmu(n)|u(n−m)|k−1 (2.7)

where the memory polynomial term is formed by the product of signal u(n) and its
time delay signal u(n − m). Combining (2.7) with 2.5, the modeling equation of
GMP is formed by [23]

y(n) =
K∑
k=1

M∑
m=0

akmu(n−m)|u(n−m)|k−1

+
K∑
k=2

M∑
m=0

L∑
l=−m
l 6==0

bkmlu(n−m)|u(n−m− l)|k−1
(2.8)

where K, M , L are the nonlinear order, memory depth, and cross-term length, re-
spectively. Note the cross-term length is limited by m because the GMP is causal
which means the future signal u(n+ 1) should not affect the current situation.

By adding cross terms to the MP model, GMP builds more possible relations be-
tween the input/output signal. GMP has advantages on reaching a better modeling
performance, and the computation complexity increase is gentle.

2.3 Parameter estimation method
Volterra series based models are popular, and one reason is that they are linear in
parameters. Estimation of those model parameters becomes easy, and one simple
method is the least squares [24], which is introduced in the following section.

Least Squares
First, the PA modeling process can be written into a matrix expression form:

y = Uw (2.9)

where w denotes the vector of model parameters such as akm and bkm, U represents
the matrix of PA inputs and y denotes the matrix of PA outputs. To find the
parameters w that match the input U and output y best, least squares method
aims to seek a w that minimize the square errors between the observation y and
estimation ŷ, written as

arg min
w
||e||2 = arg min

w
||ŷ− y||2 (2.10)

11



2. Power Amplifier Modeling

a standard solution for (2.10) is given as

w = (UHU)−1UHy (2.11)

where (·)−1 is the Moore-Penrose pseudo-inverse [25] and (·)H denotes the Hermitian
transpose.

12



3
Digital Predistortion and Crest
Factor Reduction Techniques

3.1 Learning architectures for DPD
DPD aims to provide a compensating operation before the PA to cancel out some
of the nonlinear effects caused by compression, phase noise, etc. It is designed to
find an inverse model of PA such that the output signals of PA are linear amplified.
The block diagram of this process is shown in Figure 3.1.

PA
(�)��

�(�)�(�)
Predistorter

(�)��

�(�)

�(�)

�(�)

(�)��

�(�)

Figure 3.1: The process of pre-distortion in block diagrams. An ideal DPD seeks
a inverse operation of the PA so that the output from PA is linearly amplified. To
facilitate the understanding of each block, the gain of PA is removed.

Recalling the PA behavioral models presented in Chapter 2, once we have the input
u(n) and the output y(n) of a PA, it is easy to calculate parameters of a Volterra
series based model using least squares estimation. However, we can not use this
way to compute the parameters of DPD because the optimal output of pre-distorter,
namely u(n), is unknown [26]. To address this estimation problem, different learning
architectures have been proposed, such as ILA, ILC, etc., which are introduced in
the following sections.

3.1.1 Indirect learning architecture
One common structure to estimate the pre-distorter parameters is the ILA, which
attracts many research interests [11, 27, 28] due to the simple implementation. The
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block diagram of ILA is shown in Figure 3.2. The indirect learning means the pa-
rameters of pre-distorter are estimated indirectly. Specifically, ILA puts a distorter
after the PA which is usually called post-distorter. The coefficients of post-distorter
can be estimated easily by using a behavioral model such as MP model. Applying
the MP model equation (2.5) into the post-distorter :

û(n) =
K∑
k=1

M∑
m=0

akmy(n−m)|y(n−m)|k−1 (3.1)

where the input of the post-distorter is the output sequence y(n) of PA. Similar to
(2.9), we can express the matrix form of (3.1) by considering all the N samples

û = Yw (3.2)

where û = [û(1), · · · , û(N)]T , coefficient vector w = [a10, · · · , akm, · · · , aKM ]T , input
matrix Y = [Y10, · · · , Ykm, · · · , YKM ] and

Ykm =
[
y(1−m)|y(1−m)|k−1 · · · y(N −m)|y(N −m)|k−1

]
The coefficients w can be estimated by least squares, which minimizes the square
error between û and u,

arg min
w
||u− û||2 (3.3)

and the coefficients w is estimated as

w = (YHY)−1YHu (3.4)

Finally, the parameters of pre-distorter can use a copy of post-distorter parameters
due to the p-th order inverse theory [29]. In general, this procedure could iterate
more than one time to have a stable estimation of pre-distorter coefficients [27].

PA
(n)yd

y(n)u(n)

+

Postdistorter

e(n)

Predistorter

Copy	parameters

−

(n)û 

Figure 3.2: The structure of ILA.
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In a traditional ILA, the PA output y(n) is normalized by a given gain G such that
the power level of y(n) is the same as the DPD input signal. The convergence situa-
tion is y(n) ≈ Gyd(n). However, the author in [28] argued that the choice of gain G
directly affected the output power level and proposed a variant ILA structure where
the gain normalization step is removed. The variant ILA is shown in Figure 3.2. The
convergence situation is changed to y(n) ≈ yd(n), so there is no need for normaliza-
tion. It was shown in [28] that the output power is no longer depended on the gain G.

There are many drawbacks for ILA, but it is still the most popular DPD identi-
fication structure due to simplicity and good performance. The first drawback is
that the noise of PA’s output measurement y(n) affects the estimation accuracy of
post-distorter seriously, which could lead to a biased convergence. This problem can
be even worse in practical applications because additional noise is produced when
the analog signal y(n) is converted to a digital signal by a analog-to-digital converter
(ADC) with large noise. Besides, post-distorter represents the post-inverse model
of the PA, but a copy of that distorter cannot perfectly represent the pre-inverse
model because the nonlinear filter cannot be permuted [30, 31]. This problem is
particularly serious for highly nonlinear PAs.

3.1.2 Iterative learning control
In the PA modeling process, it is easy to identify model parameters once the input
and the output of PA are known. However, the parameter identification in DPD is
not as easy because the optimal output of the DPD is unknown, which constrain the
performance of ILA. One of the motivations to choose another method is to find the
optimal DPD output, which is also the input to the PA. ILC [12] is such a method
to find the optimal input of a system. The input is iteratively updated until the
system output equal to the desired output. Specifically, at each iteration, the system
input updates itself by learning from the current output. This iterative procedure
stops until the input converges. Instead of estimation some model parameters, ILC
directly control the input, which is the main difference from ILA. A block diagram
of ILC is shown in Figure 3.3.

The input of PA at iteration k is denoted by uk(n), and the current output of PA
is denoted by yk(n), which can be represented by yk(n) = Fn[uk(n), uk(n − 1) · · · ],
where Fn is defined as the function of PA at the nth sample instance. By considering
all N samples of signal, the vector form of the PA process can be rewritten as

yk = F(uk) (3.5)

where uk = [u0
k, · · · ,unk , · · ·uN−1

k ]T , yk = [yk(0), yk(1), · · · yk(N−1)]T , F denotes the
vector-valued function of PA and the element unk in uk denotes [uk(0), · · · , uk(n)].
The error vector ek at iteration k between the desired output vector yd and PA
output vector yk can be written as

ek = yd − yk (3.6)

15



3. Digital Predistortion and Crest Factor Reduction Techniques

	PA			
(�)��

+ −

(�)��

(�)��

(�)��

(�)��+1

Learning
Algorithm

Figure 3.3: The structrue of ILC.

where ek = [ek(0), · · · , ek(N − 1)]T , and yd = [yd(0), yd(1), · · · yd(N − 1)]T . Then,
based on the error vector ek, the current input uk can be updated to the next
iteration input uk+1 by a learning algorithm. The updating step can be expressed
by

uk+1 = uk + Γek (3.7)

where Γ denotes the learning matrix. Eventually, this process is iterated until the
error converges to the desired value. In that situation yk ≈ yd. There are several
ILC learning algorithms controlling the update step (3.7). A proper learning matrix
Γ should guarantee the convergence condition and also provide a fast convergence
speed. (3.6) can be rewritten to

ek = yd − F(uk) (3.8)

where ek can be view as a vector-valued function of the vector input uk. The purpose
is to find an input uk such that the function output ek is a zero vector, in other
words, to find the roots of the vector-valued function (3.8). One root-finding method
is the Newton’s method that the roots of functions are approached iteratively by

uk+1 = uk − Jek
(uk)−1 (yd − F(uk)) (3.9)

= uk + JF(uk)−1ek (3.10)

where Jek
(uk) is the Jacobian matrix of ek with respect to uk and Jek

(uk) =
−JF(uk). JF(uk) is defined as

JF(uk) =
[
dF
du0

k

, · · · , dF
duN−1

k

]
=


dF0
uk(0) · · · dF0

uk(N−1)
... . . . ...

dFN−1
uk(0) · · · dFN−1

uk(N−1)

 (3.11)

Thus, the learning matrix Γ can be selected as the inverse of the first order partial
derivative matrix, namely JF(uk)−1. Although the Newton’s method provides fast
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convergence, it requires the prior knowledge of function F, which is difficult to ob-
tain and to guarantee accuracy. Besides, the computation of calculating the inverse
of Jacobian matrix JF(uk) is high.

Considering the drawbacks of Newton’s method, some alternatives of learning ma-
trix Γ are proposed in [12]. One method is to use the gain of PA as Γ, called
gain-based learning type. The update step (3.10) changes to

uk+1 = uk + G(uk)−1ek (3.12)

where G(uk) is defined as a diagonal gain matrix

G(uk) = diag [G[uk(0)], · · · , G[uk(N − 1)]] = diag
[
yk(0)
uk(0) , · · · ,

yk(N − 1)
uk(N − 1)

]
(3.13)

Instead of calculating the Jacobian matrix JF(uk), the gain matrix is more straight-
forward to compute. Meanwhile, this method does not require the prior knowledge
of the PA function. It also has an adequate convergence rate compared with the
Newton’s method.

Another method that further simplifies the computation complexity is using a linear
learning matrix, called linear type. The update step can be rewritten to

uk+1 = uk + λek (3.14)

where λ is the linear gain. This linear-based method greatly simplify the learning
process, and it is shown in [12, 32, 33] that the convergence condition can be guar-
anteed if 0 < λ < 2

Jmax
, where Jmax is the maximum of the diagonal entries of

JF(uk).

3.1.3 Iterative learning control based digital predistortion
Given a desired PA output yd(n), ILC iteratively find the optimal PA input uopt(n),
which can be viewed as the optimal DPD output. Then, a DPD identification al-
gorithm can be used to build the predistortion model whose input is yd and output
is uopt. This special DPD algorithm is called ILC-based DPD (ILC-DPD) [12], and
the block diagram is shown in Figure 3.4.

ILC-DPD first find the optimal input of PA with respect to the desired output,
which is unknown in other DPD structures such as ILA. Once the input and output
of a DPD are known, it is easy to identify its parameters by some identification
models such as GMP (2.8). With the model input yd and the model output uopt,
the GMP forms the DPD relation as

uopt(n) =
K∑
k=1

M∑
m=0

akmyd(n−m)|yd(n−m)|k−1

+
K∑
k=2

M∑
m=0

L∑
l=−m
l 6==0

bkmlyd(n−m)|yd(n−m− l)|k−1
(3.15)
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Figure 3.4: The structrue of ILC-DPD.

where K and M are nonlinear order and memory depth, respectively. The vector
form of (3.15) is expressed as u = Yw, which can be solved by least squares algo-
rithm. Once the parameters w are determined, a repetition of that DPD model is
used as the desired predistorter. Compared to ILA, ILC-DPD can achieve better
linearization [12].

3.2 Crest factor reduction

One major drawback of OFDM is the high peak-to-average power ratio, which in-
dicates the extent of peak power in a signal. An alternative of PAPR is CF, which
is regularly used in this thesis. It is defined as the ratio of peak amplitude to root
mean squares (RMS) amplitude of the signal x(n).

CF = ‖x‖∞
‖x‖2

(3.16)

where ‖ · ‖∞ is the l∞-norm of signal x(n), namely its peak value, and ‖ · ‖2 is the
l2-norm of xn, namely its RMS value. In the PA operation, high peaks of the signal
first enter into the compression region and experience more severe distortion, shown
in Figure 3.5. The gain loss and signal distortion are more severe for signals with
higher CF. To address this issue, one solution is to back-off the input signal power,
but this solution results in PA efficiency reduction. Another solution is to decrease
the CF of input signals so that the signal peak xpeak is pulled back to the linear
region of PA, which is called the CFR. Although there are various CFR algorithms,
only iterative clipping and filtering is described in the following section due to its
simple implementation.
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Figure 3.5: High crest-factor affects PA operation.

Iterative clipping and filtering
ICF is also known as amplitude clipping and filtering. The envelope signal y is first
clipped by a limiter:

yc =
{

y if |y| ≤ A
Aej∠y if |y| > A

(3.17)

where ∠y denotes the phase of y. After clipping, not only the in-band distortion is
produced, but the out-of-band distortion is also created. Compared with in-band
distortion, the out-of-band distortion can be easily filtered out. The filtering process
reproduces peaks, so the signal needs to be clipped again. The whole clipping and
filtering procedure usually require several iterations until the desired CF is satisfied.
Figure ?? Section 1.1 shows more details about the behavior of ICF.
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4
CFR-free digital predistortion

algorithm

4.1 Motivation of CFR-free
To reduce the crest factor of signal, CFR reduces the amplitude of the signal, while
DPD increases the signal amplitude to restrain the compression effect of PA. Intu-
itively, CFR and DPD perform inverse operations on the signal, so putting CFR
before DPD seems to be a redundant choice. To further observe these two inverse
operations, we analyze the behaviour of CFR-DPD in Figure 4.1, where Figure 4.1a
shows the block diagram of CFR-DPD and 4.1b compares different signals in CFR-
DPD.

In Figure 4.1, the power gain of PA is 1 for the convenience of analysis, and the
desired output signal yd is equal to the input signal. After CFR, the amplitudes
of yd are reduced such that the output signal ycfr meet the desired crest factor re-
quirement. This operation is also visible in Figure 4.1b (green curve becomes red
curve). Then, DPD increases the amplitude of ycfr to u (blue curve) such that the
PA output y approaches the DPD input ycfr. In this situation, the DPD aims to
minimize the error of the PA output towards ycfr instead of yd. In Figure 4.1b, the
PA output y matches ycfr properly. The distortion in ycfr restrains the performance
of CFR-DPD heavily.

These observations indicate that CFR affects the optimal output of PA, which even-
tually limits the linearization performance. Thus we get a motivation to remove
CFR. In the next Section, a CFR-free DPD structure is proposed, and similarly,
analyze the signal behaviours of the proposed system are analyzed.

4.2 The proposed CFR-free DPD
The CFR-free DPD structure is proposed, and its block diagram is shown in Figure
4.2a. Based on this structure, the behaviours of different signals are illustrated
in Figure 4.2b. Compared with the CFR-DPD structure, no CFR is implemented
before DPD, so the system input yd directly goes into the DPD operation. After
that, the amplitudes of DPD output u are expanded greatly which may be extremely
high and be physically harmful to PA safety. To protect the PA, the limiter truncates
those extreme peaks in u, which makes ulim. The selection of the limiter’s threshold
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(a) System model of CFR-DPD.
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(b) Signals after each block of CFR-DPD.

Figure 4.1: Inverse behaviours of CFR and DPD in CFR-DPD structure.

depends on different requirements. To yeild signal quality loss, the threshold should
be as high as possible so long as the PA safety is guaranteed. The limiter’s threshold
is set to 40 in Figure 4.2b. Given that the limiter’s threshold is high enough, the
optimal output of PA is equal to the DPD’s input, which is the desired signal yd
instead of ycfr in CFR-DPD structure. Compared to Figure 4.1b, the PA’s output y
in Figure 4.2b is close to the desired output yd instead of the biased signal ycfr. The
difference between CFR-DPD and CFR-free DPD is further quantified and analyzed
in the result section.

4.3 Evaluation strategies
To have a clear comparison between the proposed CFR-free DPD and CFR-DPD,
we follow an evaluation plan that includes PA models, DPD learning structures, and
performance metrics. Two types of PA models are considered, namely PAs with and
without memory effects. Two different memoryless PAs can be built in MATLAB,
namely the ideal PA and the tanh PA. The PA with memory effects is implemented
in reality, namely a Class-AB PA. The introduction of those PAs is presented in
Section 4.3.1. Then, we consider different learning architectures for DPD, which
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(a) System model of CFR-free DPD.
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Figure 4.2: Behaviours of DPD and limiter in CFR-free DPD structure.

include ILA,ILC, and ILC-DPD. Finally, we select several performance metrics in
Section 4.3.2.

4.3.1 Selection of PA models and DPD learning architec-
tures

An ideal PA model

The simplest memoryless PA model is the ideal PA, whose input-output relation is
defined as

yout

G
=

{
yin if |yin| ≤ A

A exp(j∠yin) if |yin| > A
(4.1)

where G denotes the gain in the linear region, yout
G

denotes the normalized output,
A is the saturation point of PA, ∠yin denotes the phase of input signal yin. Based
on (4.1), the response behaviour is shown in Figure 4.3. The amplitude of output is
ideally amplified in the linear region while the gain is always zero in the compression
region. Because this ideal model represents an extreme case of PA, it is the best
situation that a DPD can reach. So no more DPD can perform better performance
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Figure 4.3: Behaviour of the ideal PA.

than this situation, it can be used to build a performance bound. A signal error
lower bound has been studied in [34], and we introduce it in Section 4.3.2.

The tanh PA model

Another memoryless PA selected in this thesis is a nonlinear model whose nonlinear
characteristic is represented by the positive part of the hyperbolic tangent function.
As this model can be easily implemented in MATLAB by using the tanh function,
we naturally call this model as a tanh PA model. This model is defined as

yout

G
= A tanh( |yin|

A
) exp(j∠yin) (4.2)

where G denotes the PA gain, yout
G

denotes the normalized output, A denotes the
saturation point, and tanh is the hyperbolic tangent function. An example of the
input-output response of a tanh model is shown in Figure 4.4, where the saturation
point is 10.

A Class AB PA from the RF WebLab

Since the memory effect is another important factor of PA nonlinearity, it cannot
be ignored in choosing PA models. Besides, the noise in the actual measuring
environment comes from multiple sources such as digital-to-analog converter (DAC)
and other thermal facilities, so it is complex to build a PA model considering all
these factors. Hence, we consider a class AB PA, which is configured in the RF
WebLab [13]. The RF WebLab provides a PA measurement setup which includes
some instruments such as signal generator and signal analyzer. The block diagram
of the RF WebLab setup is shown in Figure 4.5. In the MATLAB block, the signal
is possibly processed by CFR, DPD, and limiter, and the processed signal is sent to
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Figure 4.4: Behaviour of a tanh PA model with a saturation point 10.

the RF WebLab, which can be accessed remotely. In the WebLab block, the input
signal from MATLAB is generated by the transmitter of vector signal transceiver
(VST) (PXIe-5646R VST). Then, after a linear driver amplifier with a 40 dB gain,
the signal is passed into the target PA (Cree CGH40006-TB), and through a 30
dB attenuator, the output signal is eventually measured by the VST receiver. The
estimation of setup parameters (measurement noise and saturation point) are shown
in Section 5.2.1.

Signal
 generator  PA  

Linear Driver Amplifier
G ~ 40 dB

Matlab

CFR DPD Limiter

RF WebLab

Figure 4.5: Block diagram of the experiment on RF WebLab. The blocks of CFR
and limiter are in dashed lines since the structure of CFR-DPD and CFR-free DPD
are selected in different cases.

4.3.2 Selection of metrics
The performance of different DPD methods can be evaluated by comparing the
input/output signal. There are some evaluation metrics which focus on a different
part of the signal, shown in Figure 4.6, where α denotes the evaluation focus. If
α = 0, the evaluation focus is the out-of-band signal quality, which can be evaluated
by the metric ACPR. If α = 1, only the in-band distortion is evaluated, where
the metric error vector magnitude (EVM) is usually used. If we treat the in-band
and out-of-band distortion equally, namely α = 0.5, the overall distortion is the
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evaluation goal, and the metric NMSE can be utilized. However, because the in-
band distortion level usually dominate the overall distortion level, NMSE provides
similar results as EVM. Also the implementation of NMSE is simple, so we choose
NMSE as the metric.

Frequency

PS
D

�

(1 − �)
In-band

Out-of-band

Figure 4.6: Different evaluations focus on different parts of the signal. NMSE
evaluates the all-band distortion when α = 0.5.

Evaluate all-band distortion by the NMSE

When the α = 1
2 in Figure 4.6, the overall signal quality is our object. NMSE is

widely used to quantify the overall deviations between input and output signals.
Figure 4.7 shows the block diagram of a DPD-PA system, where the measurement
noise w is assumed to be a Gaussian white noise with variance 2σ2. NMSE is defined

DPD PA		
�

� �
+

�

�
�

Figure 4.7: System model of DPD-PA.

as the square error between the measured signal yw and the desired signal yd. Then
the summation of this error is then normalized by the power of yd. The expression
can be written as [12]

NMSE = var[yd − yw]
var[yd] (4.3)
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We have mentioned in Section 4.3.1 that the input/output relation of ideal PA is
the best situation that a DPD method can do. In this situation, DPD compensates
perfectly so that the output is completely linear to the input before the saturation
point. Also, the NMSE is the lowest. The author in [34] derived the NMSE lower
bound, expressed as [34, Equation (10)]

NMSE =
2σ2exp(−A2

2σ2 )− 2Aσ
√

2πQ(A
σ

) + σ2
w

2σ2 (4.4)

where A, σ2
w, 2σ2 and Q(·) denote the saturation point, the measurement noise

variance, the power of yd and the Q-function. This NMSE lower bound is verified in
Section 5.1, and it can be used as an excellent performance reference for comparing
different DPD algorithms.

27



4. CFR-free digital predistortion algorithm

28



5
Results and discussion

5.1 Simulation results on PAs without memory

Results on an ideal PA model
First, the closed-form NMSE expression (4.4) is verified by simulations on the ideal
PA. The setup parameters are shown in Table 5.1. Note that because the input
signal is ideally clipped when its amplitude is larger than the saturation point, any
limiter’s threshold larger than PA saturation makes no difference. Here, the thresh-
old is equal to the PA saturation point. The NMSE results are shown in Figure 5.1.
The simulated NMSE results follow the theoretical NMSE lower bound properly.
The lower bound can be viewed as a reference of the achievable performance.

Then, based on the setup parameters, the NMSE results are shown in 5.2, where
we compare the CFR-free DPD with CFR-DPD. Parameters of this simulation are
illustrated in Table 5.2. Notice that ILA is chosen to be the DPD learning archi-
tecture, and the DPD parameters are identified by a memoryless polynomial model
of order 3. The NMSE gaps between the CFR-DPD and the CFR-free DPD are
noticeable, especially in the high output power region. CFR-free cases have signif-
icant advantage to have lower NMSE in that power region. Here, ILA cannot offer
any benefit because the compensation of DPD that exceeds the PA bound is ideally
clipped. The limiter also has the same situation when its threshold goes beyond the
PA saturation. Although we do not present an theoretical NMSE lower bound for
case with CFR, the result of case with CFR only can be viewed as a performance
reference.
Table 5.1: Setup parameters of the simulations on PAs without memory.

Parameters Value Unit
Saturation 26.5 V

Noise variance 1.2 mV
Impedance 50 Ω

Signal length 107 Samples
Sampling rate 200 MHz
Bandwidth 20 MHz
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Figure 5.1: NMSE lower bound verification. Simulations implemented on an ideal
PA.
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Figure 5.2: NMSE evaluations between cases with and without CFR. Simulations
implemented on an ideal PA.
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Table 5.2: The environmental parameters for Figure 5.2.

Parameters Value Unit
Limiter’s threshold 1 ∗ 26.5 V
PAPR before CFR 12.3 dB
PAPR after CFR 9.02 dB

Memory depth of MP model 0 -
Nonlinear order of MP model 3 -

Results on a tanh PA model
The tanh PA model is introduced in Section 4.3.1. Note that we set the gain of the
PA to 1 for computation convenience. Based on this model the performance of CFR-
DPD and CFR-free DPD are compared. Some scenario parameters are the same as
in Table 5.1, and other parameters are shown in Table 5.3. In addition to ILA, ILC
and ILC-DPD are added as other DPD learning architectures. In ILA and ILC-
DPD, the DPD parameter identifications are handled by a memoryless polynomial
model with nonlinear order 3. For PAPR reduction purpose, the limiter’s threshold
is selected to 1.6*26.5 V, which means the amplitude of the PA input is limited at
that threshold. The NMSE results are shown in Figure 5.3, where dotted lines are
CFR-DPD cases and solid lines are CFR-free DPD cases.

Table 5.3: The setup parameters for Figure 5.3.

Parameters Value Unit
Limiter’s threshold 1.6 ∗ 26.5 V
PAPR before CFR 12.3 dB
PAPR after CFR 8.89 dB

ILC learning algorithm Linear -
ILC learning rate 0.2 -

ILC learning iteration 100 times

Notice the poor performance of cases without DPD (red square solid line and blue
square dotted line). Because of no DPD compensation, these two cases experience
strong compression effects, which results in quick NMSE degradation when the aver-
age output power is larger than 19 dBm. In contrast, the NMSE degradation of cases
with DPD appeared later due to the DPD’s compensation. The results of CFR-free
DPD cases (ILA, ILC, and ILC-DPD) reach the NMSE lower bound closely before
the power level 26.5 dBm. After that, the performance of ILA is the first one to
degrade with a large rate due to its model accuracy limitation. Although ILC has
the best performance, the computation complexity is also the highest. ILC-DPD
greatly decrease the complexity of ILC as well as better performance than ILA. The
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results of CFR-free DPD do not reach the NMSE lower bound for high output power
region (namely 28 dBm to 31 dBm) because of the signal distortion caused by the
limiter, but the loss is acceptable compare to the large NMSE gaps causae by using
CFR.
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Figure 5.3: NMSE against the average output power. Simulations implemented
on the tanh PA.

Comparing the NMSE results of CFR-DPD cases with CFR-free DPD cases, remark-
able NMSE gaps can be viewed. This gap mainly comes from the signal distortion
produced by the CFR operation. As we have mentioned in Section 4.1, CFR gen-
erates a distorted signal, which is the DPD’s input. As DPD aims to make the
PA’s output equal to the DPD’s input, namely the output of CFR instead of the
desired output, the compensation is always biased. The performance gap is small at
low output power level due to noise-limitation, but it became wider in higher power
region, namely 26.5 dBm to 30 dBm. This region attracts our interest since our pur-
pose is to have higher output power as well as low signal distortion. Hence, using
CFR eventually increases signal distortion level compared to cases without CFR,
which means CFR-free DPD has better linearization performance with respect to
signal distortion.

Although the limiter has a negative effect on the linearization performance, it aims
to prevent the DPD avalanche by truncating the extremely high peaks of the DPD
output signal. An intuitive way to assess the limiter’s performance is to evaluate
the PAPR of the PA’s signal. Based on the setup parameters in Table 5.1 and 5.3,
PAPR results against the average output power are shown in Figure 5.4.
At the beginning, cases with CFR have lower PAPR (8.21 dB) than CFR-free cases

32



5. Results and discussion

14 16 18 20 22 24 26 28 30 32

Avg. output power (dBm)

6

8

10

12

14

16

18

20

P
A

P
R

 (
d
B

)

Simulation without DPD and CFR

Simulation with CFR

ILA

ILA with CFR

ILC

ILC with CFR

ILC-DPD

ILC-DPD with CFR

Figure 5.4: PAPR of the PA’s input signal against the average output power.
Simulations implemented on the tanh PA model.
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(10.29 dB) due to the CFR operation. Notice that cases without DPD (lines with
square markers) have stable PAPR values at all power level. As the output power
increases, the PAPR of cases using DPD increase quickly because the signal’s peaks
start to obtain compensation from DPD. For CFR-free DPD cases, this increase
ends at power level 27 dB, where the limiter starts to truncate signals with am-
plitude higher than the limiter threshold (1.6 ∗ 25.6 V). And this threshold makes
rapid reductions of the PAPR from around 14 dB to 10.5 dB as the output power
level goes from 27.6 dBm to 31 dBm. However, because of no amplitude limitation,
the results of CFR-based cases keep their growths to extremely high levels where
DPD add more and more power to the signal peaks, and in turn, these extreme
peaks experience more severe compression. Meanwhile, these extreme peaks are not
hardware-friendly, which may harm the PA. These results indicate that the limiter
makes great peak restriction to the DPD’s output signal.

Another way to assess the signal quality is to evaluate the PSD of the output signal.
Figure 5.5 shows the PSD of the PA outputs for different cases at an average output
power level 30.28 dBm. The NMSE and PAPR of each case at this power level can
be found in Figure 5.3 and 5.4, respectively. The PSD results make it easy to ob-
serve the out-of-band distortion level. Cases without DPD have severe out-of-band
distortion, which is significantly reduced by the ILA. And the distortion level is even
lower for ILC and ILC-DPD, which indicates that they have better PA linearization
performance. While cases with CFR have out-of-band distortion advantages over
cases without CFR, these advantages are neglectable compared to the large NMSE
loss.

5.2 Experimental results on a PA with memory
effects

In practice, memory effects become more prominent as the signal bandwidth goes
up due to the PA’s frequency selectivity. In this section we measure experimental
results from a PA in reality, where the performance of CFR-DPD and CFR-free DPD
is compared. First, the parameters of the experimental environment is calculated in
Section 5.2.1. Then, the results are presented in Section 5.2.2.

5.2.1 Parameter initialization of the RF WebLab
The setup of RF WebLab is introduced in Section 4.3.1. This section describe
the identification of the PA parameters which includes the saturation point and
the measurement noise variance. Theses parameters are used in (4.4) to calculate
the NMSE lower bound. The input OFDM signal with the same sampling rate
(200 MHz) and bandwidth (20 MHz) but shorter length (106) is driven to the RF
WebLab, and Figure 5.6 shows the input/output amplitude relation in Volts. The
measurement noise variance was calculated at a low input power level where the PA
works in its linear region. Based on the PA input and output, a linear model is
computed, and the noise is estimated by the difference between the PA output and
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Figure 5.6: Input/Output amplitude relation of the RF WebLab.

the linear model output. Estimations of the noise variance and the saturation point
are 0.0032 and 24.6 V, respectively.

5.2.2 Results on the RF WebLab
The setup parameters of the simulations on RF WebLab are shown in Table 5.4.
Considering memory effects and severe nonlinearity of this class-AB PA, simulations
utilize a MP model with memory depth 3 and nonlinear order 5. The learning al-
gorithm of ILC is the gain-based type. The limiter’s threshold is set to 0.089 V
because the power of the input signal to RF WebLab is restrained to -11 dBm (≈
0.089 V).

The NMSE evaluation of different cases are shown in Figure 5.7. Notice the per-
formance gaps between CFR-free DPD cases and CFR-DPD cases. As we have
indicated in Section 4.1, the optimal output of PA in cases with CFR is the output
of CFR (ycfr) instead of the desired output (yd), so eventually, the error between ycfr
and yd causes that performance gaps. ILC performs the best compensation where
the NMSE results are closest to the lower bound. Compared to the modeling pro-
cess of tanh PA, the accuracy of MP model is limited in modeling the Class-AB
PA due to the severe nonlinearity and memory effects. This limitation results in
limited performances of ILA and ILC-DPD at high output power region, although
the NMSE values are still greatly reduced compare to the cases without DPD. We
also evaluate the PAPR of the PA’s input signal and the PSD of the PA’s output
signal in Figure 5.8 and Figure 5.9, respectively. Compared to the results in the
tanh PA, the PAPR results from RF WebLab followed similar trends, and the PSD
results show that ILA and ILC-DPD have higher out-of-band distortion levels at a
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high output power level.

Table 5.4: Setup parameters of simulations on the RF WebLab.

Parameters Value Unit
Saturation 24.6 V

Noise variance 0.0032 V
Impedance 50 Ω

Signal length 106 Samples
Sampling rate 200 MHz
Bandwidth 20 MHz

Limiter’s threshold 0.089 V
PAPR before CFR 10.63 dB
PAPR after CFR 8.84 dB

Memory depth of MP model 3 -
Nonlinear order of MP model 5 -

ILC learning algorithm Gain-based -
ILC learning iteration 20 times
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5.3 Conclusion
This thesis proposed a CFR-free DPD structure for PA linearization. Unlike the
situation in CFR-DPD that the output of PA can only reach the output of CFR,
the output of CFR-free DPD can reach the desired output, which is unbiased. We
compared the performance of those two structures by evaluating the NMSE, PAPR
and PSD on different PA models. Results showed that CFR-free DPD had better
PA linearization performance with respect to the output distortion. The limiter in
CFR-free DPD can protect PA safety as well as reduce the crest factor of the PA’s
input signal significantly. It was found that the amount of distortion caused by
CFR has some relation to the NMSE results, which could be the future work for
investigating the NMSE lower bound of CFR-DPD.
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