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Implementing the virtual factory in manufacturing industry
A step-by-step strategy to enable smarter decisions based on observable facts
AMANDA DALSTAM
MARCUS ENGBERG

Abstract
A substantial challenge for manufacturers today is to create a flexible and efficient
production system. One way of managing this challenge is to establish a virtual
factory, a digital model of the production unit. Working smarter by using the
advantages that digitalization implies enables production in smaller batch sizes at
increasing speed. This thesis explores how to implement a virtual factory by stepwise
increasing its maturity. Evaluated at a large scale Swedish manufacturer, local needs
and enabling technologies benchmarked at industry leaders have been identified and
strategically mapped to their corresponding maturity step. This thesis proposes a
step-by-step implementation plan for a virtual factory relying on standardized work
procedures, ensuring its use as a decision aid throughout the company. Implementing
a virtual factory in this manner will facilitate user-driven development and more
accurate decision making, generating support for more efficient production systems.

Keywords: virtual factory, implementation, strategy, smart manufacturing, digital-
ization, maturity, digital twin, production.
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Glossary

This glossary presents key terminology used throughout this thesis and the definitions
are specific to its field of research.

Advanced analytics
A collection of different techniques for generating descriptive and predictive analyses
through autonomous or semi-autonomous examination of data.

Artificial intelligence (AI)
The science of making machines perform actions that otherwise would require hu-
man intelligence.

Back-end
The part of a system which solely the developers interacts with, it is the server-side
containing the raw data from the production unit.

Benchmarking
A continuous systematic process of evaluating companies recognized as industry
leaders, to determine business and work processes that represent best practices and
establish rational performance goals.

Data
Quantitative facts about events or qualitative facts describing a subject.

Digital factory
An umbrella term, describing the model environment, as well as the use of digital
tools, methods and data management systems in an enterprise.

Digital tools
A collection of software and digital interfaces providing support in development and
operations.

Digital twin
A digital copy of the production unit, denoting the virtual factory when it depends
on real-time data. It represents the production unit’s current state and accurately
reflects its inner workings.
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Digitization
The conversion of information, such as text and pictures, into a digital format that
can be processed by a computer.

Digitalization
The use of digital technologies to change a business model and provide new revenue
and value-producing opportunities; it is the process of moving to a digital business.

Discrete event simulation (DES)
A type of simulation founded on time-based leaps between different system events.

Effectiveness
Relates to the output of a system and means doing the right thing.

Efficiency
Relates to the input to a system and means doing things right.

Front-end
The part of a system which the user interacts with, it is client-side represented by
the modules in the virtual factory.

Information
Data that has been further processed for use in simulation models and other means
for visualization.

Input data management (IDM)
A method to identify and collect as well as to extract process data.

Kaizen
A philosophy stemming from lean production and denotes the process of incremental
improvements to reduce waste – continuous improvement.

Machine learning (ML)
The process of finding and describing structural patterns in data and thereby giving
a computer the ability to learn.

Modularization
Deconstruction of a system into independent units.

Module
A software or a mathematical model used for analyzing the virtual factory’s output
data.

Validation
The process of comparing if the simulation model’s output satisfies the accuracy of
the real-world scenario.
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Verification
The process of ensuring that the simulation model is mathematically correct.

Virtual factory
The model environment which contains geometrical and mathematical representa-
tions of resources. It consists of virtual work cells, virtual machines and virtual
processes.
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1
Introduction

This chapter introduces the master’s thesis, providing the background to the topic
and a brief description of the company. Finally the chapter ends with declaring the
aim and delimitations.

1.1 Background
As industries grow on a global scale, companies must meet the demands of an increas-
ingly competitive market. To satisfy customers, challenges including manufacturing
of high quality products to low cost become apparent. Stimulating such innovation
while maintaining cost efficiency require companies to utilize available resources and
competences as efficiently and effectively as possible. To increase competitiveness in
such a market climate, recent development trends in industry located in high-wage
countries focus on an increased level of digitization (Schönsleben and Duchi, 2017).
This development is fueled by the potential to reduce lead time and cost as well as
support decision making processes (Becker et al., 2005; Terkaj et al., 2015).

SKF Group is a company specializing in bearings technology, seals, mechatronics,
lubrication systems and related services (SKF Group, 2018). Worldwide in 2017
they had 43 814 employees present in 130 countries. During the same year the com-
pany presented a total net sales of 77 938 billion SEK and further a net profit of
5 760 billion SEK (SKF Group, 2017d). The company is mainly acknowledged for
their outstanding product quality as well as innovative product solutions; the aim
being to increase the product life cycle and thus reduce running costs for the end
customer (SKF Group, 2014a,b, 2017a,b). The Swedish subsidiary of SKF Group is
SKF Sverige AB and constitutes the case company for this thesis, henceforth known
as the company.

One of the factories in Gothenburg, Sweden, was recently transformed into the first
highly automated production unit within SKF Group (SKF Group, 2017c). An
investment of 190 million SEK was made to develop and implement the new auto-
mated and initially digitalized factory (SKF Group, 2015). However, the company’s
journey towards smartifying the Gothenburg factories is not final but a continuous
project driven by the department of process development. The department manages
all machine and process related investments in the Gothenburg factories. As a conse-
quence of the many dimensions of a production system a project team constitutes of
many different stakeholders, each representing a vital part of the production system
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1. Introduction

(Bellgran and Säfsten, 2009). Similarly at the company their production develop-
ment projects have started to involve more stakeholders with the increased amount
of digital technology. As the production system becomes more complex the proba-
bility of making well-informed decisions decreases due to the large amount of data
available and thus more aspects to consider (McAfee et al., 2012). If consolidating
all the available production data to one common platform, enabling data-driven
decision making, both productivity and profitability can increase (McAfee et al.,
2012). Creating such a platform is what SKF call smartifying the industry (Gerdin,
2016).

One way to provide decision makers with relevant information is the implementation
of a virtual factory. A virtual factory is a digital platform where production data
is consolidated and presented visually as relevant and precise information for the
individual user or user group and can act as a foundation for data-driven decision
making in process development (Terkaj et al., 2015). Furthermore the virtual factory
can help the user observe events and effects of changes in the production system,
thereby providing a holistic understanding of the system (Becker et al., 2005). In
summary, the virtual factory provides a way for basing decisions on observable facts
rather than on perceptions enabling more efficient management of resources and
thus working smarter not harder.

1.2 Aim
This thesis aims at evaluating different dimensions of the implementation of a virtual
factory at the company. First, the needs and motivation for using and implement-
ing such technology are to be investigated. Second, different aspects of technology
will be explored as well as organizational requirements for developing, using and
maintaining the virtual factory. The aim is to evaluate how the virtual factory
can be implemented and present a plan anchored in the needs at the company. An
important objective is to facilitate continuous and accurate use of the virtual factory.

The purpose of evaluating the implementation of a virtual factory relates to the
increasing competitiveness on the global market affecting the company. By inves-
tigating the concept of a virtual factory an important objective is to shape and
concretize the journey towards a fully smartified factory and digitalized enterprise.

Taking the background and the aim into account the following two research ques-
tions are proposed:

1. How can a virtual factory be implemented?
2. How can a virtual factory become value-adding in current practice?

2



1. Introduction

1.3 Delimitations
The scope of this study includes the department of process development, no other
departments will be considered in detail. The analysis does not include suppliers,
distributors or customers but will solely focus on the in-house processes, from in-
coming material to finished product. Furthermore, no aspects of cybersecurity are
considered. Lastly, no economic analyses or sourcing strategies for the equipment
and systems considered in the thesis will be performed.

3





2
Frame of reference

This chapter describes the theoretical framework. Key topics derived from literature
concerning emerging research related to virtual factories and the methodology of this
project are reviewed.

2.1 Overview
This chapter has been divided into five main themes, as depicted in Figure 2.1, the
first four relates to the theory of the virtual factory while the fifth one concerns
the research methodology. The first theme, Concepts, found in Section 2.2 includes
emerging digital concepts and their applications in industry, creating a framework
for the appearance of a virtual environment. The second theme, Virtual tools,
found in Section 2.3 describes physical attributes as well as methods for creating
a virtual environment and provides a deepened understanding of the models. The
third theme, Data, found in Section 2.4 concerns the input to the models and gener-
ates information when extracted from the virtual environment. The fourth theme,
Efficiency, found in Section 2.5 enfolds different perspectives on how value is added
within a production system. The last theme, Study, found in Section 2.6 describes
different topics related to the design of this study.

Figure 2.1: The five themes which the frame of reference is divided into.

2.2 Concepts
The manufacturing industry was born two centuries ago and has gone through sev-
eral manufacturing paradigms (Hu et al., 2011). The first paradigm was craft pro-
duction which was followed by mass production and then mass customization (Ko-
ren, 2010). Today’s society demands not only customized products, implying large
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2. Frame of reference

variation, but also that the personalized products are sold at mass production price
which naturally brings requirements of speed and flexibility to the manufacturing
industry (Koren, 2010). From this stems the fourth and current paradigm - personal-
ized production (Hu, 2013). The key enabler to the current manufacturing paradigm
is Information Technology (IT) and the internet whereas the prior paradigm, mass
customization, was enabled by computers (Koren, 2010).

2.2.1 Digitalization
The introduction of computers facilitated the conversion of information, such as text
and pictures, into bits which could be stored and sent over a network – things became
digitized (Brynjolfsson and McAfee, 2014). However, the personalized production
paradigm, in practice, could be seen as an extension of digitization; digitalization
(Lasi et al., 2014). Digitalization is herein defined as: “The use of digital tech-
nologies to change a business model and provide new revenue and value-producing
opportunities; it is the process of moving to a digital business” (Gartner, 2018b).
Combined with a modular and efficient production system digitalization can facili-
tate manufacturing of personalized products in batch sizes of one while maintaining
the cost of mass production (Lasi et al., 2014).

2.2.2 Internet of things
One crucial enabler for realizing the value that digitalization offers is the network
between resources, information, objects and people, namely the Internet of Things
(IoT). This technology makes it possible to connect the entire manufacturing pro-
cess which converts factories, and enterprises, into smart environments (Kagermann
et al., 2013). However, IoT is not limited to manufacturing but was coined in 1999
in the context of supply chain management (Ashton, 2009). IoT can be applied in
a large range of areas, which can be realized in the following definition: “Intercon-
nection of sensing and actuating devices providing the ability to share information
across platforms through a unified framework, developing a common operating pic-
ture for enabling innovative applications” (Gubbi et al., 2013). For example, IoT
can lead to the emergence of smart grids in energy supply, sustainable mobility ser-
vices and smart health, as well as smart products and systems in manufacturing
(Kagermann et al., 2013).

2.2.3 Industrie 4.0
The German federal government coined the expression Industrie 4.0 in 2011 when
it officially was adopted in the action plan for High-tech Strategy 2020 (Wang et al.,
2016). The 4.0 illuminates the potential fourth industrial revolution that this trend
implies, enabled by integration of information and communication technology in in-
dustrial production (Schuh et al., 2017). The concept of Industrie 4.0 stems from
the idea of cyber-physical systems (CPS); “physical and engineered systems that
whose operations are monitored, coordinated, controlled and integrated by a comput-
ing and communication core” (Rajkumar et al., 2010). Nevertheless, besides the

6



2. Frame of reference

cyber-physical production system does Industrie 4.0 integrate production facilities,
logistics, warehouse systems and social requirements which results in a global value
creating chain (Wang et al., 2016).

There are several technologies that different research groups and industries are in-
cluding in their scope of Industrie 4.0, it therefore does not exist a shared exact
definition of the concept. Lasi et al. (2014) includes smart factories, CPS, self-
organization and corporate social responsibility in their definition of Industrie 4.0.
While a German researcher forum describes the technology as intelligent, digitally
networked systems with the ability to self-manage production processes (Platform
Industrie 4.0, 2018). The core idea of Industrie 4.0 is thus using emerging infor-
mation technologies to facilitate the implementation of IoT and related services in
order to create a flexible and efficient production system which can produce high
quality products and services in small batch sizes, allowing for mass customiza-
tion (Lasi et al., 2014). In summary, Industrie 4.0 can serve to create horizontal
value networks, provide end-to-end engineering and enable vertically integrated and
networked design of production systems (Kagermann et al., 2013).

2.2.3.1 Industrie 4.0 maturity index

The main economical incentive for transforming a business towards Industrie 4.0
lies in it’s ability to accelerate corporate decision-making and adaptation processes
(Schuh et al., 2017). The transformation will be different for every company due to
different prerequisites and it is therefore necessary to map each company’s current
state. To enable this analysis a Industrie 4.0 Maturity Index has been developed
by Schuh et al. (2017). This maturity index constitutes of a six-step grading where
each stage builds on the previous one, see Table 2.1. The first two stages however
are not formally parts of Industrie 4.0 but are rather necessary to transform into
an agile and flexible production system, allowing production to quickly adapt to
changes in customer demands.

7



2. Frame of reference

Table 2.1: The six levels of maturity for Industrie 4.0 according to Schuh et al.
(2017).

Maturity stage Theme Description
Computerization (1) Digitalization The use of IT in isolation to each

other.
Connectivity (2) Digitalization The isolated deployment of IT is re-

placed by connected components.
Visibility (3) Industrie 4.0 To have up-to-date digital models of

the factories at all times.
Transparency (4) Industrie 4.0 To understand why something is hap-

pening based on the retrieved data
Predictive capacity (5) Industrie 4.0 To be able to simulate different future

scenarios.
Adaptability (6) Industrie 4.0 To be able to use the data from the

simulations to make decisions that have
the best possible results.

2.2.4 Smart factory

Smart factories or smart manufacturing is a concept closely related to Industrie
4.0. Naturally, the challenge of global manufacturing concerns the whole globe, not
just the German industries. The United States of America launched their research
platform Industrial Internet Consortium in 2014 where one of the emerging topics
was the integration of the IoT in manufacturing, creating a smart factory (Indus-
trial Internet Consortium, 2018). Many countries have launched their own research
agendas where smart factories or smart manufacturing are key concepts, all enabled
by the integration of IoT. Two examples are the Chinese government’s Internet+
(Premier of the State Council of China and Li, 2015) and the Swedish initiative
Produktion 2030 (Produktion 2030, 2017).

A smart factory is described as an integration of systems that facilitates real-time
interactions of people, machines, assets, systems, and things (Smart Factory Task
Group, 2017). This can be translated into a cyber-physical-system equipped with
the ability to communicate, making it a smart environment. Nevertheless, the smart
factory is described as having a new approach to production if compared to the tra-
ditional factories. In a smart factory products are uniquely identifiable, smart, and
can be located at all times and carrying their own history, current status and alter-
native routes through the complete process (Veza et al., 2015). Furthermore, can
the key characteristics of the smart factory be summarized as the following (Veza
et al., 2015):

• Production of smart personalized products
• Product and service are integrated into a single extended product
• High level of collaboration through production networks
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2.3 Virtual tools
Making changes to established manufacturing systems is getting more important
than developing completely new ones due to changing requirements, this is a trend
seen in both developed and developing countries (Kühn, 2006). To make these
changes in an efficient way their impact must be analyzed in a holistic manner.
Furthermore, the planning and analysis of the system must be performed more
efficiently in order to meet the changing requirements. For this, the virtual factory
and the tools it provides show great potential (Yang et al., 2015).

2.3.1 Digital factory
The digital factory is in this thesis considered as an umbrella term, describing the
model environment as well as the use of digital tools, methods and data management
systems in an enterprise (Yang et al., 2015). Compared to the smart factory, a
system in the physical world, the digital factory is a synthesis of the physical and
the virtual world. This relation is depicted in Figure 2.2 where the virtual factory
described in Section 2.3.2 is included as well. The technology found in the digital
factory serves to integrate various levels in the organization. As such it facilitates
control of production, planning phases, system and process design as well as product
development, further supporting collaboration and information management within
an organization (Kühn, 2006). It can therefore be interpreted as an overlapping
function between the physical system and the virtual system.

Figure 2.2: The relation between the smart factory, digital factory and virtual
factory.

2.3.2 Virtual factory
Deriving from the terminology of the digital factory, the virtual factory is considered
as the model environment containing geometrical and mathematical representations
of resources (Yang et al., 2015). The virtual factory considers back-end systems
which are not directly seen or interacted with by the user. In this thesis, it consists
of two or more linked virtual workcells, which in turn consists of one or more virtual
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machines, finally being built from virtual processes interpreting the products mov-
ing through the virtual production system. This hierarchical structure is illustrated
in Figure 2.3. Moreover, a distinction between virtual factories and digital twins is
made. The digital twin is herein being considered as a virtual factory also relying
on real-time production data exhibiting an near identical behavior to the real pro-
duction unit (Schleich and Wartzack, 2017). The fundamental subsystems of the
virtual factory, as defined by this thesis, are described in Section 2.3.2.1 to 2.3.2.4.

Figure 2.3: The defined structure for the virtual factory and its subsystems.

2.3.2.1 Virtual process

The core of the virtual factory is the virtual process. This concept consists of
the logic describing the behavior of a single process. The virtual process is most
directly affected by the products moving through the production system enabled by,
for instance, calculation of different processing times. It consists of physical-science-
based equations describing different properties of certain machine behavior.

2.3.2.2 Virtual machine

Depending on the output data from the virtual process, the virtual machine is
comprised of one or more processes describing the range of its operations. As such,
a virtual machine can describe a multi- or singlepurpose machine depending on the
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hardware being simulated. For instance, a machine with both grinding and polishing
capabilities is considered as multipurposed. However, the virtual machine does not
consider any aspects outside of the machine’s functions and operations, such as
kitting. The output of the virtual machine can be considered as single-resolution
performance data meaning that no interactions are accounted for, comparable to
that of the real-life machine.

2.3.2.3 Virtual workcell

The next level is the virtual workcell and is comprised of one or more virtual ma-
chines and considers the internal dependencies and interrelations of a certain part of
production. It relies on external factors, such as operators, setup times and break-
downs. Its output is seen as sets of multi-resolutional performance data depending
on interactions between multiple independent operations and subsystems.

2.3.2.4 Module

Different analyses are enabled through different modules, front-end systems and user
experience interfaces (Colledani et al., 2013). These modules interpret the virtual
factory through different perspectives depending on the objective of the analysis,
providing relevant information for the end user. In this thesis a module is considered
as a tool for analyzing the output data where stakeholders are able to experiment
with the model.

2.3.2.5 Virtual factory maturity index

As digitalization projects in industry are at different levels of development, so can
their respective level of maturity be described (Schuh et al., 2017). Likewise can
the maturity of the virtual factory’s capabilities be measured. Different levels of
functionality is utilized to define six steps of maturity based on the framework pro-
posed by Bjarnehed and Dotevall (2018), similar to the model in Section 2.2.3.1.
As depicted in Figure 2.4 the levels consider six consecutively dependent stages and
are further described in detail in Table 2.2. In this thesis, not having established a
Digital Model, will be referred to as step 0.

The input data used in the simulation model must be correct and of sufficient quality
to produce useful results (Bengtsson et al., 2009). The virtual factory will therefore
never be more capable than the weakest part of its backbone due to the dependency
on the preceding steps as well as the data used to design and run the model.
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Figure 2.4: The six steps used to describe the maturity of a virtual factory.

Table 2.2: A description of the six steps of maturity for the virtual factory as
defined by Bjarnehed and Dotevall (2018).

Maturity stage Description
Digital Model (1) Considers the establishment of a digital simulation

model. The model represents the current state of
operations and thus serves as a virtual representation
of the physical production unit and does not rely on
real-time data.

Connected Model (2) Considers the digital model supplied with real-time
production data. At this step the virtual factory rep-
resents the production unit’s current state and accu-
rately reflects its inner workings — a digital twin is
created.

Diagnostic Model (3) Considers the ability to diagnose the different oper-
ations and processes in the factory; utilizing the col-
lected real-time data to produce up-to-date analyses.

Prognostic Model (4) Considers the ability to produce information as prog-
noses, predicting certain events and outcomes, of the
production unit it is representing.

Descriptive Model (5) Considers the ability to continuously learn from ex-
perience and suggest actions depending on different
current and future states.

Autonomous Model (6) Considers a self-governing virtual factory. The model
now have the ability to make decisions without hu-
man interaction, it is able to control production.
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2.3.3 Discrete event simulation
Simulation denotes the representation of a system with that of another, the purpose
being to study it in a laboratory environment (Ingalls, 2011). There are several
different forms of simulation depending on the circumstantial needs of a product
or system. In this thesis discrete event simulation (DES) is considered as the es-
tablished simulation environment to model the real-world production system. DES
refers to time-based leaps between different system events, as opposed to being
calculated based on fixed time intervals, saving processing power (Ingalls, 2011).
Events consider separate actions performed by the system and states, as such being
calculated when a new event occurs. DES models are herein considered as dynamic,
meaning that variables within the simulation changes without external influence
from its users. Consequently the system is affected by the passing of time in the
model (Ingalls, 2011). Finally, the simulation that the virtual factory requires often
assumes a stochastic approach, meaning that occurrence of different events never
become fully certain but rather more or less likely than others (Hartig et al., 2011).

2.4 Data
Data can be defined as: “quantitative facts about events” (Skoogh et al., 2012).
Information is defined as data that has been further processed for use in simulation
models or in other models for visualization. As described in Section 2.3.2.5 the
virtual factory is dependent on the data used to design and run the model, and
requires that the data meets certain quality requirements for generating any useful
results.

2.4.1 Input data management
The simulation model receives information which can be categorized in different
ways. Consequently, the data must be accurately acquired and meet certain quality
standards to produce useful, i.e. truthful, output. The methodology enabling this
is referred to as input data management – a method to identify and collect, as well
as to extract process data (Bengtsson et al., 2009). Input data can be collected
from several sources such as corporate business systems, e.g. operational data from
Enterprise Resource Systems (ERP) and Manufacturing Execution Systems (MES),
and project specific data from the project teams (Skoogh et al., 2012). Four differ-
ent methodologies for gathering input data and feeding it to the simulation model is
presented below. The choice between the different methods depends on the virtual
factory’s maturity, the knowledge of input data management at the company as well
as available resources and the company’s needs.

Method A
The first methodology for collecting data (A) considers manual data collection and
direct input into the simulation model, mainly performed by the team responsible.
As such, depending on the systems to be simulated, data is collected in numerous
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ways ranging from interviews with domain experts to extraction from established
computer systems. Benefits of the methodology considers its simplicity and the data
being continuously verified. Disadvantages of the method can be seen in it being
time consuming, larger systems being increasingly hard to keep up-to-date as well
as having difficulty for finding human errors in the input data. (Skoogh et al., 2012)

Method B
The second methodology (B) is also based on the project team manually collecting
data herein updating spreadsheets outside the model environment which then com-
municates the changes to the simulation model. Benefits includes added flexibility
for updating input data and individuals without model building experience being
able to update its contents. However, the manual methodology of data collection
still being relatively time consuming. (Skoogh et al., 2012)

Method C
The third methodology (C) enables automatic updates. Herein the real system
automatically collects input data to a separate database for external data storage
which is then later transferred to the simulation model. Benefits can be seen in
the added functionality and ease of what-if simulation, increased simplicity of input
data management as well as the more frequently updated simulation environment.
Disadvantages of the method may consider the inability to confirm data quality and
thus the validity of the simulation. (Skoogh et al., 2012)

Method D
The final methodology (D) has the real system directly linked to the simulation
model, transferring data without an intermediate database. As such, transfer speeds
are increased and data errors are reduced. Due to the many connections required to
establish such a system, its complexity as well as time for implementation becomes
considerable. The method further elevates the risk for data duplication due to many
connections between data sources. (Skoogh et al., 2012)

2.4.2 Data quality
To develop an accurate simulation model the results must be accepted on the grounds
of reliability and credibility. One method to achieve acceptability is to perform input
data validation in a structured manner (Bokrantz et al., 2017). Table 2.3 presents
11 dimensions of data quality that should be assessed in order to yield high-quality
simulation data (Balci et al., 2000).
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Table 2.3: The 11 dimensions of data quality according to Balci et al. (2000).

Dimension Description
Accessibility The degree to which data are available or easily and quickly

retrievable.
Accuracy The degree to which data possess sufficient transformational and

representational correctness.
Clarity The degree to which data are unambiguous and understandable.

Completeness The degree to which all parts of the data are specified with no
missing information.

Consistency The degree to which data are specified using consistent mea-
surement units, uniform notations and terminology, and any one
data value does not conflict with any other.

Currency The degree to which the age of the data is appropriate for the
use of the data in the model.

Precision The degree to which data possess sufficient number of significant
digits in their numerical values.

Relevance The degree to which data are applicable for use in the model.

Resolution The degree to which data possess sufficient level of detail.

Reputation The degree to which data are trusted or highly regarded in terms
of their source or origin.

Traceability The degree to which data are easily attributed to a source.

2.4.3 Verification and validation
Verification is the process of ensuring that the simulation model and its imple-
mentation are mathematically correct (Sargent, 2013). Validation is the process of
substantiating that the model, within its specified domain of applicability, produces
output that satisfies the accuracy of the real-world scenario (Sargent, 2013). As a
consequence, a simulation model can be valid in one scenario but invalid in a differ-
ent one depending on the experimental setup. Moreover, verification is performed
before the validation of a simulation model.

2.5 Efficiency
Efficiency relates to the input to a system, i.e. resources, and denotes doing things
right. It is not to be confused with effectiveness which means doing the right things
and is affecting the output from the system (Bellgran and Säfsten, 2009). One well-
known methodology for creating efficiency in production systems is lean production
which provides guiding principles to improve not only efficiency but also quality and
speed (Liker, 2004).
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2.5.1 Lean production
Lean production is a philosophy derived from the Toyota Production System (TPS),
focusing on the elimination of waste and improvement of customer value (Gao and
Low, 2014). TPS, moreover considers a continuous improvement process rooted in
principles of company culture. The continuous improvement, also commonly known
as the Japanese term Kaizen, is another characteristic for lean production and en-
folds the process of making incremental improvements with the goal to eliminate
waste. Kaizen should furthermore be regarded as a philosophy that strives for per-
fection and sustains the TPS on a daily basis (Liker, 2004). The concept of lean
production can be seen to relate to 11 different subjects, presented below (Gao and
Low, 2014).

• Reduce the share of non-value-adding activities
• Increase output value through systematic consideration of customer require-

ments
• Reduce variability
• Reduce cycle time
• Simplify by minimizing the number of steps, parts and linkages
• Increase output flexibility
• Increase process transparency
• Focus control on the complete process
• Building continuous improvement into the process
• Balance flow improvement with conversion improvement
• Benchmark

In general, the principles of lean production are focusing on achieving the right
processes for the company’s operations, rather than primarily analyzing its business
results which creates a long-term thinking and acting (Liker and Hoseus, 2008).

2.5.1.1 Waste

Waste is defined as: “anything that absorbs resources but creates no value” (Gao and
Low, 2014). The different types of waste to consider in a production environment can
be described by eight different dimensions; inventory, movement, overproduction,
waiting, transportation, extra processing, defect products and non-utilization of
talent, i.e. employee creativity, as seen in Figure 2.5.
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Figure 2.5: Eight elements of waste according to lean production.

2.5.2 Lean thinking
Lean thinking consists of a framework, relating to lean production and is based on
five principles as described in Table 2.4. Applying lean thinking in an organization
implies to focus on quality and value as defined by the customer, thus rationalizing
the identification of waste in the organization. By eliminating activities that do not
contribute to the creation of a perfect product the purpose of the philosophy is to
save cost. (Gao and Low, 2014)

Table 2.4: Five principles constituting the framework for lean thinking.

Principle Description
Value The end customer value. Said entity can further be regarded

as any downstream process depending on different needs.
Value stream Analyzing the activities of the value stream to determine

which can be avoided or improved to create additional value.
Flow Creating a production system were products move to the cus-

tomer continuously without experiencing interruption.
Pull The production system only produces products according to

customer orders and demands.
Pursue perfection Applying continuous improvement to pursue perfection and

complete elimination of waste.

2.6 Study
It is necessary to characterize the link between the theory of scientific research
methodologies and the conducted research project and there are several issues that
must be considered (Bryman and Bell, 2011). The first consideration relates to
which theory to use while the second concerns what data is to be collected to test
or build theories on. A research project can be interpreted through a set of different
characteristics, each relating to different aims (Wallén, 1996), as presented in Table
2.5.

17



2. Frame of reference

Table 2.5: Four characteristics of a research project.

Type Description
Explorative Researches the scope of the subject and context. The aim

is to gain fundamental knowledge of the subject and a more
general understanding.

Descriptive Collects and organizes data to determine specific properties
of the object central to the study and locating patterns.

Explanatory Attempts to explain aspects central to the study, for instance
why certain patterns evolve.

Normative Relates the findings to existing frameworks and standards in
order to compare different aspects central to the study.

2.6.1 Qualitative study
There are no universal standards considering interview studies, a qualitative study,
and they must therefore be adapted to their respective context and desired outcome
(Kvale and Brinkmann, 2014). As such, the topic of the study should dictate the
chosen methodology. General traits of its methodology can however be described
by seven consecutive phases, listed in Table 2.6.

Table 2.6: The seven phases characterizing a qualitative study.

Phase Description
Thematize Describe the purpose of the study and its topic of interest.

Formulate a research question.
Plan Consider how and what information is to be gathered from

the interviews based on the research question and the context
of the research project.

Interview Carry out interviews.

Document Document the interviews through transcription or notes.

Analyze Choose appropriate methods of analysis depending on the
scope of the study.

Verify Challenge the methodology considering validity and reliabil-
ity.

Report Present results.
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2.6.2 Semi-structured interview
Semi-structured interview methodology implies a format wherein the interviewer has
a set of defining topics. During the interview additional topics might be included
depending on the answers from the interviewee. The questions asked by the inter-
viewer does furthermore not conform to a specific order, but follows the pace of the
session. During the interview all predefined topics are covered, but considers the
interviewees previous knowledge and as such partly allows for tangents during each
session, striving to capture the varying perspectives of each interviewee (Bryman
and Bell, 2011).

2.6.3 Grounded theory
Grounded theory can be defined as: “theory that was derived from data, system-
atically gathered and analyzed throughout the research process” (Bryman and Bell,
2011), although there are some discrepancies regarding its definition. A prominent
part of grounded theory is coding of collected data. By breaking down data into
components as the data collection is performed, the researchers shape the code as
their perspectives on the subject of interest grows throughout the study. Open cod-
ing is a methodology referring to the coding practice of the data retrieved through
interviews and breaking down, examining, comparing, conceptualizing and catego-
rizing said data in order for it to be contextualized and categorized (Bryman and
Bell, 2011). Grounded theory overall constitutes the most widely used methodology
for interpreting qualitative data (Bryman and Bell, 2011).

2.6.4 Magnitude coding
Magnitude coding is defined as the practice of grading collected data through scales,
interpreting the meaning of, for instance, qualitative data as an index of different
weights (Saldaña, 2009). This method is well-suited for evaluating qualitative data
such as text gained from interviews (Quinn Patton, 2002).

2.6.5 Benchmarking
Benchmarking is defined as: “a continuous systematic process of evaluating compa-
nies recognized as industry leaders, to determine business and work processes that
represent best practices and establish rational performance goals” (Rolstadås, 1995).
Through the process of benchmarking different practices at a company are compared
and possible improvements, based on the performance reported by the study, are
determined. Benchmarking can generally be considered through either internal or
external perspectives, referring to either the internal processes at the company or
external environment. Among external benchmarking analysis the technique of best
practice benchmarking considers seeking out innovative and value-adding practices,
having the aim of altering one’s activities to increase the competitiveness of the
organization (Rolstadås, 1995).
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Methodology

This chapter presents the methodology and the work procedure used in this thesis.
It follows the sequence of the conducted steps and discusses important aspects of
validity and reliability of the methods used.

3.1 Procedure

This study consisted of three data collection phases; a literature study, an interview
study and a benchmarking study. The information gathered in these steps was
further analyzed in a fourth step where an implementation plan was developed.
This sequence is depicted in Figure 3.1. This approach is aligned with the seven
stages of an interview study discussed in Section 2.6.1. The first phase, the literature
study, corresponds to the first stage according to Kvale and Brinkmann (2014) and
is of an explorative nature, which is suitable when searching for relevant variables
as well as for establishing the scope of a study (Wallén, 1996). Next, the interview
study and benchmarking study, both of a descriptive nature were used to decide
the characteristics of the studied objects (Wallén, 1996). Finally, the last phase,
labeled as normative, provided guidelines and descriptions of consequences based on
the collected data Wallén (1996).

Figure 3.1: The established procedure for gathering data from literature, inter-
views, and benchmarking for analysis.

Considering the aim of this thesis, an exploratory approach was required due to
the unconventional nature of its field of research. As such, a qualitative research
methodology and inductive approach was chosen as the basis for the study, facili-
tating the emergence of information (Bryman and Bell, 2011).
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3.2 Literature study
The explorative approach, as described in Table 2.5, allowed the establishment of
broad knowledge about the main topic as well as adjacent research. The objective of
this literature study was to develop both contextual and technical knowledge in order
to establish a mutual understanding between the team, stakeholders and interviewees
during the proceeding stages. The main literature in this study was research papers
from well-known scientific journals. The key topics included; virtual factories, digital
twins, digital tools, simulation, verification and validation of simulation models,
input data management and lean production. This provided a rich and company
relevant terminology which was necessary in order to develop an adequate interview
framework later on.

3.2.1 Alignment
The findings from the literature study was validated through an expert panel with
members from both academia and the company. Relevant findings, meaning and
significance of terminology, were discussed with the aim to unite the perception of
the topic. When all stakeholders agreed on the proposed terminology the alignment
was considered successful.

3.3 Interview study
The interviews were realized in a semi-structured manner, see Section 2.6.2. The
semi-structured interview was chosen since accounting for the different perspectives
of the interviewees were essential to provide a relevant foundation regarding the
needs associated with virtual factory technology at the company. The content is
presented in five sections relating to planning, pilot interview, interviewing as well
as data processing, analysis and alignment.

3.3.1 Interview planning
The interview methodology considered the seven traits of a research interview as
described in Section 2.6.1, in order to facilitate the quality of its results. Further-
more, data processing and interview analysis methodology was established in the
planning stages of the project as described by Kvale and Brinkmann (2014). The
basic framework for the interviews was based on five main sections: introduction,
information, readiness, acceptance and summary. These sections are described in
detail in Table 3.1. This structure of distinct sections was created in order to facil-
itate review and analysis of its qualitative content. Lastly, to account for research
ethics the interview was formed to not relay on the interviewee’s name or work title,
giving the interviewee an option to choose anonymity without feeling compromised.
Also, a well-informed consent for recording the interview was established through
an oral agreement. These two aspects combined can be seen to align with current
guidelines for research ethics (Bryman and Bell, 2011).
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Table 3.1: A description of the sections the interview was divided into.

Section Description
General intro-
duction &
introduction

Served to introduce the project to the interviewee as well as
to inform about how the gathered material would be used and
how the interviewee could access it at the project’s comple-
tion. The purpose of this step was to orientate participants
regarding the scope of the study and generate a more holistic
understanding of their role in the project.

Technical
readiness

Considered aspects regarding knowledge of the interviewee
and to assess how technologically prepared the organization
was considering the implementation of virtual factory tech-
nology.

Acceptance Strived to assess the interviewees acceptance of the virtual
factory technology and how it should be customized in order
for the interviewee to be able and willing to use it on a daily
basis.

Needs Strived to map the requirements of virtual factories consider-
ing different perspectives of interviewees. This step served to
map fields of application relevant for the company.

Summary The final section was a feedback session, serving to review and
confirm important aspects, such as interviewee anonymity.

3.3.2 Pilot test
To validate the interview methodology and minimize prominent errors in the collec-
tion of qualitative data throughout the interviewing a feedback session and a pilot
interview was performed with experts within the field of production engineering,
having extensive knowledge and experience of interviewing, as proposed by Bryman
and Bell (2011). Through feedback sessions, the contents were reviewed and altered
to create a framework less receptive to misunderstandings and thereby improving
its quality. The final interview template can be found in Appendix A.

3.3.3 Interviews
Interview sessions were carried out in accordance to the proposed framework consid-
ering in-depth interviews as discussed by Kvale and Brinkmann (2014), to maximize
the accuracy and amount of available data for processing. As such, interviews were
carried out in a semi-structured manner, supported by both audio recordings and
notes. The behavior of the interviewer was furthermore aligned with the principles
as defined by Guion et al. (2011).

The interviews were carried out during eight weeks, each conducted individually and
with a maximum duration of 45 minutes. In total were 25 employees interviewed,
mainly from the department of process development since it constituted the primary
scope for the study as well as the primary users of the virtual factory. Additionally,
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interviews were conducted with employees from the departments of production tech-
nology, manufacturing development, product engineering and factory management.
This distribution of interviewees is reviewed in Table 3.2. The inclusion of the ad-
jacent departments was made to define requirements of usability and organizational
collaboration.

Table 3.2: The distribution of interviewees from each department at the company.

Department No. of interviewees
Process development 17
Factory management 3
Product engineering 2
Production technology 2
Manufacturing development 1

3.3.4 Data processing
Additional processing was required to generate information from the qualitative data
gained from interviews. The data processing was performed through open coding
and grounded theory, as presented in Section 2.6.3, as well as additional processing
through magnitude coding, per Section 2.6.4, preparing the foundation for analy-
sis. The open coding consisted of organizing the gathered data from the interviews
according to expressed needs and considerations for implementation. It primarily
built the foundation for the needs of the virtual factory and its modules.

Magnitude coding was utilized to construct scales of technical readiness, knowledge
about the subject, and acceptance within the organization. Technical readiness con-
stituted of three subcategories; digitalization, simulation and virtual factory. Each
subcategory designed to provide insight into the topics adjacent to the concept of
the virtual factory. The range for the magnitude coding was determined to three
discrete levels (-1, 0, 1), described in Table 3.3, for both categories and its subcat-
egories. The subcategories for technical readiness was merged through a weighted
average. The weights were distributed to reflect the adjacency to the main topic
and were chosen to 0.25 for digitalization and simulation, and 0.50 for virtual fac-
tory. Since the scale only constituted of discrete levels a floor function was used to
round down to the weighted average to an integer, this to remain conservative. The
complete framework for the interview coding can be found in Appendix B.

Due to virtual factories and digitalization efforts overall consisting of a considerably
large range of definitions and interpretations, further addition of levels was not
deemed to reliably be able to improve the accuracy of the outcomes. The approach of
magnitude coding was well fitted as to interpret the qualitative data (Quinn Patton,
2002). The coding was carried out as soon as possible during sprints every three
interviews as proven beneficial (Bryman and Bell, 2011).
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Table 3.3: A description of the coding scheme used for interpreting the interview
data.

Level Technical Readiness Acceptance
-1 No knowledge No acceptance
0 Some knowledge Neutral acceptance
1 Full knowledge Full acceptance

3.3.5 Interview analysis
Analysis iterations were conducted every three interviews. This methodology was
chosen as it enabled the project to develop its knowledge over the course of data
collection, thus developing its accuracy along the way (Kvale and Brinkmann, 2014).
The agile analysis was central to the methodology of grounded theory since it reflects
on the recursive nature between data gathering and analysis (Bryman and Bell,
2011).

3.4 Benchmarking study
To understand which strategies and tools that are available and used in practice by
other companies, a benchmarking study was performed. A benchmarking study can
be performed with a vast range of objectives, in this thesis the main objectives are (1)
to find the current state of the virtual factory and (2) to find the future state of the
virtual factory. From these objectives facts about the motivation for developing and
using a virtual factory, how data is collected and organized, which tools are used for
analyzing the output of the virtual factory, and the implementation strategy could
be collected. In Section 3.4.1 to 3.4.3 the planning, conduction and analysis will be
presented in detail.

3.4.1 Benchmarking planning
Per the qualitative research methodology described by Kvale and Brinkmann (2014)
benchmarking was initiated by a planning phase, which considered conduction and
analysis of benchmarking. The sessions were independently planned to increase their
relevancy to their respective benchmarking company. The established template can
be seen in Appendix C. This planning phase facilitated the quality of the gathered
data and ensured its validity and scope for analysis.

3.4.2 Benchmarking
Benchmarking was performed with companies that were considered industry leaders
and characterized as large scale manufacturers of high quality products or services
with well established organizations located in Sweden. The benchmarking compa-
nies were chosen based on recommendations from academia and the company. A
benchmarking session constituted of a study visit where a meeting with a subject
matter expert took place. The primary deliverable from a benchmarking session
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was a semi-structured interview with the subject matter expert to gain knowledge
about their virtual factory and its implementation. This, combined with a preview
of the facilities, generated a holistic foundation which enabled comparison to the
company’s needs.

3.4.3 Benchmarking analysis
The benchmarking analysis served to assess the current maturity of the virtual
factory at the benchmarking company, how the current state was reached as well
as what was considered for future development. As such, the current maturity of
the virtual factory solution was assessed through the content presented in Section
2.3.2.5. The contribution to this thesis being to provide technical and organizational
insights and foundation for the establishment of an implementation plan.

3.5 Analysis
The framework for creating the implementation plan can be seen in Figure 3.2. Its
structure assesses all of the gathered information throughout the project and ensures
the validity of the provided solution. The strategy was founded on two perspectives;
the needs expressed by stakeholders of the virtual factory at the company and the
available technology found at industry leaders and through examination of current
research. Furthermore, to ensure the ability to combine these perspectives, pre-
requisites of technical readiness and acceptance was considered to facilitate a user-
driven and continuous development. These prerequisites and further the enabling
technologies funneled the information into a feasible solution, the implementation
plan. Local organizational requirements were explored as well and the findings were
further consolidated to empower the implementation plan. This strategy for imple-
mentation was structured in accordance with the model of virtual factory maturity,
as depicted in Figure 2.4, creating a step-by-step solution.

Figure 3.2: The structure for analysis where the output is an implementation plan
for the virtual factory.
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3.6 Validity and reliability
By gathering data in accordance to empirically tested methods the validity of the
used method was ensured. Reliability was further facilitated through data collection
close to its source of creation; designated user groups at the company and field
experts at industry leaders. To further prevent loss of data during coding, each
session began close to the instance of the interview, the contextual aspects of said
interaction being considered, improving the reliability.
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4
Identified needs and prerequisites

This chapter presents the identified needs at the company which have been divided
into two categories; technical and organizational needs. Additionally organizational
prerequisites, technical readiness and acceptance will be presented.

4.1 Technical needs
Technical needs concerns the functionality of the virtual factory, and should be inter-
preted as a desired toolbox. In Table 4.1 all identified technical needs are presented
in descending order of the frequency they occurred during interviews. Altogether
29 unique needs were distinguished among stakeholders of the virtual factory. Even
though some needs were expressed more frequently than others it does not neces-
sarily imply that they are more important. Furthermore, each identified technical
need has been labeled with a capital letter which will be used later in Section 6.2.
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Table 4.1: The identified technical needs at the case company and their respective
frequency.

Label Expressed need Freq.
A Simulation of production flows 16
B Visualization for educational purposes 10
C Make what-if analysis 10
D Common information platform 8
E Factory layout support 8
F Economical investment decision aid 8
G Allocation and/or optimization of resources 7
H Evaluation of available capacity 7
I Representation of factory layout 7
J Cost calculations for products 7
K Simulation of process parameters 6
L Test product-production feasibility 4
M Planning of production logistics 4
N Planning of maintenance 3
O Commissioning for machine installation 3
P Reuseability of base model 3
Q Path planning and collision tests 3
R Online based model 3
S Traceability of sources of errors 3
T Simulation of staffing in production 3
U Simulation of work environment and ergonomics 2
V Integration of CAD-models 1
W Evaluation of product quality 1
X Make accurate virtual measurements 1
Y Perform virtual first and second acceptance test 1
Z Traceability of machine changes 1
AA Simulation of assembly of products 1
AB Optimization of operator movements 1
AC NC-programming support 1
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4.2 Implementation needs
In Table 4.2 the expressed needs for implementation are presented. These needs
account for the experience and expectations at the company considering the plan
for implementation. The needs were categorized into four different blocks; organiza-
tional change, work methods, education and system requirements. Expressed needs
regarding organizational change considered the development of pilot projects with
key individuals supported by active leadership. Moreover, ensuring a wide range of
users as well as preventing single key users was deemed important. Also, developing
a stepwise implementation plan of modules and functionality was expressed impor-
tant for enabling value-adding activities throughout the implementation.

The second block, work methods, expressed needs regarding prioritizing simplicity
through standardized work procedures and striving for minimizing the amount of
imposed administration to enable a successful implementation and widespread use.
In this regard local full-time personnel responsible for the virtual environment were
deemed required to ease simulation and development efforts. Relating to the ease
of development educational aspects considers practical training and relevant compe-
tences for personnel as well as the need for accessible local, in-house competences.

The final block considers the specific needs of the system architecture and its func-
tionality. Regarding the software infrastructure, needs to enable communication
between different software, sharing information between personnel and throughout
various departments were expressed. In this regard, modularization of the simula-
tion environment (Johansson, 2006) was also deemed important, creating different
sets of tools for different users. Moreover, an online-based environment, creating
ease of access and the possibility to view production environments from different
locations was also desired. Lastly, the need for proper routines to assess aspects
of input data management and data quality were expressed, as well as the need
for general maintainability of the system. The collected production data further
requires sufficient level of detail to represent the real production environment.
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Table 4.2: The identified implementation needs divided into four blocks at the
company and their respective frequency.

Organizational change Freq.
Active leadership 2
Pilot projects 2
Driven key individuals 1
Prevent single key user 1
Stepwise implementation 1
Consider integrity of operator movements 1
Work Methods Freq.
Allocate full time personnel for simulation/model development 7
Support standardized way of working 6
Minimize the amount of administration 1
Local personnel responsible for virtual factory infrastructure 1
Education Freq.
Practical training 8
Education of relevant competencies 6
In-house competences 2
System requirements Freq.
Input data management and data quality 8
Focus on usability 8
Level of detail sufficient to represent real factory 5
Maintainability 4
Visually striking for sales purposes 4
Shared infrastructure between plants 3
Match tool functionality to employee’s needs 3
Ability to handle different file formats 2
Compatibility of software and available technology 2
Modularization of the system 2
Easy access to the platform 2
Interface for key parameters 1
Standardized simulation functionality 1
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4.3 Organizational prerequisites
The distribution of interviewees’ acceptance and technical readiness is depicted in
Figure 4.1 where the bubbles’ area corresponds to the number of interviewees. The
acceptance is very high at the company, with the exception of one interviewee who
was neutral. The technical readiness shows a wider spread among interviewees,
ranging from no knowledge to full knowledge about the topic. To conclude, accep-
tance for implementing and using a virtual factory is close to full and the technical
readiness upholds a wide spread. Due to this, the plan for implementation will focus
on decreasing the spread while increasing the average technical readiness.

Figure 4.1: The distribution of acceptance and technical readiness among the
interviewees.
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5
Available technologies

This chapter describes the different technologies found at the benchmarking compa-
nies, starting with mapping their respective virtual factory maturity. Also, bench-
marked ways of working with the virtual factory are presented.

5.1 Industry leaders’ maturity
The three Swedish companies identified as national industry leaders and chosen as
benchmarks are herein called; α, β and γ. α and β are automotive manufacturers
and γ considers a digitalization project in the energy sector co-developed with a
Swedish engineering consulting firm.

In Figure 5.1 the benchmarking companies’ current virtual factory maturity is
mapped. Company α exhibited no digital simulation model of any factory, plac-
ing α at step 0 in the maturity model. Company β exhibited a Digital Model of
the factory, placing β at step 1 in the maturity model. Company γ has developed,
in collaboration with the engineering consulting firm, a Prognostic Model placing
them at step 4 in the maturity model.

Figure 5.1: The benchmarking companies’ current virtual factory maturity.
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5.2 Company α

Technologies
Company α showed a well-established digital toolbox for product development, as-
sembly work, workcell design and similar. Some simulation of processes and flows
existed but was not connected to real-time data. In addition, the majority of facto-
ries owned by α had been 3D laser scanned, a technique used for rapid and accurate
digitalization of spatial properties of objects or surroundings (Lindskog et al., 2012).
An example of a 3D laser scanned environment is given in Figure 5.2. α currently
focuses on developing a common platform where the existing digital tools will be
merged, efficiently communicating with each other, building the foundation for the
virtual factory and reaching step 1. Furthermore, company α aims at developing a
Prognostic Model (step 4).

Figure 5.2: An example of a 3D laser scanned production environment from
Chalmers Production System Laboratory.

Organization
One main driver for developing a virtual factory is the opportunity to plan and
realize projects at an earlier stage than today, according to α. This is enabled by
the common platform for sharing information that the virtual factory invokes which
can serve to reduce misinterpretations and include different stakeholders early in
the development process. Furthermore could the amount of rework in production
development projects be limited due to the use of up-to-date and representative data
which more accurately depicts the effects of changes. To realize these advantages α
argues that an understanding for the responsibilities for the virtual factory and its
interfaces must be established alongside with the allocation of resources for mainte-
nance of the model. This, according to α, implies a new organizational structure to
be able to develop, use and maintain a virtual factory.
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Company α argues that the organization must view the virtual factory to be the
primary representation of the production unit, being the superior to the physical
production unit. Therefore should all changes to the physical environment be eval-
uated in the virtual model first which not only contributes to visualizing the effects
but also serves as a vehicle for a more holistic perspective.

Success stories
Company α are using 3D laser scanning and the success story related to this effort
was identified to rely on standardized and integrated work methods. In the scanned
factories physical datum points are marked out to ensure accurate merging of 3D
point clouds when re-scanning. Re-scans are mandatory for all changes made to
the production environment, for suppliers as well. By continuously and frequently
scanning the environment the virtual model is ensured to be up-to-date, creating an
accurate representation of the real production system. The scanned models, later
combined with CAD-models, have provided a way for α to easily visualize factory
layouts and support installation of e.g. new machines due to the ability of making
accurate measurements in the virtual environment.

5.3 Company β

Technologies
The current model at β was not connected and primarily used for what-if simulation
in production development at process, line, factory and supply chain level. Com-
pany β utilized two different simulation software, one commercially available and the
other in-house developed in collaboration with academia. The latter provides Ar-
tificial Intelligence (AI) and Machine Learning (ML) algorithms for multi-objective
optimization. The two software are used simultaneously, enabled by a connector,
and is stored online making it accessible to a certain group of engineers. Further-
more, β utilizes simulated value stream mapping, a method for mapping all actions
currently required to bring a certain product through the main flow, to visualize
certain simulation data in a recognizable manner. In the future model development
is connectivity the focus, as well as further developing AI, which would place β on
step 2. Furthermore, an online based platform is to be established to facilitate the
ease of access to the virtual factory.

Organization
To facilitate the simulation model’s development a team of four full time simula-
tion engineers has been established, motivated by an increasing need to analyze
the complex production environment and support decision making. Currently this
team support plants both in Asia and in Europe but intentions of establishing lo-
cal on-site competencies to retain knowledge within the organization are expressed.
Further development also considers expanding the user group to include different
departments, making maximum use of the simulation model. Economical poten-
tial is further seen in collaboration with business development and to evaluate lean
strategies. The present model is however mostly used by the simulation team for
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buffer and flow optimization, routing and continuous improvement of machine data
input parameters.

Currently, β has established standardized work methods for continuous develop-
ment of the model. As such, simulation projects are considered as a mandatory part
of development projects in production, improving their quality and outcome. The
increased influence from simulation is further expressed as a vision of virtual con-
fidence by the year 2020. By herein interpreting the virtual factory as the original
development environment and the real production unit as a copy, increased activity
in early planning stages are to be facilitated, much akin to the concepts presented by
α. Standardized work methods within the simulation group itself is also considered
and presented through a 13 step simulation methodology, as seen below. Moreover,
the simulation coding is to be partly standardized through the establishment of
standardized function blocks to reduce the knowledge and overall resources required
for development of the simulation model.

1. Problem formulation
2. Evaluation of simulation needs
3. Evaluation of software requirements
4. Evaluation of required resources
5. Adding job to cloud service
6. Model conceptualization
7. Gathering of data
8. Model translation
9. Planning of experiment
10. Conductance of experiments and analysis
11. Compare results to problem formulation
12. Documentation
13. Final approval of results

Models are furthermore established in both 3D and 2D depending on the events to
be evaluated and the experience of the team members. 2D models are used when
team members are more familiar with the physical production unit that are to be
model, otherwise 3D models are used to increase understanding. These 3D models
are to some extent based on 3D laser scanned environments complemented with
developed 3D models presenting the inner workings of the production system.

Practices regarding input data management at the company considers manual col-
lection methods utilized to keep aggregated data bases fairly up-to-date representing
a snapshot of the production unit, the data therefore suffers from a general lack of
continuity. The validation process of said data utilizing technical experts in pro-
duction to interpret the model output, comparing it to the behavior of the real
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production unit. In the future, β intends to automate and standardize aggregation
of said input data to improve the quality of simulation results.

Success stories
By establishing 3D simulation models of its production unit and work methods,
production lines have successfully been replicated over national boarders at different
production plants, generating greater returns from development projects.

5.4 Company γ

Technologies
Company γ displayed the highest maturity, its model being a fully connected 2D rep-
resentation of a production unit within the company and is stored on local servers.
Having greatly automated input data management γ enabled a continuous commu-
nication between the real and the virtual factory creating a digital twin. The data is
transferred via wired internet due to cyber security requirements. The digital twin
depicts the theoretical output, the ideal state, of a turbine plant. The virtual model
also predicts maintenance actions, enabled by advanced analytics, which helps op-
timizing the performance of the plant. Noteworthy in this case is the relatively
small amount of data that is being collected, only a few key parameters are mea-
sured and included in the model. Additionally, the turbine plants inner workings
are well-known and can with well-established mathematical relations be calculated.
Company γ is currently focusing on replicating the model to other units in the com-
pany, and not directly developing the model’s functionality.

Organization
Company γ decided to connect the virtual factory to real-time data to support em-
ployees in monitoring operations and decision-making in a high risk environment.
The interface is designed for the end users, operators in the control room, and in
addition to the 2D model provides easily interpretable graphs. An important per-
spective is to see the virtual factory as a supporting system not only as an isolated
tool for monitoring processes or development projects.

Success stories
By using the virtual factory can maintenance actions be accurately planned and
performed. The developed algorithm for the particular maintenance action at γ
has optimized the performance and at least 3 000 MWh per year have been saved
(Nohrstedt, 2018).
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6
Implementation

This chapter presents the efficiency improvements that the virtual factory can gen-
erate and proposes a stepwise implementation plan, tailored to match the needs at
the company.

6.1 Improving efficiency
As seen at industry leaders the current development within manufacturing industry
strives to increase efficiency, reduce lead times and improve routing and process
parameters, per se reducing the overall manufacturing cost. By utilizing simulation
models of a production unit such results have been proven attainable (Freiberg
and Scholz, 2015). An increased product quality, reduced resource consumption
and increased productivity are herein shown to generate significant cost savings in
manufacturing. The organizational change simulation entails further improves the
problem solving capabilities in the organization, proving especially beneficial for
companies where innovative design is considered a strategic priority (Becker et al.,
2005). To successfully attain these associated benefits and organizational change a
user-driven development is required to prevent the so called productivity paradox,
not gaining any economical advantages even tough the IT technology implies great
benefits (Leclercq-Vandelannoitte, 2015). Thereby, founded on the needs of the
company, prerequisites and organizational support as well as benchmarks performed
at industry leaders, an implementation plan has been established accordingly.

6.2 Implementation plan
The remainder of this chapter present a plan for implementation of the virtual fac-
tory considering its different levels of maturity. In Figure 6.1 the identified needs,
as listed in Table 4.1, are presented in accordance to their corresponding level of
required maturity. Since no present needs require the technology associated with
a maturity higher than step 4, this study concludes its plan for implementation at
said step to preserve user-driven development. However, important considerations
for preparing the development of the remaining steps will be described. To create a
competitive strategy, the long-term vision for the virtual factory should be to reach
step 6 in the maturity model. Nevertheless, an important objective in the proposed
implementation plan was to create milestones, short-term value-adding functional-
ity, along the journey to reach the final step.
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The implementation plan is presented in a step-by-step manner, following the same
structure for step 1 to 4. Each step prescribes a set of enabling technologies which
fulfills the needs at the particular step. Further requirements have been added, not
covered by the identified needs. These are necessary to consider in order to be able
to move to the succeeding maturity steps as found at industry leaders and in current
research. These extra requirements will be labeled as mandatory in the summarizing
tables.

Figure 6.1: The identified needs mapped onto the six maturity steps of the virtual
factory.

6.2.1 Reaching step 1
Technology
The first step serves to create a Digital Model, a fully functional simulation model
representing the production unit. The model is fed with data from historical records
which can for instance be a statistical distribution for downtime or processing times
for different resources. Consequently, the needs associated with the first step con-
siders utilization of the virtual factory offline. At this point the virtual factory
constitutes of a DES model and thus enables fulfillment of analysis of parameters
not related to real time production data. At this step the virtual processes, virtual
machines, virtual work-cells are defined which creates the foundation for the virtual
factory. Beyond satisfying the identified needs, it is necessary to facilitate collec-
tion of production and product related data in order to describe the behavior and
constraints of the production unit. Also, depending on the desired level of detail
and visualization requirements, accurate measurements of the production facility are
needed. Finally, the correspondence between the virtual model and the real-world
production facility it represents needs to be confirmed.

The enabling technologies identified in order to satisfy transition to the first ma-
turity step is summarized in Table 6.1. With the main technology, DES software,
a model of the production flows can be realized. Also implementing software for
layout design and creating designated APIs to enable transfer of data between the
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different software and databases are crucial to enable an efficient solution. More-
over, 3D laser scanning equipment to quickly and accurately model the production
environment in 3D should be acquired. To model the inner workings of the system
process, product, and machine parameters also needs to be acquired and a verifica-
tion and validation study needs to be performed to ensure accurate behavior of the
Digital Model. Additionally must the model be equipped with the ability to manage
versions of the model in order to run and save different scenarios issued by different
users. These technologies are summarized in Table 6.1.

Table 6.1: The proposed enabling technologies and the needs they fulfill for reach-
ing step 1.

Enabling technology Needs fulfilled
DES software A, B
Layout software E
Designated APIs Q, V, AC
3D laser scanning O, I, X
Process, product and machine data Mandatory
Verification and validation study Mandatory
Model version management Mandatory

Organization
To build the simulation model special competence and skills are required, for in-
stance the skill set that a simulation engineer posses. In accordance with β dedi-
cated full-time personnel should be assigned for the development of the model and
act as a local competence cluster with the aim to evolve into a global support. This
group is responsible for the establishment and the development of the DES model
and its functionality. To simplify the building of the simulation model the creation
of a library of standardized function blocks should be an objective, as demonstrated
by β. Alongside the development of the model a comprehensive work method should
furthermore be established together with the end users. This work method could
preferably resemble the one found at β but must be aligned with the company’s
current project management office guidelines.

Concerning the 3D laser scanning of the production environment, besides relevant
competencies, standardized routines should be established. Preferably in a similar
manner to what company α demonstrated to ensure that the virtual model is up-
to-date when changes are made to the physical system. It is important to share this
way of working to suppliers and contractors in order to create an accurate virtual
model.

In order to create a long-term solution for the Digital Model the technical readi-
ness at the company needs to be increased. Training packages should be launched
together with the launch of the Digital Model at an early stage to create under-
standing. The training should not only focus on theory about the Digital Model’s
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inner workings but should also include practical training i.e. using the model, as de-
scribed in Section 4.2. Furthermore the technical readiness could be augmented by
initiating pilot studies where different user groups are included in the development
to raise awareness and simultaneously create opportunities for user-centered design.
Pilot studies could be a good method to build in domain knowledge in the system,
making it more adapted to the end users.

6.2.2 Reaching step 2
Technology
The second step, a Connected Model, focuses on connecting the previous developed
Digital Model to real-time data from the production unit. The needs met at this step
relates to sharing of information, utilizing the connected platform and the ability to
collect data in real time from production processes. Further requirements includes
collection, cleaning and mining of data, connectivity, online accessible storage, as
well as automatic and continuous updates of the simulation model. An important
consideration for data cleaning and mining encompass storing raw data, not cleaned
nor mined, or storing solely manipulated useful data.

Enabling the prescribed needs and requirements, production resources need to be
equipped with sensors to transfer their behavior into a computer readable format.
Additionally, 5G networks or equivalent connectivity technology is required to com-
municate the data to online storage, for either raw data or manipulated data. The
virtual factory is now converted into a Connected Model, a digital twin is created,
and should be uploaded to a server to enable organization-wide accessibility. The
stored data, serving as input to the Connected Model, must be sorted, labeled and
copied to the virtual factory by an API per its request. The prescribed technologies
are summarized in Table 6.2.

Table 6.2: The proposed enabling technologies and the needs they fulfill for reach-
ing step 2.

Enabling technology Needs fulfilled
Sensor equipped production resources D, K
5G or similar D
Online data storage D
Server storage for the model D, R
Designated APIs Mandatory

Organization
The competences required to enable a Connected Model stems from management
of data, both considering hardware and software infrastructure. As demonstrated
by γ consultant companies can herein be utilized to fill gaps in current company
knowledge and facilitate the establishment of a Connected Model.
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This connected infrastructure of the virtual factory further requires establishment of
input data management routines. As such, different sets of work methods depending
on the type of data need to be established, see Section 2.4.1. Due to the varying
levels of automation in production at the company can methodologies ranging from
automated collection of sensor data to manual collection be used, as seen applied by
β. Furthermore, routines considering evaluation of data quality to ensure the valid-
ity of the virtual factory simulation results need to be established in accordance to
the 11 steps of data quality, described in Section 2.4.2.

As input data management routines are essential to the value-adding capabilities
of the virtual factory, educational packages regarding the online model and the im-
portance of proper data management needs be performed. Such education should
include a theoretical background as well as practical training in data collection to
support and create understanding among domain experts of the different method-
ologies.

6.2.3 Reaching step 3
Technology
When the virtual factory reaches step 3, a Diagnostic Model, the main functionality
constitutes of a current state analysis. Thus all identified needs which require the
ability to evaluate the present operations could be mapped onto this step. Provided
that the Connected Model is accurate and mirrors the real production unit no fur-
ther requirements beyond the expressed needs are found. The Diagnostic Model
could be viewed as to provide different modules where data is presented as relevant
information about operations and events for the user, and it is therefore only the
user needs that should dictate the introduced modules. This is summarized in Table
6.3.

The identified needs at this step could be fulfilled by firstly developing the ability
to copy the base model which enables several users using different modules, diag-
nosing different aspects, at the same instant of time. Furthermore the following
simulation or mathematical models should be developed and added onto the base
model; a product cost model, a product quality model, an ergonomic simulation of
operators at work stations, and a simulation of assembly of products. These models
and simulations should represent different interfaces of the virtual factory and data
is further visualized to fit the needs of a specific task. This puts further require-
ments on proper communication between different software, designated APIs, and
data storage for results from diagnoses. Lastly, from the diagnoses provided by the
virtual factory could changes to the physical system be proposed and thereby must
changes to the virtual system, the base model, be made. This calls not only for
an adaptable base model, accessible for a constrained group of users, but also for a
change log functionality where changes made to machines and other resources can
be tracked when unexpected events occur.

45



6. Implementation

Table 6.3: The proposed enabling technologies and the needs they fulfill for reach-
ing step 3.

Enabling technology Needs fulfilled
Copy base model H, P, Y
Product cost model J
Product quality model W
Ergonomic simulation software U
Product assembly simulation software AA
Automated change log Z, S
Extended data storage Mandatory

Organization
Introducing the diagnostic tools in the virtual factory enables analysis of the pro-
duction unit which requires conscious selection and evaluation. When implementing
new modules, the needs of different user groups, resource requirements and esti-
mated effects from use should be considered. To ensure its continued use project
management as seen at β can be utilized, requiring use of the modules to approve
different kinds of investments and changes in the production unit. Practical train-
ing, continuous follow-up and feedback sessions are essential to ensure the module
is used correctly by the users, its full potential being realized. Furthermore, as the
inner workings of modules are defined so need the general methodologies of simu-
lation projects be established. Structured work methods as seen at β, explained in
Section 5.3, could prevent the loss of information, facilitating proper documentation
and fact based analysis of the production unit.

6.2.4 Reaching step 4
Technology
If the prior step depicted the current state of operations the fourth step depicts the
future state of operations, being a Prognostic Model. The main functionality at this
step is based on the virtual factory’s ability to forecast and calculate when differ-
ent properties change, hence supporting an optimal use of resources. The identified
needs which require the ability to run what-if simulations, testing different scenar-
ios, was therefore assigned to this step. Further requirements are issued together
with the ability to perform a vast number of different scenarios and discard them if
necessary. These technologies are summarized in Table 6.4.

The ability to forecast relies on proper examination of data and the enabling tech-
nology are therefore advanced analytics. This is a collection of different techniques
for generating descriptive and predictive analyses through autonomous or semi-
autonomous examination of data and content (Gartner, 2018a). Examples of ad-
vanced analytics techniques include pattern matching, semantic analysis, multivari-
ate statistics, machine learning and neural networks. New modules, for visualizing
the predictions, should be developed and includes an investment calculation model,
production logistics simulation, a maintenance model, advanced scheduling algo-
rithms for allocation and optimization, as well as support for operator movement
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tracking. Also, the modules in the previous step should be equipped with advanced
analytics to extend their functionality.

Table 6.4: The proposed enabling technologies and the needs they fulfill for reach-
ing step 4.

Enabling technology Needs fulfilled
Advanced analytics C, F, G, L, M, N, T, AB
Investment calculation model F
Production logistics simulation M
Maintenance model N
Advanced scheduling algortihms G, T
Operator movement tracking AB

Organization
Using advanced analytics requires that the organization acquires new skills in data
analysis techniques and uses domain experts to develop accurate models as well as
to validate them. This competence could either be developed in-house or acquired,
however the inclusion of domain experts will be crucial. Furthermore the previ-
ously established work methodology should be re-evaluated to fit the requirements
of making predictions and basing decisions on the generated data. It is important
to establish routines for what data and model constrains to save, as well as how to
save and when to save in order to support traceability.

Crucial to this methodology is the perspective on the virtual factory being the supe-
rior, identified as important at α. Changes to the virtual factory should therefore be
issued when an investment decision is concluded by the department of process devel-
opment. This means that the group responsible for the development of the virtual
factory makes changes to the virtual environment before the physical environment
is changed. This puts further requirements on properly developed and established
work methods and conscious use throughout the organization.

6.2.5 Preparing step 5 and 6
As can be seen in Figure 6.1 no identified needs could be mapped onto step 5 or
6. Therefore no implementation plan will be prescribed for these steps since this
thesis strives for developing a user-driven process for realizing the virtual factory
at the company. Nevertheless, if realizing step 5 and 6 the virtual factory will
gain significant intelligence by including more advanced ML algorithms as well as
powerful AI.
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Discussion

This chapter presents a discussion on the value that the virtual factory can provide,
important technical aspects and how a new mindset must be developed. Lastly is the
replicability of the used methodology discussed.

Value beyond cost
The large costs associated with the development and maintenance of a virtual fac-
tory requires the capabilities of the technology to be thoroughly investigated to
motivate its investment. Company α utilizes the broad perspectives and planning
features of the model environment to facilitate faster product realization. This, fur-
thermore, creates less rework as a result of individuals having an increased holistic
understanding of adjacent activities in the organization. At β the virtual factor is
mostly used to enhance the proficiency of flow analysis and resource optimization.
Finally γ then utilizes the simulated representation of the real world production
unit for predictive maintenance, increasing safety and stability of the system while
achieving significant cost savings.

The common denominator among industry leaders can be seen in the efforts for
reducing waste through the use of the virtual factory. Reducing waste is herein
achieved through the additional means for analysis that the technology implies,
more easily being able to locate and visualize it in the current production unit. As
such, the virtual factory can be seen to align with the principles of lean production.
For instance, through its ability to augment process transparency, provide holistic
perspectives and increase complete system control can the overall efficiency of the
production unit be improved. Concurrently, the principles of lean thinking is sup-
ported since the increased transparency allows for an interlinked understanding of
the end customer value. Through these means it becomes easier to choose the most
effective development projects from start. By further facilitating waste not being
built into the system through future and ongoing implementation projects, waste
can significantly be reduced in production over the continued long-term use of the
virtual factory.

The value-adding capabilities of the virtual factory is as such seen through the cost
savings directly associated with the production unit and resource utilization, but
also further through the effects gained from the organizational change it requires.
By further increasing the amount of information available for decision making the
ability within the organization to implement changes without requiring various lev-
els of rework is facilitated. This generates the prerequisites for the department of
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process development to practice a more agile and faster production development.

Supporting sustainability
The implementation plan for the virtual factory has been aligned with the aspects
of sustainability, both societal, economic and environmental. This was deemed im-
portant since many organizations, the company in particular, considers this to be
a crucial part new investments. The societal dimension is expected to be increased
due to the enlarged possibilities to share information, creating a shared belief among
employees. This strives to reduce rework, the efforts required for finding the right
information and consequently create a more agile work environment where the em-
ployee can devote more time to creative work. The economical benefits are most
prevalent since the virtual factory can serve to reduce the waste as well as speed up
development processes, making the production system more cost efficient. Lastly,
the environmental positive effects from using the virtual factory stems from the
ability to evaluate scenarios and with relevant modules can for instance energy con-
sumption and emission of greenhouse gases be simulated and act as a decision-aid.
In summary, by providing the means for visualizing, diagnosing and predicting ef-
fects of the production systems can long-term and more conscious choices be made
with respect to all three dimensions of sustainability.

Even though the positive effects of the virtual factory are prominent there are still
important aspect worth considering. The virtual factory will require new compe-
tencies and its development might induce uncertainty in the organization. Large
scale change requires safeness to create acceptance and enthusiasm about develop-
ment projects, this could as such threaten the establishment of the virtual factory.
Active leadership is therefore of considerable importance to establish a sustainable
social climate of change. Another prominent risk can be seen in leadership becom-
ing more distant from the shop floor, since the virtual factory offers the opportunity
to monitor and assess the operations and performance of production without being
physically present. Active leadership being essential to the development of the vir-
tual factory, as well as the human in production being difficult to model accurately,
the presence of management can not be disregarded. Finally, the significant overall
investment that the virtual factory requires entails that the value-adding abilities
for the end user is central to optimize cost. To create a long-term sustainable eco-
nomical development it is necessary to evaluate what the technology should do for
the end user and not what technology could do.

Collaborating with technology
The implementation plan for realizing step 1 to 4 showed a vast mix of technologies
and to successfully merge them into an efficient common platform a comprehensive
system perspective is required. Despite no needs where expressed for developing the
virtual factory to reach step 5 and 6 it is still important to take future development
and system architectural demands into account. This to ensure the ability to realize
additional cost savings at higher maturity steps e.g. predictive maintenance as seen
at γ.
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From benchmarking sessions it was deemed that involving users early in the develop-
ment process is key for the virtual factory’s success and the incorporation of domain
knowledge into the system, making it truly tailored for the company. By applying a
similar methodology per this thesis at later maturity stages, a user-driven design can
be facilitated. The frequency of the identified technical needs should therefore dic-
tate the priority of which technology that should be implemented first at each step.
However, it is necessary to apply a holistic perspective by accounting for limitations
in contingency to reach the next maturity step, which must be prioritized over the
frequency. By first evaluating the needs for the later steps, more effective invest-
ments in required competences for establishment of advanced analytics algorithms
can be facilitated. Furthermore, the development of a virtual factory requires to con-
tinuously update the scope and to find new suitable technologies since few complete
solutions exist on the market today. This is valid for the preceding steps as well; an
agile mindset and development being required to implement a best practice solution.

The establishment of a dedicated organization and standardized work methods for
the virtual factory was benchmarked as success stories. As demonstrated in the case
for company β, when a complete production line was replicated from one factory to
another, the co-development of ways of working with the virtual factory was crucial
to ensure that value was added to the organization. For the case company this is
of particular importance since the technical readiness was identified as a prioritized
objective in the implementation plan. Otherwise the organization risks that the
virtual factory becomes an isolated tool instead of being integrated in the current
practice. The virtual factory needs to be regarded as a supporting function, not
only a tool for process development, and therefore requires that employees interact
with it on a frequent basis to create preconditions for a value-adding system. As
such, sufficient educational aspects need to be considered in order to facilitate the
perceived effort associated with its initial use.

A digital mindset
The concept of digitalization compromises not only of the use of digital technologies
but also implies the process of transforming into a digital business. Transforming
a business into a digital one can in many ways be a radical change that requires a
new mindset – a digital mindset. This new mindset enfolds increased agility and
adaption of new technologies and ways of working. To facilitate this transformation
to a digital mindset must the organization put strategies in place for encouraging
participation. Organizational change is in most cases a long-term process due to
the necessity to change the culture and the transformation process goes hand in
hand with the implementation of the virtual factory. In the same manner as the
implementation plan for the virtual factory the transformation should yield short-
term functionality, forming milestones along the journey towards becoming a digital
business.

Despite that digitalization uses emerging technologies the technology itself should
not be the single focus. It is important to recognize that the people for whom the
technology should be designed for are equally important. If people are not included
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as an objective in the virtual factory the project risks not being able to realize the
value that the virtual factory beholds. To create a vision, developing the virtual
factory to reach step 6, is important in all types a project not at least in large trans-
formation projects. Further, the vision needs to be communicated to all stakeholders
to anchor understanding and trust. The organization must empower others to act
upon the vision, to stepwise create the virtual factory and the related ways of work-
ing. The implementation is a continuous process and should be treated as a Kaizen
activity, to always look for improvement opportunities. The concept of a virtual
factory is not for pioneers, other companies have already started their journeys. It
is therefore necessary to include emerging, not only well-established, technologies in
the vision to be able to create a competitive strategy for being a successful early
adopter of a virtual factory.

Since the virtual factory will never be more capable than the least developed part of
its backbone. It is therefore necessary to identify the gaps between the current state
and the vision that needs to be filled. This perspective holds true for each individual
maturity step’s objectives as well. To reduce the risk of overdeveloping parts that
the company posses great knowledge and experience in an important aim of each
project should be to find the weakest link and eliminate it to the greatest extent. If
the organization can manage data collection and further analysis of data will it most
probably be a successful early adopter of the virtual factory technology. Neverthe-
less, it is when the digital mindset and the long-term vision is spread throughout
the organization the implementation of the virtual factory can generate the great
advantages it implies. By creating a virtual factory it simultaneously facilitates the
transformation into digital business and can thus support the establishment of a
digital factory. A factory were individuals and teams work smarter, with the help
of technology, not harder.

Methodology
Few companies have identical prerequisites, e.g. technical readiness and acceptance,
nor identical needs which makes this particular solution inappropriate to copy and
paste. However, the methodology as such could be applied at other companies striv-
ing for developing a virtual factory. The company is a well-established organization
with mature production units and mixed age of equipment which makes this imple-
mentation a brownfield project, modification of existing resources. The methodology
developed in this paper are not necessarily directly applicable on greenfield projects
or in a start-up setting since the prerequisites may appear redundant.

Furthermore, the results retrieved from interviews must be considered through a
critical perspective. It is important to acknowledge the biases that might have ap-
peared among interviewees before or during the interviewing process. For instance,
the risk of misinterpretations between the interviewer and the interviewee needs to
be taken into account. This was treated by combining oral and visual represen-
tations of discussed topics during the interview, as well as aligning the interview
questions with experienced interviewers in academia to minimize the risk of ambi-
guities. Coding is an efficient method for organizing large sets of qualitative data,
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but also implies a risk of overlooking and loosing important perspectives. Efforts for
minimizing the loss of data included coding close to the interview session, supported
by both notes and audio recordings. The magnitude coding was further supported
by the developed framework, which was used as a reference when equivocalities oc-
curred.

Future research
Future research should consider the domain specific areas associated with the estab-
lishment of the first maturity step. Investigating the particular requirements for the
implementation of each enabling technology to provide a further detailed action plan
and architecture regarding its realization. Finally, pilot studies with key user groups
could be initiated to establish a Digital Model and advance its functionality. Simul-
taneously, greater knowledge about the topic should be established, standardized
work methods be developed and evaluated throughout the company in accordance
with the proposed implementation plan.
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8
Conclusion

This thesis has evaluated how a virtual factory can be implemented and become
value adding in current practice, using a step-by-step strategy. The strategy is
organized into four consecutive steps regarding the level of maturity and enabling
technologies of the virtual factory. Its value-adding capabilities in current practice
was targeted through user-driven development, standardized ways of working as well
as by mapping technical readiness and acceptance. The step-by-step strategy was
founded on a literature study, interviews with stakeholders and by benchmarking
industry leaders. It found two categories of needs at the company, these considered
aspects of technology and implementation. The interview study identified 29 tech-
nical needs and 26 implementation needs. It was further concluded that acceptance
was nearly full, while the technical readiness showed a wider spread within the or-
ganization. Three benchmarking companies were chosen, providing perspectives on
emerging technologies and work methods related to the virtual factory.

By providing a holistic perspective on the implementation of a virtual factory, in-
cluding technology and organizational aspects, a framework for further in-depth
and domain specific research has been facilitated. Advancing the virtual factory’s
maturity stepwise and ensuring a continuous use within production and process
development, this thesis has provided a structured way to enable decision-making
based on facts; working smarter not harder.
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A
Interview template

This document served as the foundation of the interviews. Since a semi-structured
methodology was chosen this questionnaire was often expanded through follow-up
questions regarding subjects of interest.

A.1 The questionnaire
A. Introduction

I. Can we record this interview?
i. This recording will be used internally to support us in writing our

thesis report. We will take notes simultaneously, for the same reason.
II. The interview will treat three themes on the topic of digitalization at

SKF, more specifically about virtual factories. It will take approximately
45 min.

III. Do you want to be anonymous in the study?
i. Yes: Can we use your title/department as ID?
ii. No: What is your name?
iii. No: What is your work title?

IV. Which department do you work for?
V. Which departments do you most commonly collaborate with?
VI. How long have you worked in your current role?
VII. Are you interested in technology?

i. Why?
B. General information

I. Background to the project
i. We are Amanda and Marcus. We are from Production Engineering

at Chalmers University of Technology and we’re currently doing our
master’s thesis here at SKF and Process Development.

II. Scope of the project
i. We want to evaluate the value of using digital solutions, such as

virtual factories. Also, we want to explore how these could be used
on a daily basis in the organization.

III. Scope of the interview
i. A first step is to map the needs of different user groups at SKF. The

information will be consolidated in a report as well as a presentation
for SKF stakeholders.

C. Readiness
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A. Interview template

I. In general, with your role and experience in mind, what does digitalization
mean to you?

II. Do you think such solutions and tools can generate manufacturers such
as SKF competitiveness in the future?

III. In your role, do you use/see simulation?
i. Which kind of simulation?
i. In what context?

IV. Example: Show movie of a 3D simulation of the E-factory.
i. From our perspectives, simulation is a digital model of the reality.

We will now show an example of what this could look like in a factory
setting. This short movie depicts a part of the E-factory.

i. -Show movie-
V. Does this simulation align with your perception of simulation?

i. No: Why not?
VI. Have you heard of/used a virtual factory before this session?

i. Yes: Tell us more.
VII. Explain our vision

i. We consider it to be an environment similar to the one in the short
movie, but extended with data from the real factory. In other words,
it’s a very small or no difference in the behavior of the virtual factory
and the real factory.

D. Acceptance
I. What potential do you see considering the utilization of a virtual factory?
II. Do you see any obstacles in using the technology?

i. No: Do you consider SKF to have reached a high organizational level
of maturity?

III. If a virtual factory could be established tomorrow, what would make you
use it?

E. Needs
I. In short, describe a normal day at work.
II. Which, do you believe, are your most important work tasks in day-to-day

activities?
III. Is there anything you consider a bit bothersome, are there any "necessary

evils" in your work?
i. Do you believe any of these issues could be partly or completely

resolved by a virtual platform such as a virtual factory?
IV. Let’s say that you get proper orientation and education to be able to

use the virtual factory, is there any specific functionality that you think
would make your day-to-day activities easier?

V. Many development projects and similar activities require many involved
parties. Do you see any challenges working in large groups of people in
projects of a considerable size?
i. Do you believe a virtual factory could be used to partly or completely

resolve some of these challenges?
F. Sum-up

I. Summing up this interview,
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i. Is there something else that you want that we take with us in out
future work?

ii. Do you think we missed something in this interview?
iii. Is there anyone that you want us to talk to?

II. To confirm, we will ask you once more,
i. Do you want to be anonymous?

III. As previously stated, the information gathered through these interviews
will be consolidated in a report and presentation. You are welcome to
take part in both.

IV. Thank you for your time.

III





B
Interview coding scheme

This document served as the basis for coding the interview notes which enabled
analysis of the spoken context.

B.1 Category: Readiness
This category depicts the interviewees’ technical knowledge about; virtual factory,
simulation and digitalization. Table B.1 serves as the basis for the grading.

Table B.1: The used coding scheme for the category readiness.

Group Criterion Grade
A No knowledge about the subject -1
B Heard of the subject, can give brief explanation 0
C Involved in the subject, can explain and give examples of its

application
1

B.1.1 Examples of answers for each group
A. No knowledge about the subject

I. Virtual factory
i. I have never heard of it.
ii. It the use of VR glasses in production.

II. Simulation
i. I have never seen a simulation model.
ii. It is a 2D depiction of a real object.

III. Digitalization
i. It is the use of computers instead of paper and pen.
ii. It is about automation and robots.

B. Heard of the subject, can give brief explanation
I. Virtual factory

i. I have read about it in trade press.
ii. It is a detailed data model of the real factory.

II. Simulation
i. My team are using simulations in the project I work on.
ii. I have used simulation software for layout planning.

III. Digitalization
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i. It is about using data from the factory.
ii. It is about building a smart product by the use of data.

C. Involved in the subject, can explain and give examples of its application
I. Virtual factory

i. It is a simulation model which uses data from the real factory.
ii. It is a digital concept which enables what-if testing in a representative

environment.
II. Simulation

i. It is an animation of the reality based on data which represents cer-
tain processes or resources.

ii. It is a model of the real world with the ability to model time depen-
dent behavior.

III. Digitalization
i. It is about using the data retrieved from products and production to

create a new business model.
ii. It is based on the transformation of data into information, so that

systems and products could be made smarter by providing an intel-
ligence.

B.1.2 Weighted sum
Since the category readiness consist of three subcategories a weighted sum is used
as the final grade. The weights are as follows; 0,50 for subcategory virtual factory,
0,25 for subcategory simulation, 0,25 for subcategory digitalization. This is further
described in equation B.1 where ai is the individual grade for each subcategory. The
magnitude of the weights is based on firstly the scope of the thesis, virtual factory,
and secondly on their relation the main subject. Due to virtual factory being the
scope and the main technology it was designated the largest weight; 0,50. Both
simulation and digitalization are treated as necessary supporting technologies for
the development, as well as the understanding, of a virtual factory. Consequently,
they were both assigned the weight 0,25. The grading only constitutes of integers and
therefore is the weighted sum complemented with a floor function, rounding down
(see equation B.2). This approach was chosen due to a conservative perspective and
to remain critical throughout the analysis.

asum =
3∑

i=1
wiai = 0.5aVF + 0.25asim + 0.25adigi (B.1)

afinal = b
3∑

i=1
wiaic = b0.5aVF + 0.25asim + 0.25adigic (B.2)

B.2 Category: Acceptance
This category depicts the interviewees’ acceptance of implementing and using a
virtual factory. Table B.2 serves as the basis for the grading.

VI



B. Interview coding scheme

Table B.2: The used coding scheme for the category acceptance.

Group Criterion Grade
A Against using a virtual factory -1
B Neutral about using a virtual factory 0
C Positive about using a virtual factory 1

B.2.1 Examples of answers for each group
A. Against using a virtual factory

i. I cannot see myself using such a product.
ii. I don’t believe it can provide any use for me or my colleagues.

B. Neutral about using a virtual factory
i. I could see myself using such a product.
ii. I can’t see any real application for me, but I do think my colleagues could

benefit from using a virtual factory.
C. Positive about using a virtual factory

i. I could definitely see myself using such a product.
ii. I can see many potential benefits from using this product in my team.

VII





C
Benchmarking interview template

This document served as the foundation of the benchmarking sessions. This ques-
tionnaire was often expanded through follow-up questions regarding subjects of in-
terest.

C.1 The questionnaire
Technical aspects
A. Goal and vision

i. Background
i. When did the vision of a virtual factory start?

ii. Current state
i. What is the current maturity of the virtual factory?

iii. Future state
i. What is considered the next step, What is currently under develop-

ment?
B. Level of detail

i. What parameters are currently being analyzed? what is the current level
of detail?

ii. Is the human in production or operators included in these parameters?
iii. Does the presented level of detail vary across different user groups, e.g.

considering project management or analysis of operations?
iv. Does the model’s level of detail ease ramp-up phases by generating a

holistic perspective for different user groups?
C. Software

i. How is compatibility between different software managed?
ii. Which systems are in place today to counteract this, how do you choose

designated sub-systems?
iii. What are your recommendations considering developing tools in-house or

utilizing commercially available tools?
iv. Should the model have an online presence, being more easily reached

across different networks?
D. Model use

i. How is shared use of the model across different departments and use of
different modules considered?

ii. What modules are established today?
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iii. Who is the user of the model and the input data it depends on?
iv. How is use of the model considered for educating new personnel?
v. Have certain aspects of the production preparation process been au-

tomized, e.g. optimal routing?
E. Usability

i. What has been tested considering usability aspects today?
ii. Are some aspects considered to have been particularly successful?
iii. Do you have any general advice for such aspects?

F. Calculation of cost
i. Are there cost calculations being performed today?
ii. Is the model used for such calculations or are data exported to other

software?
iii. More specifically do you perform cost calculation relating to:

i. Routing
ii. Investment options
iii. Customer quotations and different product alternatives

G. Validation
i. How is quality of the collected data measured?

i. In theory (data as compared to reality)?
ii. Practically (procedures, tools)?

ii. What routines and work methods is there for working with data?
iii. How up-to-date is the data that the model is based on?

Organizational aspects
A. Education and training

i. What type of competences are required to use the virtual factory as well
as for using the data it generates?

ii. Is there any official division of user groups?
i. How is the training designed for the user groups?
ii. Is designated time given for training or is a trial-and-error method-

ology applied?
iii. Is the training viewed as a continuous process or is the user expected to

learn by themselves?
B. Implementation

i. Based on your experience, is there any part of the virtual factory that
should be implemented first?

ii. Are pilot studies a successful concept in these types of projects?
i. What should be prioritized as a pilot study?

iii. How important is it to involve key stakeholders in the implementation?
iv. Are there any specific requirements for leadership?
v. How is the generated value from implementing the virtual factory con-

cretized?
i. How was the initial investment motivated?

vi. Which success stories and lessons learned do you bring to the next im-
plementation project?

C. Work methods and organizational structure
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i. Have you established standardized work methods for the use of the virtual
factory?
i. Have the required administration increased after the implementa-

tion?
ii. How do you guarantee that the virtual factory is used on a daily

basis?
iii. In which project phases is the virtual factory used today?

ii. How have you structured the work required for maintenance of the model
and for collection of data?
i. How do you work to ensure a living, up-to-date model?

iii. Concerning support, how do you reason about local versus global support
functions?

iv. In what ways do the establishment of a virtual factory imply new require-
ments on an organization?
i. Have any new work roles emerged, or been replaced?

D. Replicability
i. Have you taken replicability into account when developing the system?

i. Can the model be generalized to other factories, in other countries?
E. Results and effects

i. How can the user trust the presented data?
ii. Can you provide any hard numbers on the success related to the virtual

factory?
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