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Abstract
Optical fibers are widely used for data transmission in modern data networks, but
the development of fiber systems is approaching some fundamental limits in terms
of data capacity. Space division multiplexing (SDM) can help to overcome some
of these fundamental limits. The most scalable SDM approach is so-called mode-
division multiplexing (MDM) in multi-mode fiber (MMF). In MDM, each mode in
principle will propagate independently and can be easily separated at the receiver.
However in a real system, small perturbations of the fiber, such as manufacturing
imperfections, bends or vibrations will cause mixing between the modes. Therefore
at the receiver, an adaptive equalizer is needed to separate the orthogonal states
and recover the signals.

So far, most demonstrations have relied heavily on offline digital signal processing
using floating point representation. To achieve the required high data rates, real
systems would need to employ purpose designed application-specific integrated cir-
cuits (ASICs) with finite precision. The goal of this project is to investigate how
limited fixed point precision affects the performance of constant modulus algorithm
(CMA) equalizer for SDM data transmission.

In this report, we will introduce how to design and implement adaptive CMA equal-
izers, perform system simulations initially using floating point and then reducing its
precision to fixed point to evaluate performance penalty. Evaluations will be done
with 2x2 mode with two polarizations and 4x4 mode with four polarizations.

Keywords: CMA equalizer, adaptive FIR filter, digital signal processing (DSP),
space division multiplexing (SDM), multiple-input multiple-output (MIMO), fixed
point finite precision.
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1
Introduction

The internet, the global engine for innovation, economic growth and social progress
is powered by optical fibers, making optical fiber communication the backbone of
modern data networks. In data centers, between cities and continents and from the
cell-phone tower to the central office, any data connection will most certainly have
traversed an optical fiber on the way to the user.

However, while the global demand for data continues to grow at a staggering rate
of 40% a year [1], the optical communication systems are approaching some of the
fundamental limits for the data capacity of the fiber. Space division multiplexing
(SDM) is a new approach that uses the spatial dimension as a new data-carrying
degree of freedom, and promises to overcome some of these fundamental limits [2].

1.1 Context

While different avenues are being pursued, arguably the most scalable SDM ap-
proach is the so-called mode-division multiplexing (MDM) in multi-mode fiber (MMF) [2].
In contrast to a single mode fiber, which has essentially two spatial eigen states (X
and Y polarizations), a multi-mode fiber has many orthogonal spatial eigen states.
In principle, each of these modes will propagate independently of all the other modes
and thus can be easily separated at the end of the fiber. However, in a real long-haul
system, small perturbations of the fiber, such as fabrication imperfections, bends or
vibrations will cause mixing between the modes. Therefore, at the receiver we need
to employ digital signal processing (DSP) to separate the orthogonal states. This is
achieved using multiple-input multiple-output (MIMO) techniques, similar to what
is used in wireless multi-antenna systems [3, 4].

However, in contrast to wireless systems, the DSP needs to operate at symbol rates
above 10 Gbaud [2, 4, 5, 6, 7]. So far, most demonstrations have relied heavily
on offline DSP using floating point math [8]. To achieve the required data rates,
real systems would need to employ purpose designed application-specific integrated
circuits (ASICs) with finite precision. It is unclear if and how DSP algorithms scale
in such a scenario.
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1. Introduction

1.2 Goals and Challenges
The goal of this project is to investigate how limited fixed point precision affects the
performance of constant modulus algorithm (CMA) equalizer for SDM transmission.
We will develop an implementation of one specific CMA equalizer algorithm in
Python [9], that can be tuned to different precisions and use this to process simulated
MDM data to evaluate performance as a function of signal-to-noise ratio (SNR),
number of spatial dimensions and precision.

1.3 Related Work
One of the challenges in multi-mode systems is that the required processing scales
quadratically with mode count. A 10-mode transmission system would therefore
require 10×10 MIMO processing, which becomes difficult to implement. In addition,
more modes broaden the timing spread of different components of signal propagation
delay to each other, which creates a need for more memory and more taps to equalize.
So far, higher-order MIMO is only a research topic in optical communication, there
is no commercial implementation more than 2 × 2 [2, 6, 8, 9]. Most research ap-
proaches were based on offline DSP on more modes with floating point precision in
experiments [8]. But in order to implement it at above 10 Gbaud symbol rates with
ASICs, fixed point precision is needed.

1.4 Thesis Outline
The report begins with introduction of the theory of DSP-based coherent transceiver
and adaptive CMA equalizer in Chapter 2, followed by the methodology of DSP in
transmitter and receiver in Chapter 3, with focus on the adaptive CMA equalizer.
The results are presented in Chapter 4, the discussions and conclusions drawn from
the results are discussed in Chapter 5, and recommended parameters are listed in
Appendix.
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2
Theory

The big capacity increase of new generation fiber links greatly benefit from the fast
development of DSP. Working in the digital domain with DSP offers much more
flexibility than working in analog domain, and provides the ability to process data
with many mathematical theories and techniques. Thus, DSP has been widely used
in the whole range of optical communication systems, from long-distance backbone
networks to shorter dynamic access networks [10].

At the receiver, DSP is used for signal equalization, which can recover signals out of
the noisy, dispersed and nonlinearly distorted received signals [11]. DSP equaliza-
tion includes both static and dynamic equalization. Static equalization compensates
static channel impairments using fixed-tap filter, and less computational power. Dy-
namic equalization applies filter with adaptive algorithms, such as CMA, able to
follow signal changes and recover signals dynamically in real-time [11]. DSP equal-
ization also synchronizes the transmitter and receiver oscillators both in optical and
electrical domains, to cancel any difference between them.

This chapter is organized as follows. Section 2.1 introduces the basics of DSP-based
coherent transceiver in optical communications, which include transmitter, channel
and receiver. Section 2.2 covers adaptive CMA equalizer. Section 2.4 compares the
“infinite” precision in floating point and finite precision in fixed point. Section 2.5
contains some common ways to measure the performance in optical communication.
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2. Theory

2.1 DSP-Based Coherent Transceiver
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Figure 2.1: DSP-Based Coherent Transceiver

Fig. 2.1 depicts the general setup of the DSP-based coherent link, which is built
up in three main components. The transmitter modulates the input digital data
streams into the analog signals and transmit these through the optical channel with
an optical carrier. The receiver demodulates the received optical analog signals
and outputs digital signals. The data throughput is limited by the modulation
format [12] and sampling clock frequency of the ADC [13]. High throughput can be
achieved by pipelining in the architecture [14] and parallel processing algorithms in
the equalizer at the receiver [13].

2.1.1 Transmitter
The DSP block at the transmitter side includes functions for encoding, modulation,
precompensation of linear and nonlinear channel impairments and pulse shaping
filtering. Four digital-to-analog converters (DACs) convert signals from digital to
analog, each for in-phase and quadrature field components of bit stream 1 and 2 po-
larizations. One laser is split into two parts by the polarization beam splitter (PBS)
and used for two IQ modulators (IQMs), which carry the output signals from DAC,
combine them with the polarization beam combiner (PBC), and then transmit them
through the fiber.

At the transmitter, oversampling is used to sample a signal at a sampling frequency
higher than the Nyquist rate1. Oversampling helps to improve resolution, reduces
noise and avoids aliasing and phase distortion when transmitting data through chan-
nel. At the receiver, the received signals will be filtered and downsampled to the
desired sampling frequency.

1In signal processing, a bandwidth-limited signal can be reconstructed if sampled at the Nyquist
rate or above it. The Nyquist rate is twice of the signal frequency.
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2. Theory

In addition to the oversampling, pulse shaping is used to change the waveform or
limit the bandwidth of the transmitted signals to minimize the intersymbol interfer-
ence (ISI) in channel. When the linear modulation is applied to transmit symbols
through channel continuously, the impulse response of the channel will spread the
transmitted symbols in the time domain. So, the previously transmitted symbols
have an impact on the currently received symbols, which cause ISI. Normally pulse
shaping filters are used to control the ISI, such as sinc shaped filter, raised-cosine
(RC) filter and Gaussian filter.

In communications, the Nyquist ISI criterion defines some conditions. When the
overall response of filter transmit, channel response and filter receive all satisfy the
Nyquist ISI criteria, symbols can be transmitted over a channel with flat response
within a limited frequency band without ISI. If a root-raised-cosine (RRC) filter is
used in both transmitter and receiver, and the channel response can also be esti-
mated, then the overall response is Raised-cosine filter (RC) filter. The RC filter has
filter response satisfying this Nyquist ISI criteria, so it is often used in transmitter
and receiver in optical communication systems to minimize ISI. Split RC filter in
both transmitter and receiver will maximize the signal-to-noise (SNR) ratio [15]. So,
normally two RRC filters are used in optical systems, one used at the transmitter for
spectral shaping, and another one used at the receiver as a matched filter (MF) [16].

One important parameter to characterize RRC filter is the roll-off factor β, which
shows the steepness of a transmission function with frequency [17]. To have pulse
shape close to the ideal Nyquist pulse shape, the roll-off factor β needs to be as
small as possible, but it requires more filter taps for accurate shaping [18].

2.1.2 Channel

The optical channel consists of fiber spans, which include optical fiber and opti-
cal amplifier. The typical span length is about 50-150 km with high-performance
amplifiers [19]. The Erbium doped fiber amplifier (EDFA) is often used as optical
amplifier. When signals propagate through systems, they will be distorted by linear
and nonlinear channel impairments and polluted by different kinds of noise [20].
EDFA can help to compensate fiber losses, suppress noise, and ensure signals have
high enough power to be detected at the receiver.

2.1.2.1 Noise Sources

The sources of noise include shot noise, thermal noise, amplified spontaneous emis-
sion (ASE) noise from fiber amplifiers, residual beating of the local oscillator (LO)
with relative intensity noise (LO-RIN), quantization noise from ADC etc. Short
distance unamplified systems mainly suffer from shot noise, while long haul systems
with inline amplifiers are mainly impaired by the ASE noise [13].
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2. Theory

2.1.2.2 Channel Impairments and ISI

Channel impairments have linear effects and nonlinear effects. The linear effects,
such as chromatic dispersion (CD) and polarization mode dispersion (PMD). The
nonlinear effects, such as self-phase modulation (SPM) and cross phase modulation
(XPM) [11]. In addition, the defects in the fabrication process, which increase the
material absorption, are still the main factor of the fiber power losses [13].

ISI is generated when transmitting signals at high modulation rate through a band-
limited channel, where one symbol interferes with subsequent symbols. An increased
modulation rate will increase the signal bandwidth, and when the signal’s bandwidth
is larger than the channel bandwidth, the signal will be distorted by channel. Such
kind of distortion is called ISI. Channel impairments, such as rotation, polarization-
mode dispersion (PMD) and differential group delay (DGD), are some sources of
ISI [21].

Rotation means x- and y-polarizations are rotated at angle θ when signals are prop-
agating through channel. Even after rotation, the x- and y-polarizations are still
orthogonal.

PMD is a linear distortion that affects the performance of optical systems. In single-
mode fiber (SMF) communication, PMD will cause DGD between two polarizations,
which typically but not necessarily causes pulse spreading less than one symbol in-
terval [22].

DGD is the 1st order PMD, which means when signals are transmitted through
the channel, various polarization might have different time delay, which changes the
shape of signals and result in signal distortion. Group delay will cause ISI when
demodulating the digital signals from an analog carrier, which needs to be compen-
sated with adaptive filters with large number of taps and cause high computational
load [13].

2.1.3 Receiver
At the receiver, the optical signal is mapped to four electrical signals with two PBSs
and a pair of 90° optical hybrids, which correspond to the in-phase and quadrature
field components of signals in x- and y-polarizations [13]. Four balanced photodiodes
are used to detect the output signals from 90° optical hybrids and generate the in-
phase and quadrature of x- and y-polarizations based on the real and imaginary
components of the electric fields of the x- and y-polarizations and LO. Then, signals
are amplified with trans-impedance amplifiers (TIAs). After that, four analog-to-
digital converters (ADCs) convert the electrical analog signals into digital signals
and transfer them into DSP [11, 13].

6
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Fig. 2. Typical sequence of DSP operation in a coherent receiver to demodu-
late the data.

TABLE I
THE IQ IMBALANCES TOLERANCE FOR 1 dB SNR PENALTY AT BER OF 10–2

WITHOUT ANY COMPENSATOR IN RECEIVER

Modulation format α IQ [dB] φ IQ [deg .] τ IQ [% of symbol-period]

4-QAM 3.8 28 26
16-QAM 1.6 10.5 11
64-QAM 0.6 4 4.2
256-QAM 0.2 1.4 1.5

III. IQ IMBALANCE COMPENSATION

The phase/gain mismatch between I- and Q- port of the re-
ceived signal may arise at transmitter, for example from the
improper biasing of IQ modulator or at receiver such as the im-
perfection in any of components of optical 90° hybrids, balanced
photodiodes, or TIAs. In addition, timing mismatch between the
I and Q ports may also induced by the difference in the physical
path length of the circuit trace, which is known as the IQ delay
skew.

There are different ways of modeling the IQ imbalances ef-
fect. One formalism is to relate a complex signal having imbal-
ances {I ′(t) + jQ′(t)} with its ideal signal {I(t) + jQ(t)} in
the form of [16]

I ′(t) + jQ′(t) =
[
gI I

(
t − τIQ

2

)]
(2)

+
[
gQQ

(
t − τIQ

2

)]
ej( π

2 +φI Q )

where, gI and gQ are the I/Q gains, τIQ is the timing skew and
φIQ is the quadrature phase error. The IQ gain mismatch in dB
is then defined by

αIQ (dB) = 20log10

(
gQ

gI

)
. (3)

The impact of receiver side IQ imbalance for different mod-
ulation formats are summarized in Table I as a function of 1-dB
sensitivity penalty at a bit-error rate (BER) of 10−2. As can

Fig. 3. Visual representation of the (a): Gram-Schmidt and (b): Löwdin or-
thogonalization algorithms.

be seen in the results of Table I, as the order of the modula-
tion increases the requirements for the IQ imbalance become
increasing more stringent. Thus, system performance can de-
grade significantly if for higher level modulation formats IQ
imbalance is not compensated by the receiver DSP.

The well-known techniques for orthogonalization of two
non-orthogonal vectors are the Gram-Schmidt orthogonaliza-
tion procedure (GSOP) [17] and the Löwdin orthogonalization
[18], [19]. The Gram-Schmidt orthogonalization is based on
defining a new vector that is orthogonal to the initially selected
vector. This makes two vectors orthogonal as shown in Fig. 3(a).
This procedure can be shown mathematically as:

[
I(t)
Q(t)

]
=

[
1 0

−a 1

] [
I ′(t)
Q′(t)

]
(4)

where a is the inner product given as a = 〈I ′ |Q′〉.
On the other hand, Löwdin orthogonalization is a symmet-

ric orthogonalization where both the vectors are rotated by the
same angle to make them orthogonal as shown in Fig. 3(b). The
transformation can be written as:
[
I(t)
Q(t)

]
=

1

2

[
1√

1 + a
+ 1√

1 − a
1√

1 + a
− 1√

1 − a
1√

1 + a
− 1√

1 − a
1√

1 + a
+ 1√

1 − a

] [
I ′(t)
Q′(t)

]
.

(5)
While the GSOP is widely used for receiver-side IQ

phase/gain imbalance compensation in the literature, Löwdin
orthogonalization offers a symmetric alternative.

The IQ delay skew can be compensated by interpolation
which serves as a time shifting. The interpolator can be im-
plemented using a finite-impulse response (FIR) filter. When
the time window of interpolation is small enough, several poly-
nomials of a lower degree can be used. For example, using
interpolating function as a quadratic term, the skew compen-
sator can be realized using a 3-tap FIR filter [20]. Alterna-
tively, the skew can be estimated in frequency domain based
on the principle of Godard phase detection and then esti-
mated value can be used for compensation using time domain
interpolator [21].

Recently it has been shown that with a modified configuration
in the adaptive equalizer (generally used for polarization track-
ing) all the receiver-side IQ imbalances can be compensated
effectively [22], [23] which we discuss further in Section V.

While the DSP at receivers can fully compensate receiver-
side imbalances for a sufficiently high ADC bit resolution, the
transmitter-side imbalances only can be mitigated due to the
noise which occurs between the transmitter and the receiver

Figure 2.2: Typical DSP chain in fiber receiver [11]

Fig. 2.2 shows typical DSP chain in fiber receiver to demodulate digitized signal [11],
which includes IQ imbalance compensation, static equalization, adaptive equaliza-
tion, timing recovery, frequency estimation, carrier phase estimation, symbol esti-
mation and decoding. In this project, we focus on the adaptive equalization with
CMA.

2.2 Adaptive CMA Equalizer
When signals are propagating through optical channel, the signals will be contami-
nated by noise and different kinds of channel impairments. The chromatic dispersion
(CD) can be compensated in digital domain with intradyne detection method [23].
For optical systems running at 40 Gbit/s, the more critical channel impairment is
dynamic polarization mode dispersion (PMD), which requires an adaptive equalizer,
such as MIMO CMA equalizer. The CMA attempts to minimize error en, which
is the difference of the desired reference signals and the sample signals [24, 25, 26].
The constant amplitude makes it possible to perform polarization demultiplexing
even for higher order modulation formats [27].

A simplified block diagram of an adaptive CMA equalizer is presented in Fig. 2.3.
Before applying CMA equalizer to equalize signals, we must first apply it to some
sample signals to train the adaptive filter to get the optimal filter taps wn. Both
CMA training block and CMA filter block use same value for filter taps, which is
defined by user as a variable, can be one tap or multi taps.
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Figure 2.3: Adaptive CMA equalizer

2.2.1 CMA Training Block
The CMA equalizer first invokes the training block: here we apply the filter to one
sample, calculate the error en based on the difference between the desired reference
d and output y. Then we use en to update filter taps wn.

For 2x2 mode CMA equalizer with filter inputs ux, uy, and filter taps:

wx =
[
wxx wxy

]
, (2.1)

wy =
[
wyx wyy

]
, (2.2)

first calculate the filter outputs:

yx = [w∗
xxux + w∗

xyuy], (2.3)

yy = [w∗
yxux + w∗

yyuy]. (2.4)
In equations 2.1 and 2.2, for a filter with one tap, filter taps wxx, wxy, wyx and wyy

are just one number representing one filter tap; for a filter with N number of taps,
each of them representing length N of filter taps. In equations 2.3 and 2.4, super-
script (·)∗ denotes the complex conjugate operation. For the filter with N number
of taps, one output is calculated with N number of inputs.

Then, derive the filter error function:

en = (d_energy − y_energy) ∗ y. (2.5)

Finally, conclude with the filter taps update equations:

w(n+ 1)x = [wnx + µ · en∗
x · unx], (2.6)

w(n+ 1)y = [wny + µ · en∗
y · uny], (2.7)

where µ is the filter step size.
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2.2.2 CMA Filter Block
After training, the CMA equalizer is used to equalize all signals with the optimal
filter taps w, which are the output from the filter training block.

yx = [w∗
xxux + w∗

xyuy], (2.8)

yy = [w∗
yxux + w∗

yyuy], (2.9)

where wxx, wxy, wyx, wyy are the optimal filter taps after training.

2x2 mode CMA equalizer has 2 inputs and 2 outputs, while 4x4 mode CMA equalizer
has 4 inputs and 4 outputs, which are the multiple-input multiple-output (MIMO)
with butterfly-structured filter taps.

2.3 Signals Correlation
The CMA equalizer is used to equalize the received signals to the CMA ring,
while the correlation is used to find polarization of the equalized signals and align
the equalized signals with the transmitted symbols. As shown in Fig. 2.4, cross-
correlation moves one signal through another to check the degree of similarity of
two signals. When two signals are aligned, the peak of correlation is in the center
of data array. According to (Savory 2017), the adaptive equalizer is not limited
with respect to its outputs, so the equalizer might converge both dimensions of
the received signals to the same polarization, which is known as the polarization
singularity problem [9].
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Figure 2.4: Signals Correlation

2.4 Floating Point and Finite Precision
The conversion of an analog signal into digital format has three steps [28]:

• Sampling. Take samples at evenly spaced time intervals.
• Quantization. Map continuous-amplitude samples into a finite number of

amplitude levels.
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• Coding. Encode quantized (finite precision) samples into digital codewords.

In quantization, in order to keep acceptable performance, we should select the finite
set of amplitudes with small enough spacing between adjacent amplitude levels. The
minimum-to-maximum (full-scale) amplitude range of the input signal is split into
M partition or threshold intervals. The mapping of input signals in the partition
interval into an amplitude is called quantization. The interval between adjacent
partition levels is called step size. Dividing the full-scale range into same-length
partition intervals is called uniform quantization. Normally, the quantization level
count M is selected as power of 2.

In coding, the input signal is mapped to the closest approximation values, so it can
be represented by an m-bit codeword. Coding means assigning binary codewords to
the finite number of quantization levels.

Quantization is a noninvertible process, original analog signal cannot be exactly
recovered with the quantized signal. The quantization process introduces two kinds
of errors:

• Quantization noise. Caused by applying approximation algorithm (round,
ceiling, floor) over the range of output levels, which can be minimized by
selecting a small enough quantization step size.

• Saturation (peak clipping). When the input signal is bigger than the
maximum level, it will result in overflow. This can be avoided by selecting the
appropriate quantization range to match to the input signal amplitude range.

The conversion of a signal from “infinite” precision in floating point to finite precision
in fixed point can be done in similar way.

2.5 Performance Metrics

Below are some commonly used methods to define transmission quality and receiver
sensitivity in optical transmission systems:

2.5.1 BER, SER and SNR

In optical transmission systems, the signal-to-noise ratio (SNR) of received signals,
the bit-error rate (BER), and the symbol-error rate (SER) at receiver output are the
most commonly used parameters to define transmission quality. The SNR defines
the difference of signal and noise levels of samples. BER and SER are related to
SNR, which define the probability of mistaken “digital signal space 0” as “digital
signal mark 1” (0→ 1) and vice versa (1→ 0) [29], as shown in Fig. 2.5.
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Figure 2.5: 2x2 CMA equalizer performance curve SER vs. SNR

BER = received bit errors
total transmitted bits , (2.10)

SER = received symbol errors
total transmitted symbols , (2.11)

SNR = Psignal

Pnoise

, (2.12)

SNRdB = 10 log10

(Psignal

Pnoise

)
. (2.13)

In equations 2.12 and 2.13, Psignal is the power of signal and Pnoise is the power
of noise. If measure in amplitude, equation 2.13 is represented in squared to be
proportional to power.

SNRdB = 10 log10

[(Asignal

Anoise

)2
]
. (2.14)
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2.5.2 EVM
The error vector magnitude (EVM) is used to measure the quality of the digital
transmitter or receiver. Ideally, the signals sent by transmitter or received by receiver
should be all constellation points and locating at the ideal locations. But normally
signals deviate from the ideal locations due to different kinds of impairments or
imperfections in the process of material fabrication or during signal transmission.
EVM, as depicted in Fig. 2.6, shows how far signals deviate from the ideal locations.
Since EVM is independent of the noise distribution, it provides more flexibility than
SNR [30, 31]. EVM can be calculated in dB or in percentage %.

EVMdB = 10 log10

( Perror

Preference

)
, (2.15)

EVM% =
√

Perror

Preference

× 100%. (2.16)

In equations 2.15 and 2.16, Perror is the power of error and Preference is the power of
reference signal. Equation 2.16 uses root mean square (RMS).
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Figure 2.6: 2x2 CMA equalizer performance curve EVM vs. SNR
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3
Methods

The approach of this project is to perform offline processing using simulated data
on a desktop computer. We first test in floating point, and then reduce precision of
equalizer with different quantization methods and quantization bits to evaluate the
impact to the overall performance.

Detailed tasks include:

• Implement data simulation in the transmitter, which includes generate bits
and map to symbols.

• Implement data simulation in the channel, which includes generate noise and
add noise to symbols, oversampling and pulse shaping, simulate polarization
mode dispersion (PMD), differential group delay (DGD) and polarization ro-
tation.

• Implement data simulation in the receiver. Design MIMO CMA equalizer with
adaptive FIR filter.

• Perform basic simulations of 2x2 mode transmission in fiber and test the equal-
izer in floating point first and then reduce precision by quantization to fixed
point.

• Test with different quantization methods, which include ceiling, floor and
round.

• Test with different quantization bits, in range of 3-14.

• Increase the mode count to 4x4 and test in floating point and fixed point re-
spectively.

Fig. 3.1 represents the data simulation for optical communication, which includes
DSP in transmitter, data simulation in channel and DSP in receiver. All data sim-
ulation was implemented with Python programming language in PyCharm 2018.1.1
(Edu) [32].

DSP in transmitter is covered in section 3.1, DSP simulation for channel impairments
are introduced in section 3.2, DSP in receiver is covered in section 3.3, which focus
on CMA equalizer, signals correlation and symbol decision.
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Figure 3.1: Data Simulation for Optical Communication

3.1 DSP in Transmitter

Figure 3.2: Symbols in Gray
coding

In the transmitter, a random generator
was used to generate data streams in bits.
Then symbols were generated based on bits,
and moved to symbol locations by sym-
bol mapping with Gray coding. Gray cod-
ing means two adjacent symbols only dif-
fer by one bit, to minimize the probabil-
ity of error in symbol mapping and sym-
bol decision [33]. The simulated system
uses QPSK modulation with two bits per
symbol, which has four symbols locating
at (1+1j, -1+1j, -1-1j, 1-1j), as shown in
Fig. 3.2.

Then, RRC filter is used for two times oversampling and pulse shaping. In data
simulation, the sampling rate was increased from 20 GHz to 40 GHz. To achieve
better performance, the filter roll-off factor β was adjusted together with adaptive
CMA filter taps. A bigger RRC filter roll-off factor β was used with smaller CMA
filter taps, and vice versa.

3.2 Channel
The optical signals are transmitted through the optical fiber in analog domain. In
data simulation, we simulated signals propagated through optical fiber by adding
noise and channel impairments to the signals, which include rotation, PMD and
DGD. According to the equation 2.12

SNR = Psignal

Pnoise
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and given signals, noise was generated with SNR (0-11) and random generator.
Rotation angle θ between the principal axis to the observed axis was a variable,
which could be adjusted during testing to check if signals converged at different
rotation angles. The DGD between x- and y-polarization axes was tested at 40 ps.
The simulation for noise and simulation for channel impairments both used 40 GHz
sampling rate.

3.3 DSP in Receiver

For DSP in receiver, we focused on adaptive CMA equalizer, signals correlation, and
symbols decision.

3.3.1 Adaptive CMA equalizer
The adaptive CMA equalizer first run in floating point, and then run in fixed point.
The result of floating point was taken as the reference to check the penalty of fixed
point. The floating point values were quantized to fixed point with methods round,
ceiling, and floor. The fixed point algorithm was first applied in the CMA filter
block on filter optimal taps wn, and then applied in the CMA training block on
filter output yn, error en, and taps wn.

3.3.1.1 Data Simulation In Floating Point

Data simulation started in floating point for reasons outlined below:
• This allows us to verify correct functionality of CMA equalizer algorithm in-

cluding proper signal convergence.
• Fine tuning parameters of CMA equalizer for best performance.
• This enables us to save floating point data for further use in scaling the fixed

point algorithm.

Check signals convergence
• One way to check signals convergence is plot moving average over the CMA

equalizer adaptive filter error. The moving window N = 1000, which means
the first calculation of the absolute mean average value is based on data 1 to
1000, and the second calculation is based on data 2 to 1001, and the third
calculation is based on data 3 to 1002, and so on. The moving average error
curve shows how fast the CMA equalizer converges and stabilizes.

• Another way to check convergence is plot the constellation diagram. Quadra-
ture Phase Shift Keying (QPSK) has four symbols located in four quadrants.
The received signals include noise and channel impairments, which were added
onto signals while transmitting through the channel. The CMA equalizer
moved signals close to the CMA circle with constant radius to the origin, and
surrounding four symbols symmetrically.
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• The third way to check signals convergence is histogram, which is similar to
the constellation diagram, and which shows signals surrounding symbols.

Fine tuning parameters
To have stable and reliable test result, 100,000 symbols were used for data simu-
lation. SNR was tested in range (0 - 11 dB). For initialization, all filter taps were
set to zeros except a central peak (1) at real part of wxx and wyy. In filter error
function, same as equation 2.5:

en = (d_energy − y_energy) ∗ y,

where d_energy is the normalized power of desired reference d.

In data simulation, the following parameters were tested with different values to find
the combination of parameters which have the best performance.

• Transmitter RRC filter roll-off factor β, tested in range 0.01 to 0.5.
• Receiver CMA equalizer filter taps, tested in range 1 to 101.
• Receiver CMA equalizer filter step size µ, tested in range 1 · 10−1 to 1 · 10−10.
µ is very sensitive, so it should be tuned slowly in testing.

• Channel impairment rotation angle θ, tested in range π/18 to π.

Performance curves SER vs. SNR and EVM vs. SNR for SNR = 0-11 were used to
check the overall performance of the CMA equalizer. The parameters with simula-
tion curve more close to the theory curve are recommended.

Save data and plottings
All variables defined or generated in the floating point were saved as .npz files, one
file for each SNR value, with total 12 files for SNR = 0-11. The saved floating point
data was imported into the fixed point program for scaling the fixed point logic with
same floating point values. It also speed up the simulation with less computation.

All plottings for the moving average error, constellation diagram, histogram, signals
correlation, performance curves SER vs. SNR and EVM vs. SNR were saved as
PDF files for quick searching and archiving.
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3.3.1.2 Data Simulation In Fixed Point

The CMA equalizer fixed point was first tested with different quantization methods,
which included round, ceiling and floor. The fixed point quantization was applied
in the different locations in the CMA equalizer as follows:

• Fixed point v1, Fig. 3.3:
– CMA filter block filter taps wn
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Figure 3.3: CMA equalizer fixed point v1 block diagram

• Fixed point v2, Fig. 3.4:
– CMA filter block filter taps wn
– CMA training block output yn
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Figure 3.4: CMA equalizer fixed point v2 block diagram

• Fixed point v3, Fig. 3.5:
– CMA filter block filter taps wn
– CMA training block output yn
– CMA training block error en
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Figure 3.5: CMA equalizer fixed point v3 block diagram

• Fixed point v4, Fig. 3.6:
– CMA training block output yn
– CMA training block error en
– CMA training block filter taps wn
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Figure 3.6: CMA equalizer fixed point v4 block diagram

The performance of CMA equalizer fixed point was measured with performance
curves SER and EVM as a function of number of quantization bits. In the end,
the performance difference of 2x2 and 4x4 fixed point was compared with SER vs.
quantization bits.

3.3.2 Signals Correlation
After checking the CMA adaptive filter was working properly to have signal con-
verged, correlation function was used to check if signal correlation logic was working
properly.

3.3.2.1 Polarization Identification

We first checked how closely two signals were matched. The correlation function
returned peak value when two signals were the most similar. First, the unknown
equalized signal was compared with the known transmitted symbols to identify the
polarization of the equalized signal. The equalized signal output from the CMA
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equalizer had multi dimensions. We first took one dimension of data and compared
it with all polarization of the transmitted symbols separately. The comparison re-
turned maximum value means that two compared signals were the most similar to
each other, which defined this data dimension had the same polarization as the com-
pared polarization of the transmitted symbols. And then, repeat comparison with
the transmitted symbols to identify the polarization for all data dimensions. The
steps to find polarization were illustrated in Fig. 3.7, 3.8, 3.9 and 3.10.
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Figure 3.7: Signals correlation polarization identification 1
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Figure 3.8: Signals correlation polarization identification 2
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Figure 3.9: Signals correlation polarization identification 3
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Figure 3.10: Signals correlation polarization identification 4

Different dimension of the equalized signal should map to different polarization of the
transmitted symbols. Fig. 3.11 shows the case when two data dimensions mapped
to the same polarization, which is known as the polarization singularity error. This
case reported ValueError: converged onto the same polarization!
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Figure 3.11: Signals correlation polarization singularity error

The occurrence of the singularity error means that either the filter logic or the
correlation logic is wrong. Fig. 3.12 shows that after correcting the logic, all data
dimensions mapped to one polarization each, and the singularity error disappeared.
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Figure 3.12: Signals correlation polarization identification
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3.3.2.2 Align Signals

6D ATX05 M Sc Thesis P resentation , Y ingsh i Jin , 2018.05.29

Finite Precision Digital Signal Processing for Space Division Multiplexing
Methods: Signals Correlation

§ Align signals

§ Polarization Identification

Polarization 2

Polarization 1

Polarization 3

Polarization 4

Unknown Signal
Polarization 1

Polarization 2

Polarization 3

Polarization 4

Known Signal

Polarization 2

Polarization 1

Polarization 3

Polarization 4

Unknown Signal
Polarization 1

Polarization 2

Polarization 3

Polarization 4

Known Signal

Figure 3.13: Signals correlation align signals

After the polarizations have been identified, the next step was to align the equal-
ized signal with the transmitted symbols. When two signals were aligned, the peak
was in the center of data array. If the peak has offset to the center, this means
that the two signals are not aligned. If two signals were not aligned, we moved the
known transmitted symbols to align with the unknown equalized signal, as shown
in Fig. 3.13.

3.3.3 Symbols Decision
After correlation, signals were moved to the symbol locations by symbols decision. In
case of QPSK with four symbols located at 1+1j, -1+1j, -1-1j and 1-1j, the symbols
decision can be done in two ways:

1. By sign: The signs of real and imaginary components of signals were compared
with the signs of real and imaginary components of symbols. Signals were
mapped to symbols with same signs of real and imaginary components.

2. By distance: Check the distance from signals to four symbols and map signals
to symbols with the shortest distance.

After symbols decision, measured performance of CMA equalizer with BER, SER,
SNR and EVM.
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4
Results

Results of 2x2 CMA equalizer floating point and fixed point are covered in Sec-
tions 4.1 and Sections 4.2, and results of 4x4 CMA equalizer floating point and fixed
point are covered in Sections 4.3 and 4.4, which include data simulation test result,
recommended parameters and conclusions.

4.1 2x2 CMA Equalizer Floating Point
In this section, we fine tuned parameters to verify the floating point algorithm of the
2x2 CMA equalizer and identify the optimal parameters to deliver the best perfor-
mance. The plottings of moving average error, constellation diagram, histogram and
signals correlation were used to evaluate performance. When tuning one parameter,
other parameters kept same without change. After finding the optimal parameters
in the floating point, same parameters were used in the fixed point v1, v2, v3 and v4.

• Transmitter RRC filter roll-off factor β, tested in range 0.01 to 0.5. The simu-
lation results showed that the CMA equalizer was easier to stabilize at bigger
β value. Since β = 0.1 is used in the laboratory experiments, we followed this
value in the simulation.

• Receiver CMA equalizer filter taps, tested in range 1 to 101. When there was
a big gap between the simulation curve and the theory curve, increasing the
number of filter taps greatly improved the performance and the simulation
curve moved quickly close to the theory curve. But when the simulation curve
was very close to the theory curve, increasing the number of taps didn’t im-
prove the performance in any discernible way. In simulation, we found that
both the even and odd number of taps had similar performance. For example,
filter taps = 3, 4, 5, 6, 7, 8, 9, 10, 11 were all working. For the 2x2 mode CMA
equalizer, filter taps = 11 showed good enough performance.

• Receiver CMA equalizer filter step size µ, tested in range 1·10−1 to 1·10−10. Big
µ caused polarization singularity error and small µ took long time to converge.
So, we need to find the biggest µ value to converge, but without the polariza-
tion singularity error. µ and filter taps were working together. Convergence
could be reached either with small taps and big µ, or with big taps and small µ.

The filter step size µ was tested from 1·10−1 and for decreasing step sizes at big
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steps, i.e. 1 ·10−2, 1 ·10−3, until 1 ·10−10. Bigger step sizes 1 ·10−1 and 1 ·10−2

had polarization singularity error. Smaller step sizes 1 · 10−3 to 1 · 10−10 were
working without error. Then, we fine tuned µ in the range 1 · 10−2 to 1 · 10−4

at smaller steps 0.001 and 0.0001, and finally found that filter taps = 11 and
step size µ = 1 · 10−3 delivered the best performance.

• Channel impairment rotation angle θ, tested in range π/18 to π. With the
defined CMA equalizer algorithm, θ working at π/3, π/4, π/5, π/6, π/7 with
similar performance, and θ not working at π/2, π/8, π/9, π/18. π/6 was used
in 2x2 CMA equalizer simulation.

Recommended parameters for 2x2 CMA equalizer simulation:
• Transmitter RRC filter roll-off factor β = 0.1
• Receiver CMA equalizer filter taps = 11
• Receiver CMA equalizer filter step size µ = 1 · 10−3

• Channel impairment rotation angle θ = π/6

Below are the plottings of the moving average error, constellation diagram, his-
togram and signals correlation with the optimal parameters.
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Figure 4.1: 2x2 CMA equalizer floating point moving average error

Fig. 4.1 is the plotting for the moving average error. The error was the difference
between the filter desired response and the filter output in the CMA equalizer. The
moving average error was calculated at the moving window N = 1000. From Fig. 4.1
we can see that the moving average error dropped quickly from around 0.35 to 0.25
in the first 20000 symbols, and the 2x2 CMA equalizer converged when symbols >
20000 with the moving average error stabilized around 0.25.
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Figure 4.2: 2x2 CMA equalizer floating point constellation diagram

From Fig. 4.2 we can see that two polarizations of 2x2 CMA equalizer were con-
verged.
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Figure 4.3: 2x2 CMA equalizer floating point histogram

Fig. 4.3 depicts both polarization 1 and 2 converged to symbols.
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Figure 4.4: 2x2 CMA equalizer floating point signals correlation

Fig. 4.4 represents that the signals after CMA equalized were aligned with the signals
transmitted with the peak in the middle of data array.
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Figure 4.5: 2x2 CMA equalizer floating point SER vs. SNR
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Figure 4.6: 2x2 CMA equalizer floating point EVM vs. SNR

In SER vs. SNR performance curve as shown in Fig 4.5, by comparing the simu-
lation curve with the theory curve, we found the combination of parameters that
deliver the best performance, which had the simulation curve most aligned to the
theory curve.

From Fig.4.6 we can see that the Error Vector Magnitude (EVM) reduced while
increasing SNR, which also proved that signals were more converged with smaller
distance to the reference symbols.
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4.2 2x2 CMA Equalizer Fixed Point
Fig. 4.7 represents the initial testing of the fixed point 2x2 CMA equalizer. The test
result showed that the quantization method round in blue color was better than
ceiling and floor, and the performance was more close to the floating point. So, in
the following tests, we focused on quantization method round only.

Figure 4.7: 2x2 CMA equalizer fixed point quantization methods

In simulation for the fixed point CMA equalizer, filter output yn, error en and taps
wn were quantized to fixed point. The quantization values were calculated based on
the min and max of yn, en and wn and the quantization bits. For example, when
quantization bit = 3, the difference between the min and max were split into 23 = 8
steps.

In the first round of simulation, the min and max of yn, en and wn were the average
of 36 sample values. During simulation, fixed min and max values were used to
calculate the quantization values. Fixed min and max had an error in the SER vs.
SNR performance curve that the fixed point curve lower than the floating point curve.

To solve this issue, the min and max of yn, en and wn were updated in each run of
simulation, leading to correct SER vs. SNR performance curve with the fixed point
curve higher than the floating point curve.
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Figure 4.8: 2x2 CMA equalizer fixed point v1 SER vs. quantization bits

4 6 8 10 12 14
Quantization Bits

100

4 × 10 1

6 × 10 1

2 × 100

Er
ro

r V
ec

to
r M

ag
ni

tu
de

 (E
VM

)

symbols=100000, SNR=7, taps=11, =1.00e-03, =0.10, = /6

Fixed Point Round
Floating Point

2x2 CMA Equalizer EVM vs. Quantization Bits v1

Figure 4.9: 2x2 CMA equalizer fixed point v1 EVM vs. quantization bits

Fig. 4.8 and 4.9 show that 2x2 fixed point v1, when filter taps wn in the CMA filter
block quantized to fixed point at bits ≥ 5, fixed point round had same performance
as floating point.
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Figure 4.10: 2x2 CMA equalizer fixed point v2 SER vs. quantization bits

4 6 8 10 12 14
Quantization Bits

100

4 × 10 1

6 × 10 1

2 × 100

Er
ro

r V
ec

to
r M

ag
ni

tu
de

 (E
VM

)

symbols=100000, SNR=7, taps=11, =1.00e-03, =0.10, = /6

Fixed Point Round
Floating Point

2x2 CMA Equalizer EVM vs. Quantization Bits v2

Figure 4.11: 2x2 CMA equalizer fixed point v2 EVM vs. quantization bits

Fig. 4.10 and 4.11 show that 2x2 fixed point v2, when filter taps wn in the CMA
filter block and filter output yn in the CMA training block quantized to fixed point
at bits ≥ 5, fixed point round had same performance as floating point.
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Figure 4.12: 2x2 CMA equalizer fixed point v3 SER vs. quantization bits
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Figure 4.13: 2x2 CMA equalizer fixed point v3 EVM vs. quantization bits

Fig. 4.12 and 4.13 show that 2x2 fixed point v3, when filter taps wn in the CMA
filter block and filter output yn and error en in the CMA training block quantized
to fixed point at bits ≥ 6, fixed point round had same performance as floating point.
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Figure 4.14: 2x2 CMA equalizer fixed point v4 SER vs. quantization bits
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Figure 4.15: 2x2 CMA equalizer fixed point v4 EVM vs. quantization bits

Fig. 4.14 and 4.15 show that 2x2 fixed point v4, when filter output yn, error en and
taps wn in the CMA training block quantized to fixed point at bits ≥ 11, fixed point
round had same performance as floating point.
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2x2 CMA Equalizer Conclusions:
• Performance penalty mainly came from quantization error and filter algorithm.
• Fixed point quantization method round had better performance than ceiling

and floor.
• Fixed point v1 and v2:

quantization bit ≥ 5, fixed point round had same performance as floating point.
• Fixed point v3:

quantization bit ≥ 6, fixed point round had same performance as floating point.
• Fixed point v4:

quantization bit ≥ 11, fixed point round had same performance as floating
point.

33



4. Results

4.3 4x4 CMA Equalizer Floating Point
In this section, we used same methods as 2x2 CMA equalizer to verify the floating
point algorithm of the 4x4 CMA equalizer and identify the optimal parameters.

• Transmitter RRC filter roll-off factor β = 0.1, followed the β value used in the
laboratory experiments.

• Receiver CMA equalizer filter taps = 11. For 4x4 mode CMA equalizer, we
found that filter taps = 4∗n+1 (n=0,1,2,3,. . . ) and taps = 4∗n+3 had differ-
ent SER vs. SNR performance curve trend. In case filter taps = 4 ∗ n+ 1, the
simulation curve aligned to the theory curve at smaller SNR values, and moved
far away from the theory curve at bigger SNR values. Filter taps = 4 ∗ n + 3
had opposite trend, which had bigger gap between the simulation curve and
the theory curve at smaller SNR values and aligned to the theory curve at
bigger SNR values. For the 4x4 mode CMA equalizer, filter taps = 11 showed
good enough performance.

• Receiver CMA equalizer filter step size µ was tested from 1 · 10−1 and first
reduced in big step size, i.e. 1 · 10−2, 1 · 10−3, until 1 · 10−10. Bigger step sizes
1 · 10−1, 1 · 10−2 and 1 · 10−3 had polarization singularity error. Smaller step
sizes 1 · 10−4 to 1 · 10−10 were working without error. Then, we fine tuned µ
in the range 1 · 10−3 to 1 · 10−6 at smaller steps 10−6, and finally found that
filter taps = 11 and step size µ = 2.35 · 10−5 delivered the best performance.

• Channel impairment rotation angle θ, followed 2x2 mode and used π/6 in 4x4
CMA equalizer simulation.

Recommended parameters for 4x4 CMA equalizer simulation:
• Transmitter RRC filter roll-off factor β = 0.1
• Receiver CMA equalizer adaptive filter taps = 11
• Receiver CMA equalizer adaptive filter step size µ = 2.35 · 10−5

• Channel impairment rotation angle θ = π/6
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Figure 4.16: 4x4 CMA equalizer floating point moving average error

Fig. 4.16 is the plotting for the moving average error. The error was the different
between the filter desired response and the filter output in the CMA equalizer. The
moving average error was calculated at the moving window N = 1000. The 4x4
CMA equalizer moving average error curve in Fig. 4.16 shows that the equalizer
was working properly in four polarizations and signals converged at around 20000
symbols.

Compare the moving average error of 4x4 mode (Fig. 4.16) and 2x2 mode (Fig. 4.1),
we can see that:

• 4x4 mode initial error was almost doubled as 2x2 mode
• 2x2 mode stabilized more quickly than 4x4 mode
• both 2x2 and 4x4 modes stabilized at the moving average error around 0.25
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Figure 4.17: 4x4 CMA equalizer floating point constellation diagram

4x4 CMA equalizer constellation diagram in Fig. 4.17 shows that signals were con-
verged in four polarizations.
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Figure 4.18: 4x4 CMA equalizer floating point histogram

The 4x4 CMA equalizer histogram in Fig. 4.18 was used to double check that signals
were converged in four polarizations.
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Figure 4.19: 4x4 CMA equalizer floating point signals correlation

The 4x4 CMA equalizer signals correlation in Fig. 4.19 shows that the CMA equal-
ized signals were aligned with the transmitted symbols in four polarizations.
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Figure 4.20: 4x4 CMA equalizer floating point SER vs. SNR
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Figure 4.21: 4x4 CMA equalizer floating point EVM vs. SNR
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In SER vs. SNR performance curve as shown in Fig 4.20, by comparing the sim-
ulation curve with the theory curve, we found the combination of parameters that
deliver the best performance, which had the simulation curve most aligned to the
theory curve.

From Fig.4.21 we can see that the Error Vector Magnitude (EVM) reduced while
increasing SNR, which also proved that signals were more converged with smaller
distance to the reference symbols.
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4.4 4x4 CMA Equalizer Fixed Point
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Figure 4.22: 4x4 CMA equalizer fixed point v1 SER vs. quantization bits
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Figure 4.23: 4x4 CMA equalizer fixed point v1 EVM vs. quantization bits

Fig. 4.22 and 4.23 show that 4x4 fixed point v1, when filter taps wn in the CMA filter
block quantized to fixed point at bits ≥ 7, fixed point round had same performance
as floating point.
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Figure 4.24: 4x4 CMA equalizer fixed point v2 SER vs. quantization bits
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Figure 4.25: 4x4 CMA equalizer fixed point v2 EVM vs. quantization bits

Fig. 4.24 and 4.25 show that 4x4 fixed point v2, when filter taps wn in the CMA
filter block and filter output yn in the CMA training block quantized to fixed point
at bits ≥ 7, fixed point round had same performance as floating point.
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Figure 4.26: 4x4 CMA equalizer fixed point v3 SER vs. quantization bits
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Figure 4.27: 4x4 CMA equalizer fixed point v3 EVM vs. quantization bits

Fig. 4.26 and 4.27 show that 4x4 fixed point v3, when filter taps wn in the CMA
filter block and filter output yn and error en in the CMA training block quantized
to fixed point at bits ≥ 7, fixed point round had same performance as floating point.
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Figure 4.28: 4x4 CMA equalizer fixed point v4 SER vs. quantization bits
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Figure 4.29: 4x4 CMA equalizer fixed point v4 EVM vs. quantization bits

Fig. 4.28 and 4.29 show that 4x4 fixed point v4, when filter output yn, error en and
taps wn in the CMA training block quantized to fixed point, in quantization bits =
3-20, fixed point round didn’t have same performance as floating point.
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Figure 4.30: 4x4 CMA equalizer fixed point v4 moving average error
at quantization bit=13

Fig. 4.30 shows that the 4x4 CMA equalizer fixed point v4 moving average error
had obvious downward trend when quantization bit ≥ 13.
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Figure 4.31: 4x4 CMA equalizer fixed point v4 constellation diagram
at quantization bit=16
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Figure 4.32: 4x4 CMA equalizer fixed point v4 histogram
at quantization bit=16

Fig. 4.31 and Fig. 4.32 show that signals converged when quantization bit ≥ 16.

4x4 CMA equalizer conclusions:
• Fixed point v1, v2, v3:

quantization bits ≥ 7, fixed point round had same performance as floating
point.

• Fixed point v4:
quantization bits = 3− 20, fixed point round didn’t have same performance as
floating point.
quantization bits = 3−15, the simulation curve of fixed point round was higher
than the simulation curve of floating point.
quantization bits = 16−20, the simulation curve of fixed point round was lower
than the simulation curve of floating point.
quantization bits ≥ 16, signals converged.
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4. Results

In the end, we compared 2x2 mode and 4x4 mode CMA equalizer fixed point v1
SER vs. quantization bits at quantization bits = 4, 6, 8. From Fig. 4.33 we can
see that in general, 2x2 mode and 4x4 mode had similar SER errors, even though
sometimes 2x2 mode had a little bigger errors than 4x4 mode, and sometimes 4x4
mode had a little bigger error than 2x2 mode.

4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0
Quantization Bits

2 × 10 2

3 × 10 2

4 × 10 2

5 × 10 2

Sy
m

bo
l-E

rr
or

 R
at

e 
(S

ER
)

2x2 mode, symbols=100000, SNR=7, taps=11, =1.00e-03, =0.10, = /6
 4x4 mode, symbols=100000, SNR=7, taps=11, =2.35e-05, =0.10, = /6

2x2 fixed point qBit=4
2x2 fixed point qBit=6
2x2 fixed point qBit=8
4x4 fixed point qBit=4
4x4 fixed point qBit=6
4x4 fixed point qBit=8
2x2 Floating Point
4x4 Floating Point
Theory
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Figure 4.33: Comparison of 2x2 mode and 4x4 mode CMA equalizer
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5
Conclusions

5.1 Discussions
The goal of this project was to investigate how limited fixed point precision affects
the performance of CMA equalizer for SDM transmission. We developed an imple-
mentation of one specific algorithm in Python, and tuned it to different precision
with different quantization methods and different number of quantization bits. This
algorithm was used to process simulated MDM data to evaluate performance as a
function of SNR, number of spatial dimensions and precision.

The simulation results showed that modifying CMA equalizer from the floating point
to the fixed point increased SER errors at lower number of quantization bits, but
had same SER errors at higher number of quantization bits, except 4x4 fixed point
v4.

Comparing three kinds of fixed point quantization methods, we found that round
had better performance than ceiling and floor. Among four fixed point quanti-
zation versions, v1 was the most important and effective one, because it had the
lowest computational cost and applied in the CMA filter block directly to equalize
signals without the time-and-power consumption looping process. V1 was also the
foundation of v2, v3 and v4.

2x2 mode and 4x4 mode CMA equalizer had similar SER error, even though some-
times 2x2 mode had a little bigger error than 4x4 mode, and sometimes 4x4 mode
had a little bigger error than 2x2 mode.

The simulation time increased exponentially when increased quantization bit. For
example 4x4 mode fixed point v4, the simulation time increased from 4 min at quan-
tization bit = 16 to 170 min at quantization bit = 20. This made 4x4 mode fixed
point v4 impossible to be used for real-time data capture. It’s uncertain that if the
simulation time can be reduced by optimizing the CMA equalizer algorithm or use
another simulation tool, such as MATLAB.
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5. Conclusions

5.2 Conclusions
The CMA equalizer fixed point could reach the same performance as the floating
point by increasing the number of quantization bits.

For 2x2 mode CMA equalizer, fixed point had same performance as the floating point
when quantization bits ≥ 5 for v1 and v2, ≥ 6 for v3, and ≥ 11 for v4.

For 4x4 mode CMA equalizer, fixed point had same performance as the floating point
when quantization bits ≥ 7 for v1, v2 and v3. In case of v4, in the range of quan-
tization bits = 3−20, fixed point didn’t have same performance as the floating point.
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A
Appendix 1

This section includes the recommended parameters of 2x2 mode and 4x4 mode CMA
equalizer.

A.1 Recommended Parameters For 2x2 Mode CMA
Equalizer Simulation

• Transmitter RRC filter roll-off factor β = 0.1
• Receiver CMA equalizer filter taps = 11
• Receiver CMA equalizer filter step size µ = 1 · 10−3

• Channel impairment rotation angle θ = π/6

A.2 Recommended Parameters For 4x4 Mode CMA
Equalizer Simulation

• Transmitter RRC filter roll-off factor β = 0.1
• Receiver CMA equalizer adaptive filter taps = 11
• Receiver CMA equalizer adaptive filter step size µ = 2.35 · 10−5

• Channel impairment rotation angle θ = π/6
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