A

2zt CHALMERS

SV F UNIVERSITY OF TECHNOLOGY

g RS
Ao

Earth’s center

Self-differential GNSS for synthetic
aperture radar

Implementation and evaluation of a GNSS method for obtain-
ing a relative position estimation of an airborne synthetic aper-
ture radar

Master’s thesis in "Wireless, photonics and space engineering”
and "Communication engineering"

ERIK ENGLUND
DANIEL JOHANSSON

Department of Space, Earth and Environment

CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2022
www.chalmers.se


www.chalmers.se




MASTER’S THESIS 2022

Self-differential GNSS for synthetic aperture
radar

Implementation and evaluation of a GNSS method for obtaining a
relative position estimation of an airborne synthetic aperture radar

ERIK ENGLUND
DANIEL JOHANSSON

CHALMERS

UNIVERSITY OF TECHNOLOGY

Department of Space, Earth and Environment
Geoscience and Remote Sensing
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2022



Self-differential GNSS for synthetic aperture radar

Implementation and evaluation of a GNSS method for obtaining a relative position
estimation of an airborne synthetic aperture radar

ERIK ENGLUND

DANIEL JOHANSSON

© ERIK ENGLUND, 2022.
© DANIEL JOHANSSON, 2022.

Supervisors: Patrik Dammert, SAAB, Surveillance

Joakim Strandberg, SAAB, Surveillance

Gary Smith-Jonforsen, SAAB, Surveillance

Examiner: Jan Johansson, Chalmers, Department of Space, Earth and Environment,
Geoscience and Remote Sensing

Master’s Thesis 2022

Department of Space, Earth and Environment
Geoscience and Remote Sensing

Chalmers University of Technology

SE-412 96 Gothenburg

Telephone +46 31 772 1000

Cover: Visualization of GNSS method time-differenced carrier phase for obtaining
relative position

Typeset in BTEX
Printed by Chalmers Reproservice

Gothenburg, Sweden 2022

Self-differential GNSS for synthetic aperture radar
Implementation and evaluation of a GNSS method for obtaining a relative position
estimation of an airborne synthetic aperture radar

ERIK ENGLUND

v



DANIEL JOHANSSON
Department of Space, Earth and Environment
Chalmers University of Technology



Abstract

Obtaining an accurate position while using global navigation satellite systems (GNSS)
signals, for example the global positioning system (GPS) can be useful for various
applications. In this study a self-differential GNSS method called time-differenced
carrier phase (TDCP) is evaluated as a measure of acquiring a precise position of
a GNSS receiver mounted on a helicopter. The derived position from this method
is used to produce synthetic aperture radar (SAR) images with a radar system
developed by Saab AB called CARABAS-3 (VHF-band). A high accuracy of the
helicopter’s flight path yields SAR images with higher focus and thus, contain more
information about the desired target area. The most common method used for cal-
culating such a position is called real time kinematic (RTK) which relies on ground
based reference stations that are placed in the vicinity of the planned flight path in
order to differentiate and correct for the impact of atmospheric delay among other
system derogating effects. These reference stations limit the mobility of the sys-
tem, since they need to be manually placed prior to flight. However, the TDCP
method eliminates the need for these reference stations by using self-differentiation.
A prominent difference between these methods is that in RTK the position is de-
rived as an absolute value but with TDCP the position is relative former positions.
If this relative position is accurate to the real flight path but with a constant bias it
will still be admissible for SAR processing and it will not affect the focus of the im-
age. The method has been implemented in Matlab and Python and compared with
RTK processed flight paths of the helicopter in order to evaluate the performance of
the method. The TDCP method effectively removes the need for the reference sta-
tions while having a median drift of less than 100 mm in each dimension compared
to the RTK solutions, which is sufficient for focusing radar images taken with the
CARABAS-3 system. For higher frequency (microwave) SAR systems, TDCP can
aid automatic focusing algorithms (autofocus), by improving initial estimates of the
synthetic aperture and hence reducing the computational demands.

Keywords: TDCP, RTK, GNSS, GPS, CARABAS-3, SAR, flight path, self-differencing,
sp3, broadcast orbits, autofocus
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1

Introduction and background

The content of this report is done in collaboration with Saab Surveillance. A part
of Saab AB’s area of operation is design and development of products that ensure
territorial integrity and security via airborne surveillance. An efficient way of achiev-
ing this is through the use of radars on airborne vehicles to produce images of the
activity on the ground beneath. Unlike the more conventional method of obtaining
information via optical images, radar has the ability to work both day and night
and in all weathers if designed properly [1].

In order to achieve images of high quality and resolution, a special kind of method
for obtaining radar imagery called synthetic aperture radar (SAR) is being used. A
common requirement when producing high resolution images from a SAR system is
that the position of the airborne vehicle on which the SAR is mounted has to be
known. The more accurate of a position, the higher the quality of the resulting radar
image due to a reduction of phase errors in the signals [2]. However, when using SAR
this position can be relative to former positions and does not have to be an absolute
position [3]. This allows for tracking the airborne vehicle with methods that rely
solely on relative positioning, which has the advantage of potentially requiring less
processing time, increase the mobility of the system and can enables implementation
in close to real time. Having the possibility to collect data and information in
real time is crucial for surveillance applications, since targets can move and change
positions over long time periods. The tracking of the airborne vehicle will be done
with satellite signals from different global navigation satellite systems (GNSS). A
conventional method for tracking airborne vehicles using GNSS for SAR applications
is by using real time kinematic (RTK). This method relies on the placement of a
ground station with a known location that is used as a reference position for the
airborne receiver. This is not always a practical solution since it is necessary to
make measurements in areas where ground stations can not be established. Thus,
a different method, that does not rely on these ground stations will be evaluated in
order to cover situations where base stations are unavailable.

1.1 Purpose

The purpose of the project is to evaluate the accuracy of the method time differenced
carrier phase (TDCP) for relative positioning using GNSS signals. If this method is

1



1. Introduction and background

deemed viable for use with SAR processing it might be possible to remove the need
to set up a ground reference station before the flight. The main application for the
system is to be implemented on a helicopter with Saab’s SAR system CARABAS-3.
If acceptable results can be extracted from the method it could be implemented for
real time surveillance applications in various radar products.

1.2 Goal

In order for the method to be acceptable when being used for radar imagery, the
derived position of the flight path has to be accurate on sub decimeter level for over
a minute. In addition, the position has to be accurate when the receiver is traveling
at velocities above 30 m/s since this is a common velocity for the used helicopter.
This is the required minimum performance of the system. If better accuracy and
velocity thresholds can be obtained it will improve the quality and allow the use
of the method on even faster aircraft platforms and for SAR systems with higher
operating frequency, which are able to capture radar images with higher resolution.

1.3 Report outline

Chapter 2

"Synthetic aperture radar (SAR) gives a brief description of the principles of syn-
thetic aperture radar. The need for measurements of the radar motion are described,
and the requirements on positioning accuracy defined. The CARABAS-3 system
used in this report is presented in more detail, as well as some considerations on
requirements for other radar systems.

Chapter 3

"Introduction to GNSS" presents an introduction to GNSS and more specific the
functions of the GPS system. The chapter involves theory about the signals trans-
mitted from the satellites and considerations that have to be made when GPS is
used to determine a position of a receiver.

Chapter 4
"GNSS processing" contains more detailed information about what is required in
order to process GNSS signals and how this can be done.

Chapter 5

"GNSS positioning" explains different methods that could be viable to use in order
to get a position of the CARABAS-3 system. The chapter describes how the method
time-differenced carrier phase works and the theory behind it.

Chapter 6

"Performace of TDCP" gives an in depth description of the performance of the
method, it presents how the end result can be affected by using different receivers,
antennas and satellite positions. The chapter gives detailed information about how
the system performs when applied to real SAR runs, as well as the resulting SAR
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image.

Chapter 7
"Discussion" explains the possible future improvements for the method and for the
project generally.

Chapter 8
'"Conclusion" provides information about if the system could be implemented for
SAR processing, and the possibilities and limits for the system.

Appendix A-B contains the segmented SAR runs used for analysing the method,
along with information about each SAR run/flight.
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2

Synthetic aperture radar (SAR)

Synthetic aperture radar (SAR) is a form of radar imaging that can provide detailed
images of stationary targets. The main reason to use SAR instead of a conventional
optical photograph of an area is that unlike optical images, a SAR image can be
formed in all weathers during both day and night and still provide high quality
information. When using long wavelengths it is possible to look through canopies
and find hidden targets, as well as seeing structures that are buried shallowly under
ground.

In a radar image, good resolution in all directions is often needed to distinguish
multiple targets that may blend together as a single target if the resolution is inade-
quate. In radars mounted on flying vehicles the cross range resolution is dependent
on the beam width of the antenna and the range from the antenna to the target.
These kind of radars are known as SLAR or side looking airborne radar. By flying in
this way the resolution of the image is limited by the length of the antenna aperture
(D) as in equation (2.1) below [1].

Per = R (2.1)

D

Where R is the range between the target and the antenna, and A is the wavelength
of the radar signal. For long ranges a large antenna aperture is needed to get
satisfactory resolution for a given wavelength. Increasing the antenna size is only
viable to a certain extent, until antennas become impractical because of their large
size.

To overcome the problem with antenna size SAR can be used. SAR uses coherent
pulses at specific pulse repetition intervals (PRI) to create an image. When using
SAR the image resolution is limited by the wavelength and the integration angle 6.
The integration angle is the angle between the first and last pulse that creates the
synthetic aperture. An illustration of the integration angle over four pulses can be
seen in figure 2.1.

When using SAR the cross-range resolution p,, is limited by the integration angle



2. Synthetic aperture radar (SAR)

PRI

Figure 2.1: SAR integration angle, stripmap mode, adapted from [1]

and the wavelength as in equation (2.2) below.

A
B 26@nt

Per (2.2)

The wavelength of SAR systems can be different depending on the design and appli-
cation for each system. For most uses, SAR systems are deployed to work from the
X-band (8 - 12 GHz) down to the P-band (0.3 - 1 GHz) with wavelengths spanning
from around 3 cm to 100 cm. When using higher frequency systems the signals
will bounce off the tops of targets. For example a resulting SAR image of a forest
with this frequency will provide an image of the landscape and tops of trees. When
using longer wavelengths the signals will instead move through the leaves and detect
targets below the canopies [4].

To get a clear and focused image from SAR the exact flight path has to be known
when processing the data. If an incorrect flight path is handed to the algorithms that
create the final image, the final image will be unfocused and difficult to interpret
[5]. The SAR processing algorithms use coherent processing of the signal phases
that are received. A positional error will cause the signal to travel shorter or further
which will cause the signal to change its phase and thus decreasing the focus of the
image [2]. It is however not necessary that a precise absolute position of the SAR is
available. The processed image will still be focused given the exact relative position
of the flight path. With relative position it is implied that the positional change is
known from one time period to another, in the case of SAR, the position change
needs to be known between the radar pulses. This will ensure that there is no phase
error in the received pulses.

To get well focused images from a SAR-system, the accuracy of motion measurement
in terms of relative position has to be accurate differently depending on how smooth
the variations are along the synthetic aperture. For fast motions of the platform
the requirements of the accuracy will be higher than for slow/linear variations of

6



2. Synthetic aperture radar (SAR)

motion. This makes the motion tracking of more importance when using systems
that experience fast motion variations along the aperture such as fighter jets and
drones, and a bit more lenient when using systems with slow motion variations such
as helicopters. An illustration of such movements can be seen in figure 2.2.

N
Slow movements [Ar,,] N \

Actual flight path Intended flight path

/

T WA

Fast movements [Arg,]

Figure 2.2: Slow platform movements Arg,, (top) and fast platform movements
Arfas (bottom)

In equations (2.3) and (2.4) below the requirements are expressed in wavelengths
for slow and fast variations.

ASAR
Argon < ——— 2.3
st 16 ( )
Arfast < 0.008 - )\SAR (24)

These requirements can be lowered when using autofocusing for the SAR-system.
This allows for radar images with phase errors to be corrected in order to get a
coherent picture of the target. When using SAR signals for radar imaging a present
issue is unfocused images due to uncorrected quadratic and high order phase errors.
Autofocus algorithms use what is called pull-in range to determine how erroneous
the position can be along the aperture for the autofocus to be able to correct and
focus an unfocused image. So even if Ar for the SAR platform is larger than the
threshold in equations (2.4) and (2.3) above there is still measures to improve the
resolution, focus and regain usability of the resulting radar images [6]. The allowable
error from the real flight path also depends on the dimension of the error. If the
error is along the flight path/aperture the threshold for regaining focus of the image
is higher than for across path errors. However, the accuracy of the initial estimation
of the flight path affects the processing time of the autofocus algorithms. The closer
the initial estimation, the less computationally demanding the autofocus.

2.1 CARABAS-3

The SAR-system that is used for this project is called CARABAS-3 and can be seen
mounted underneath a helicopter in figure 2.3. The CARABAS-3 is operational on
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2. Synthetic aperture radar (SAR)

two separate frequencies on the VHF-band (30-300 MHz). High VHF (HVHF) with
A =1 m (the small vertical antennas) and Low VHF (LVHF) at A = 5 m (the larger
horizontal antennas) [7].

%

Figure 2.3: CARABAS-3 SAR mounted on a helicopter, Source: Saab AB

The requirements of the motion estimation is displayed in table 2.1. The require-
ments changes depending on the type of movement that is introduced for the SAR
platform and the operating frequency of the SAR.

Table 2.1: Position requirements for LVHF and HVHF SAR-systems when ex-
periencing fast/slow variations. The position requirement is displayed in mm and
indicates the maximum 3D error from the true flight path.

Frequency band | Movement | Position requirement [mm]
HVHF AT g1ow 62.5
HVHF AT fast 8.00
LVHF AT gow 312.5
LVHF AT st 40.0

2.2 High frequency applications

An alternative to using the low frequency CARABAS-3 system can be to use radar
systems with higher frequencies (shorter wavelengths). The primary advantage of
using a higher operating frequency for SAR applications is that the acquired res-
olution from the images can be substantially higher if the frequency is increased,
according to equation (2.2) above. A higher resolution is desirable since the resulting
images will contain more information about the target. However, a higher operating
frequency would also require a more precise determination of the flight path since
the requirements in equation (2.3) and equation (2.4) above have to be fulfilled.

In practise this would subsequently resolve in that a SAR system with an X-band
operating frequency (8-12 GHz or A = 2.5 - 3.75 c¢m) would require a position

8



2. Synthetic aperture radar (SAR)

accuracy of 1.875 mm for slow variations and 0.24 mm for fast variations'. This
precision has to be maintained for the duration of data collecting from the SAR.
Thus, reducing the time of a SAR run can be a viable option.

When using high frequency and or high velocity systems the integration time needed
to create a synthetic aperture will be shorter. Short wavelengths (high frequencies)
reduce the needed integration angle to get a certain resolution is smaller than for
using larger wavelengths in accordance with equation (2.2). Also, if the platform
velocity is higher the needed time to fly along the aperture is decreased. A com-
mon method used for complementing the flight path estimation from GNSS is to
introduce inertial navigation system (INS) that may include barometers, gyroscopes,
accelerometers among other units [8]. These can be made to cooperate using sensor
fusion to add redundancy in the position solution and thus, increasing positional ac-
curacy. These INS devices are prone to significant drift in position when used over
time [9]. However, if the integration time of the system is short, highly accurate INS
devices can be used in combination with the relative position from GNSS to create
a highly accurate position. This position can then be used for the high frequency
systems which are very sensitive to errors in position.

11f 10 GHz is used for the SAR
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3

Introduction to GNSS

Global navigation satellite systems (GNSS) is the collective term used for the mul-
tiple existing satellite systems that are operational for navigation around the world.
There are four global GNSS which have been developed and implemented by differ-
ent nations. The American global positioning system (GPS), the Russian globalnaja
navigatsionnaja sputnikovaja sistema (GLONASS), the Chinese Beidou and the Eu-
ropean Galileo. They are all designed and built on similar technology and principles,
but there are some differences between the systems. The fundamental idea that each
satellite system is built upon is a constellation of satellites that orbits the earth in
medium earth orbit (MEO) in order to supply position references across the entire
globe. In table 3.1 below some general parameters about the different systems are
displayed.

Table 3.1: Characteristics of the GNSS constellations at the time of the report

Parameter GPS | Galileo | GLONASS BeiDou
Number of orbital planes 6 3 3 3
Number of satellites 32 301 24 352
Modulation type CDMA | CDMA FDMA CDMA
Height of MEO? [km] 20 200 | 23 222 19 100 21 500-24 100
Inclination i [°] 55 56 65 55

The number of orbital planes for the systems along with the total number of satel-
lites and height of these, differ a bit from system to system. However, the difference
is not that significant since they are designed with the same principles. The more
noticeable differences are the modulation type for the systems which are the same
except for the GLONASS system. Instead of the more regularly used modulation
type code division multiple access (CDMA) the system is based upon frequency divi-
sion multiple access (FDMA). The difference is that each satellite in the GLONASS
constellation will broadcast their signals on different frequencies, historically this
was implemented to protect against jamming of the signals since the frequencies

130 satellites is the goal for the Galileo system, however at the time this report is being made
the number is only 22 operational satellites.

25 of these 35 satellites are situated in a geostationary orbit, not MEO.

3The height of each MEO orbit is from earth’s surface not earth’s center.
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3. Introduction to GNSS

will alter. However, this is no longer an advantage when compared to the same
capacities of CDMA, so the administration of GLONASS have started to turn their
system towards a CDMA base instead [10]. The CDMA modulation type is instead
based on that all satellites transmit their carriers at the same frequencies but each
individual satellite transmits a unique code that is used for identification of the
satellite. This is further explained in section 3.2 "Signal theory" below.

The inclination angle i of the orbits will affect the coverage area of each system. If
an area is located such that the latitudinal coordinates of a location is higher than
the inclination angle of the GNSS orbit, there will be no satellites available in zenith
direction. This can degrade the performance of positioning. For this exact reason
the GLONASS system is designed to have a higher inclination angle since Russia
is located at a high latitude. The higher inclination angle enables better coverage
for countries far from the equator (£ high latitudes ¢) [11]. In figure 3.1 below an
example of bad coverage in urban environments is displayed, for countries with no
satellites in zenith this problem will be of higher magnitude than countries at lower
¢. For the other systems whose countries are located more towards the equator,
the inclination angle of the orbit can be lower and the system will still give good

coverage.
g = %
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Figure 3.1: Example of bad coverage due to low elevation angle

3.1 Satellite orbits and specifications

To easier understand the fundamentals of GNSS the explanation of the systems is
done using the American GPS as a reference. The parts where the different systems
differ are explained more in detail as they appear in the text.

The first GNSS system to be developed was the GPS system by the USA. The
original idea for such a system originates from the 1960s but it was not developed
until the late 1970s when technology had advanced enough for such a system to
be constructed. Since the first launch in 1978, 78 satellites has been launched into
orbit and out of those, 30 are still operational?. The remaining 48 satellites have

4As of February 2, 2022, not including two satellites that are in orbit but decommissioned as
spares [12]
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3. Introduction to GNSS

been retired due to either old technology, faulty components or launch failures.
Since there has been over 40 years of development in the area of GPS, the different
generations of satellites throughout the years have been divided into three different
groups/blocks depending on the production/launch year. In each block there are
further sub blocks which categorizes the satellites depending on the technology they
contain. Block IIT which is the present and most technologically advanced generation

has only four operational satellites in orbit, the remaining satellites are mostly from
block II [13, 14].

The GPS constellation is ideally made up of 32 satellites that are split into six
different orbital planes. In figure 3.2 the six orbital planes of GPS are displayed.
For GPS to be operational and have coverage all around the globe the system ideally
consists of at least 24 out of 32 satellites to be operational. At least four operational
satellites are required in each orbital plane in that case, i.e a minimum of 24 satellites
for the system to be operational with full earth coverage.

GPS is currently the only system out of the four which relies solely on MEO-satellites
to supply coverage for its origin country. In contrast, several nations have deployed
support satellites for GPS based applications to further increase coverage in re-
gional areas. One such system is the quazi-zenith satellite system (QZSS) for Japan
which supports the GPS constellation with four® satellites in geostationary /elliptical
geosynchronous orbits®. Other systems have also implemented support satellites in
different orbits to further increase the coverage of all the GNSS satellites. Galileo,
GLONASS and Beidou have support satellites in inclined geosynchronous and in
geostationary orbits that enables the respective system to achieve better coverage
of regional areas, focused on the origin country of each system.
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Figure 3.2: GPS orbital planes with 55° inclination. Source: U.S Government [15]

Each GPS satellite is powered with solar panels that automatically direct towards
the sun. They are also equipped with small rocket boosters that correct the course

5Seven support satellites are planned to be operational by 2023
6A Geostationary orbit (height ~ 35 786 km) allows satellites to have the same orbital time as
the earth’s rotation time.
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3. Introduction to GNSS

of the satellite when necessary. This has to be done since there is a natural orbital
drift towards the earth due to gravitational pull, which over time will be of larger
magnitude than the centrifugal force that affects the satellites in the opposite direc-
tion. By increasing this centrifugal force by the use of rocket boosters the satellites
can remain in their intended orbits. The GPS antenna consists of an antenna array
with 12 antenna elements. This array is continuously directed towards the surface
of the earth in order to supply continual availability. In figure 3.3 below a GPS
satellite from the latest block III is displayed.

x4 -
A W e

Figure 3.3: GPS satellite, block III. The large panels are the solar arrays and the
GPS antennas are the array of 12 elements at the bottom of the spacecraft. Source:
U.S Government [15]

3.2 Signal theory

Modern GPS satellites transmit right hand circular polarized (RHC) signals on three
different carrier frequencies. These carriers have frequencies which are all based on
a multiple of a reference frequency that is created by a local crystal oscillator on the
satellites. The reference frequency is 10.23 MHz [16]. The carrier are called L1, L2
and L5. L1 that has a frequency of 1575.42 MHz, L2 at 1227.60 MHz and the most
modern L5 at 1176.45 MHz which is only available on the latest block III satellites.

The transmitted signals use alteration of the carrier phase as method of transmit-
ting information. The most prominent components of the signals are the carrier
frequencies, the course acquisition code (C/A-code), the precise code (P-code), the
anti-spoofing code (Y-code) and the navigation message. FEach of the codes are
transmitted as together with the carrier phase and each individual code has its own
application and design. In figure 3.4 below, the C/A-code can be seen modulated
on to the carrier phase. For each change of value in the C/A-code the phase of the
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carrier shifts 180° in order to carry the information.

AWAWAWANS
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Code

-
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Figure 3.4: Modulated carrier with C/A-code. The time scales included in the
picture is not to scale since the frequency of the carrier is higher than the frequency
of the code.

The P-code is transmitted at 10.23 MHz on both L1 and L2. When using the P-code
for measurements an accuracy of around 0.3 m can be expected, this is around ten
times better when compared to the C/A-code (chip rate 1.023 MHz) which has an
expected accuracy of around 3 m instead. This is because the P-code has a bit rate
which is 10.23 - 10° bit/s, which is 10 times that of the C/A-code and because the
P-code gets transmitted on dual frequencies which can mitigate ionospheric impact
of the signal. The Y-code is a combination of the P-code and an unknown W-code
which enables it to be a restricted signal which requires a special receiver with the
correct authorization to interpret the signal. The anti-spoofing enables the code
to withstand attempted jamming of the signal. In table 3.2 below additional and
more detailed information about the codes are displayed. The navigation message
contains information about the satellite orbit, satellite ID and satellite health (if the
satellite is out of commision or off track etc.).
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Table 3.2: Code specification

Type Abbr. | Phase shift from L1,L2 [°] | Transmission
Precise code P-code 90 L1, L2
Coarse Acquisition | C/A-code 180 L1
Anti-spoofing Y-code 90 (from C/A) L1, L2
- W-code Unknown L1,L2
Encrypted precise | P(Y)-code - L1, L2
Military code M - L1, L2

The M-code is a restricted signal that is used by the military. It is a more modern
version of the old military code P(Y)-code and allows for more protection against
jamming and is more autonomous in the sense that navigation can be made with
only M-code if necessary.

With both the C/A-code, navigation message and carrier the modulated multiplied
carrier will look like figure 3.5 below. The C/A-code will phase shift 180°, and all the
phase shifting is enabled with binary phase shift keying (BPSK) which is a digital
modulation type which can modulate the phase of a signal.

WWVWWWM o Carrier Ll/Lz
C/A code (180 degree
phase shift)

Navigation message

Figure 3.5: Modulated carrier with C/A-code and navigation message. Adapted
from J.C. Ramén [17]

Each satellite also broadcasts a navigation message that consists of 5 sub frames on
L1 and L2. Sub frame 1 consists of information about the satellite clock and GPS
time. Sub frame 2-3 have information about ephemeris(satellite orbit) and the last
two sub frames contain information about the almanac components and corrections.
The almanac components contain information about the satellites which can be used
to calculate the position of each broadcasting satellite [18].

The GPS uses CDMA as a method for multiplexing the signals. This allows for all
satellites in the constellation to transmit the carriers on the same frequency and
still enable identification of each individual satellite. The ID of each satellite is
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transmitted inside the P-code and C/A-code, so by identifying these two codes for
each satellite in the receiver it is possible to pin point them back to the specific
satellite that transmitted the signal and thus, identify it [19].

3.2.1 Signal Generation - Atomic clocks

In order to generate the signals onboard the satellites, precise atomic clocks are used
for the high accuracy that is necessary for satellite positioning. On each satellite
atomic clocks are implemented, the most common case consists of two cesium and
two rubidium atomic clocks. In order to create a stable and precise clock cesium
and rubidium atoms are combined with a quartz crystal. The quartz crystal has
the ability to generate a very stable and periodic frequency response when being
exposed to a voltage. This combination results in stable atomic clocks which are
used in order to generate a frequency of 10.23 MHz which the GPS signals are built
upon.

However, these atomic clocks have to be incredibly stable since a faulty time differ-
ence AT of only 100 nanosecond will result in a deviation of accuracy AR of around
30 meters when the signal is transmitted to the earth’s surface, since AR = ¢cAT. By
sending corrections from larger and even more accurate atomic clocks on the ground
the natural drift of the atomic clocks on board the satellite can be mitigated. By
combining both the corrected clocks and synchronizing the generation of the signal
the satellites can provide signals that are accurate to a picosecond level [20].

3.3 GNSS receivers

As explained previously the specific C/A code for each satellite should already be
known by the receiver in order to work with a specific GNSS. Thus, a receiver that is
intended to be used for uniquely GPS signals will have all of the C/A codes for the
active satellites. This receiver can not however be used together with for example
the Chinese BeiDou satellites since they use different codes than those of the GPS
satellites. The receiver will constantly loop the known codes while simultaneously
receiving the signals from all available satellites. The receiver finds which satellites
that are sending messages by correlating the received code with the known codes.
The codes are designed in such a way that only one satellite has the same code and
thus if the correlator in the receiver gets a high enough peak against one of the
known codes the receiver knows which satellite is sending the message. There are
two different measurements that are important for basic GNSS positioning. These
are the code observables and the phase observables.

An example of an observable is what is output by the receiver as a range. The code
observable is given in meters and is often referred to as the pseudorange and the
phase observable is given in number of wavelengths. The pseudorange is found by
correlating the received signal with the known signals in the receiver. When the
correct satellite is found there will be a time delay from when the satellite sent the
signal to when the receiver receives the same one. This is modeled as Tk — Ts where
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Tr is the time of reception in the receiver and Ty is the time of transmission from
the satellite. See figure 3.6.

Satellite clock (Ts)

M

Receiver clock (TR)

—

(Tr — Tg) Time

Figure 3.6: Receiver correlation between satellite clock and receiver clock

In real applications the receiver and satellite clocks are not usually perfectly synchro-
nized. This is modeled by adding offsets in time to the reception and transmission
times Ts and Tg as in equation (3.1) below.

TR :tR—FAtR

3.1
Ts = tg + Atg (3:1)

where tz and tg are the true times of reception and transmission respectively and
Atg and Atg are offsets in time due to synchronization errors. Using equation (3.1),
the pseudorange is acquired by multiplying the time delay with the speed of light
in vacuum, c.

P = C(TR — T5>
= c[(tr + Atgr) — (ts + Atg)] (3.2)
= p+ c(Atgr — Atg)
In the pseudorange equation above, p is the actual geometric distance from satellite
to receiver (the true range) whilst the second term is the synchronization error from

the receiver and satellite clocks. In equation (3.2) the atmospheric and ionospheric
delays are not included for simpler understanding.

3.3.1 Carrier phase measurements

To receive the best possible accuracy for the designed system, measurements of
the carrier phases are processed. This is a rather precise method of pinpointing a
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location using GNSS since compared to C/A-code and P-code the carrier phases has
a theoretical accuracy of 1-2 mm since accuracy is proportional to around 1/100 of a
wavelength when using phase measurements. Since the carrier L5 is only available on
the latest block III of satellites, measurements are instead made on only L1 and L2
which are available for all satellites in the GPS constellation. When the GPS signal
propagates from the satellite towards the earth via the atmosphere, it experiences
delays due to both the troposphere and the ionosphere. In equation (3.3) below the
formula for using carrier phase measurements is displayed.

L=p+c(Atr—Als)+Z -1+ B+v (3.3)

Where L above is the carrier phase observable, expressed in received carrier wave-
lengths, p+ ¢(Atgr — Atg) is the pseudorange. In addition to the clock synchroniza-
tion correction term, other corrections have to be made. Z is the time delay from
the troposphere, this term can be divided into zenith wet delay (ZWD) and zenith
hydrostatic delay (ZHD) which can be combined to zenith total delay (ZTD). I is
the term for ionospheric delay, B is known as the "carrier phase bias" and v is the
additional noise term for residual atmospheric, receiver and ground noise etc. The
ionospheric term I has a negative sign due to ionospheric divergence, a phenomenon
happening in the ionosphere where the phase velocity increases when compared to
the group velocity and thus, experiences a negative delay when travelling through
the ionosphere [21].

The tropospheric delay is elevation dependent and can be corrected for by using
models. This means that the elevation angle of the satellites compared to the receiver
plays a role in how much delay the signal will have before it is received. An example
of satellites with different elevation angles can be seen in figure 3.7. The delay
is caused by the content of the atmosphere which depends on humidity, pressure
and temperature changes and can be split into a wet (ZWD) and dry component
(ZHD). These models both monitors the behavior of the troposphere and considers
the elevation of the satellites in order to give the most accurate correction. Since
the ZTD only accounts for delay in zenith, mapping functions are useful tools when
modeling the tropospheric impact. These mapping functions changes in expression
depending on the elevation, for elevation angles ¢ > 15° the mapping function can

[22].

simply be derived as m(e) = —

sin(e)
There are other ways of forming mapping functions but for elevations > 15° most
mapping functions have similar performance. For elevation angles < 15° the models
become more and different mapping functions can be used depending on where
the receiver is situated [23]. The mapping functions also increase in complexity if
azimuth angles and the curvature of the earth are taken into account. In addition
the ZTD affects the vertical component of GNSS mostly, so an adequate model is
necessary in order to improve the vertical component. The mapping functions are
combined with the zenith total delay to give the atmospheric delay Z as in equation
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(3.4) below.
Z =7ZTD -m(e) (3.4)

BB
@\ High € = 90° %

Figure 3.7: Different elevation angles € of satellites compared to the receiver.
e = 90° is zenith and € = 15° is the lowest elevation angle for "simple" mapping
functions.

The ionospheric delay can also be largely corrected for by using a model, however,
unlike the correction for the tropospheric impact there is a more effective way to
remove most of the impact from the ionosphere. The ionospheric delay differs from
the tropospheric delay since it is caused by free electrons”. This results in a frequency
dependent delay which enables a dual-frequency correction in the form of a linear
relation. By deriving this linear relation between the measured carrier phases L1,
L2 and the measured codes P1, P2 the impact of the ionosphere can be removed
to a degree of 99.5 %. The linear relation is displayed in equation (3.5) and (3.6)
below. When using this relation it is necessary to be aware that the signal noise
level will be three times as large as the noise level when using L1, L2 and P1, P2
separately. L3 and P3 below can be used as corrected terms for the phase and code
measurements.

Ly = 2.546L; — 1.546 L, (3.5)
Py = 2.546P, — 1.546 P, (3.6)

The carrier phase bias parameter B is a necessary term to solve in order to solve
for L in equation (3.3). This term specifies the number of wavelengths between
the receiver and the satellite and can be used to accurately measure the distance
between these. The changes from one epoch to another are measured by tracking
the carrier phase within the receiver. However, whenever the receiver loses contact
with the satellite this phase ambiguity has to be resolved again, this causes what
is called a cycle slip and has to be accounted for by implementing an algorithm for
detection of these slips. If a cycle slip is present and not dealt with properly, the
derived velocity/position will be affected.

"The free electrons increases with height and is a direct consequence solar activity [24].
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In order to solve for the carrier beat phase ambiguity, the GPS receiver will gen-
erate a reference signal R(t) = Rysin(2r¢r(t)) along with the received GPS signal
G(t) = Gosin(2mpe(t)). By mixing these two signals and filtering the high frequency
components a beat signal is created which has a frequency and phase equal to the
difference of the mixed signals.

LPF[R(t) ® G(t)] = R°2G° cos(2mdR(t) — da(t)) (3.7)

where LPF indicates a low pass filter. In figure 3.8 below an example of a beat
signal is displayed.

\/\/\/‘\/\/ GPS signal

W/\/ o

Beat signal

Figure 3.8: Beat signal for detecting phase ambiguity. Adapted from [19]

The recorded phase from the receiver ® is merely the number of phases passed
since the recorder locked on to the transmitted satellite signal. The number of
full wavelengths that are lost during transmission before the receiver receives the
transmitted signal is the integer phase ambiguity N. The phase reception in the
receiver is modelled as in equation (3.8).

®+ N = ¢r(t) — ¢c(l) (3.8)
Using one satellite S for transmission the equation can be rewritten as
O*(T) = ¢(T) — ¢°(t) — N° (3.9)

where T is the time of reception, ¢(7T') is the phase of the receivers reference signal

and ¢°(T) is the phase of the received satellite signal. Using this expression and the

nominal frequency fy = B(t)—¢o

50) it is possible to create the expression for the carrier

phase observable as in equation (3.10).
(1) = fo(Tr — Ts) + ¢o — ¢5 — N* (3.10)

This observable can be converted in to range by multiplying with the corresponding
wavelength.

L(T) = \o®*(T)
= o(Tp — Ts) + (o — 65 — N) (3.11)
= ¢(Tp —Ts) + B
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This gives the corrected carrier phase equation as in (3.12) [25].

L=p+c(Atg—Atg)+Z -1+ B+v (3.12)

3.4 Dilution of precision (DOP)

One way to decrease position uncertainty when using GNSS measurements is by
using receivers that can find multiple GNSS and use the signals from all available
satellites. Using more GNSS might help with the satellite geometry by having more
satellites available spaced all in all directions. By using only one GNSS such as
GPS some satellites may be blocked in view from the receiver. This blockage can
be caused by obstructions such as buildings or trees. This is known as dilution
of precision or DOP. DOP can be seen as a degradation in performance due to the
geometry of the satellites that are visible by the receiver. The DOP can be explained
in terms of position uncertainty o using equation (3.13).

o= DOP - oy (3.13)

In equation 3.13 above the position uncertainty o is made larger by the DOP which is
always a number above 1. DOP in the equation is a term that depends on the receiver
position and the position of the satellites. The measurement accuracy oy can be
comprised of one or more different DOP:s. The main DOP:s are PDOP (positional
DOP), VDOP (vertical DOP), HDOP (horizontal DOP) and GDOP (geometric
DOP) [26]. For example, the PDOP is in turn made up of its uncertainties in

the position directions (east, north and up), PDOP = \/o% + 0% + of. The DOP
can be reduced by having a better geometry of satellites when measurements are
taken with the receiver. A better geometry is available when satellites are visible
in a multitude of cardinal directions and preferably with different elevation angles
relative to the receiver [27, 26]. Figure 3.9 represents two different cases of satellite
geometry resulting in different DOP.

Figure 3.9: Dilution of precision, left with high DOP, right with low DOP.

In the left part of figure 3.9, high DOP is present (increased position uncertainty)
since the available satellites are positioned very close to zenith from the receivers
point of view. The image on the right has a more diverse positioning of the satellites
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which will result in a decreased DOP and thus, a decrease in position uncertainty.
The best theoretical satellite geometry for four satellites is three satellites placed
with 120° apart in azimuth and elevation just above the horizon with the last satellite
placed above in zenith. By maximizing the solid angles between the satellites, better
geometry follows.

Using more satellite systems is a way to increase the number of satellites that are
visible and ensuring that wherever the receiver is placed, all the visible satellites
are used for positioning to reduce the DOP. The same argument can be made when
the receiver is located in urban areas with high buildings around. An increase in
the number of satellites will yield a better satellite geometry, which gives better
coverage in dense urban environments.

3.5 Antenna models

The performance of a GNSS receiver will be impacted by the type of antenna used
for the GNSS receiver and the calibration of such antennas. The more modern and
advanced antennas are often calibrated in order to have an antenna phase center
that is adapted to GNSS signals. The antenna phase center is the point where the
receiving signal gets measured, this points varies depending on the frequency and the
elevation of the incoming signal so for modern antennas calibrations are necessary for
all GNSS signals. The calibration for GLONASS signals are the most complex since
the system uses FDMA with different frequencies for all satellites. In the left of figure
3.10 below the different phase centers for a choke-ring antenna can be seen, note
how the phase centers changes depending on the incoming carrier. For this specific
antenna the height of the antenna is A\/4 in order to eliminate resulting currents
from the signal, this enables the antenna to be more robust against multipath. For
smaller antennas i.e ones inside smartphones the phase center can be more complex
to accurately calibrate since the device can be twisted and moved in all directions.
In the right of figure 3.10 an example of the phase center of a mobile phone is
displayed.

The technology for antennas inside smartphones has evolved rapidly the last couple
of years but are not as reliable as the bigger external GNSS antennas. The phase
centers for the mobile antenna can be spread out in the circle in the top right corner
of the mobile phone. As with the other antennas, if this is not properly calibrated for,
the precision and accuracy of the system will be compromised. In the right of figure
3.11 a puck antenna which is used for collecting data for the project can be seen.
This type of antenna is more sturdy and reliable than the mobile antenna but not
as precise as the choke ring, it is however, both more applicable for projects where
different measuring locations are used and it is cheaper than the choke-ring antenna.
The left of figure 3.11 displays two Antcom 53G1215A-XT1 antennas mounted on
the helicopter which are connected to a Javad Delta Duo G2D-4 GNSS receiver. This
setup was used to capture the GNSS measurements for the CARABAS-3 flight.
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L oAf4

Figure 3.10: Phase center for choke-ring and mobile antenna

=1

Figure 3.11: Phase center for Antcom antennas and GNSS puck antenna

3.6 Possible error sources when using GNSS

When using GNSS to calculate a position it is necessary to account for error sources
that affect the precision and reliability of the derived position. There are measures
of mitigation against these error sources that generally counteracts the errors, to at
least some degree.

3.6.1 Vertical component

The precision of the vertical component in GNSS applications is more uncertain and
less accurate than the horizontal components. This is due to poor satellite geometry
since there are no visible satellites beneath the horizon. This is one of the drawbacks
when using GNSS technology and it can be mitigated by sensor fusion, where other
sensors, e.g barometers/radars/lidars etc will aid in the estimation of the vertical
component. In addition to a bad vertical component from satellite geometry, the
vertical component will also suffer in accuracy from the tropospheric delay. In
order to correct for this delay the use of more comprehensive and detailed mapping
functions can be a solution. If more satellites are implemented into the orbits further
calculations of the tropospheric impact can done by mapping the gradient in more
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azimuth and elevation angles, making the system more adaptable to tropospheric
changes.

3.6.2 Multipath

When testing and validating the method, measurements are collected in urban en-
vironments on ground level. This can potentially result in signal multipath. This
occurs when the transmitted signal from the satellite gets reflected on a nearby sur-
face to the receiver, the signal will then give a faulty reading inside the receiver.
In figure 3.12 an example of multipath occurrence can be seen. The GNSS an-
tenna receives signals that has been reflected on nearby building and experiences
multipath.

Figure 3.12: Example of GNSS receiver experiencing multipath

There are several different methods that can be implemented in order to mitigate
the influence of multipath. The simplest method is to avoid dense urban areas,
for the measurements on board the helicopter this problem should be reduced since
the helicopter travels at a high altitude over buildings and often outside cities.
However, for the validation of the tests on ground level, multipath will be present
to a larger degree. Especially since the tests are done in Gothenburg, Sweden which
is located at latitude ¢ = 57.7°, a higher latitude will result in less satellite visible
in zenith subsequently, the system relies on low elevation satellites that potentially
could be blocked by buildings. A solution to this problem could be to add support
satellites such as Japan’s QZSS® where satellites are placed in geostationary /incline
geosynchronous orbits in order to supply regional coverage for higher latitudes. Or
incorporate the GLONASS system in the solution which has an inclination of 65°
which allows for satellites in Zenith since the latitudinal coordinates is of lower value
than the inclination angle of the orbit.

Another method to mitigate multipath can be to implement a detection algorithm
for reflected signals. The transmitted signal from the satellites are generated to

8Not applicable in Sweden since the satellites are placed over Japan
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be RHC-polarized, when this signal propagates and gets reflected, the signal will
experience a different angle of attack (AOA) compared to line-of-sight signal. The
polarization will also change from RHC to LHC and predominantly be LHC in the
receiver if it is reflected. An algorithm that can detect reflected signals from directly
propagated ones could mitigate this problem. However, some errors should still be
accounted for since these kind of algorithms most likely will be imperfect [28].

Multipath issues can also be decreased by implementing a binary offset carrier
(BOC) modulated signal. A BOC modulated signal is a product of a multipli-
cation between a square wave and the BPSK signal. The result is a signal with
less spectral energy concentrated around the carrier frequency. Instead the energy
will be concentrated in two separated lobes which subsequently, leads to a much
narrower correlation peak inside the receiver. A narrow correlation peak has less
deformation due to multipath since the amplitude if the reflected signal will not be
inside the narrower spectrum for accepted values. And can thus, be an alternative
when eliminating multipath. BOC modulated signals are however, not used on all
GNSS? and their signals, since the multiple correlation peaks that is a result from
BOC can cause ambiguities that would need corrections [29].

3.6.3 Relativistic effects

The atomic clocks on board the satellites will experience a different gravitational
potential when compared to components on the earth. This will result in a natural
drift of the clocks due to general relativity and difference in speed. An error of
around 50-100 ps is usually accounted for because of this phenomenon, this results
in a distance error of around +1 cm. The same effects are present when designing
models and calculating the satellite orbits. By introducing a time difference factor
when constructing the satellites this effect can be mitigated, this is done by changing
fo to 10.23(1 — 4.4647 % 10719) MHz instead of the original fo = 10.23 MHz. In
equation (3.14) below the compensation for the relativistic effect is displayed. This
is applied to the carrier phase measurement in order to compensate for the relativistic
effects.

Ay = —2- (3.14)

Cc

sat sat

where 7*% and v** are the satellite position and velocity [30].

9Tt is implemented on e.g the Galileo systems E1 signal
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4.1 RINEX

The observed satellite data in the receiver will be stored in a format called Reciever
INdependent EXchange (RINEX). This is an ASCII based file format which is in-
ternationally used as the default format for GNSS observations. The RINEX file
contains information about the carrier phases L, the code measurements C, Doppler
measurements D and the signal strength (SNR) S among other observations. The
RINEX format has the possibility to store data from several GNSS system at the
same time with all the observables that the receiver is capable of collecting. When
processing GNSS data to get a precise position the RINEX file is a vital part in get-
ting an accurate result, especially in combination with precise orbital parameter of
the satellites [31]. Throughout the GNSS history the layout and content of RINEX
files have changed multiple times. At current writing time the newest format is
RINEX 4.00. With RINEX 4.00 some options that enable better use of the satellite
navigation message have been implemented [32]. The layout of the file has changed
quite a bit since the early renditions of the RINEX format but some content still
remains the same. The newer versions of the RINEX format have capabilities to
handle data from Galileo satellites as well as older systems.

In order to process data transmitted the from the satellites it is often required to
convert the data to the desired RINEX format, since different receivers use different
standards for storing GNSS observables.

4.2 U-center

In later sections tests using Ublox receivers are performed. To get the data from
these receivers a software program called U-center is used. U-center is a software
program developed by Ublox used in order to handle the data from their receivers.
When the receivers collect data they are stored in .ubx format which is Ublox stan-
dard format storing the data in a binary stream of data. These binary values are
then stored in different packets. However, a more standard way of storing GNSS
data is in a .obs RINEX file, and the Matlab code used for the main method is also
adapted for RINEX files. It is thus necessary to convert the .ubx file from u-center
to a .obs file, this can be done with the GNSS open source program RTKLIB and the
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subprogram RTKCONYV. The process of converting raw GNSS data to the RINEX
format is displayed in figure 4.1 below.

& Yo

L

2

U-center -
\ \
_l Antenna and receiver
RTKLIB

T RINEX data

Figure 4.1: Satellite data collection, from raw GNSS data to RINEX

4.3 RTKLIB

RTKLIB is an open source GNSS software program used for handling and processing
raw satellite and receiver data. It is particularly used to convert .ubx files to RINEX
files with the format .obs using the built in function RTKCONV, which has the
ability to convert the files into .obs and .nav for the navigation message if desired.
In figure 4.2 below the process from .ubx to .obs is displayed.

U-center RTKLIB RINEX

.ubx RTKCONV .obs

Figure 4.2: Process from .ubx to .obs with U-center and RTKLIB

4.4 Satellite Orbits

When using GNSS data as a method of deriving a precise position, it is necessary
to have accurate positions of the satellites. There are generally two different meth-
ods for determining the orbits of the satellites. The first method for obtaining the
satellite positions is to use GNSS data products from different suppliers that cal-
culate the orbits and positions via ground based tracking stations. This tracking
network is displayed in figure 4.3 below. The data from these stations are then
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collected in data analysis centers where the satellite positions etc. are calculated.
These files supply the user with satellite positions that have an update rate of five
or 15 minutes depending on the supplier, thus interpolating the positions between
these points are required. The other method for obtaining the satellite positions is
to use a navigation message that the satellites transmit. This navigation message
contains orbital parameters that is used in order to calculate the satellite orbits.
Since the orbits are calculated as a function of time there is no need to interpolate
the positions. There are benefits and drawbacks depending on which method that
is used for determining the satellite positions.

Figure 4.3: IGS tracking stations for all GNSS across the world. The green dots
represent healthy stations that have collected data within the last ten days, the
orange squares healthy stations that have collected data within the last month and
the red triangles represent the faulty stations in the network. Source: International

GNSS Service (IGS) [33]

4.4.1 International GNSS Service (IGS)

The international GNSS service (IGS) is an organization that has provided GNSS
data products (precise orbits, earth rotation, etc) since 1994. The IGS have analysis
and data centers that continuously collect data from the different GNSS and can be
used as a tool when high precision and accuracy is needed for a GNSS application.

IGS supplies among other things sp3-files that are files containing information about
the satellite orbits. The information about the respective orbit of each satellite is
usually obtained by the transmission of a navigation message that is broadcasted
from each satellite. However, the precision of the orbits from the navigation message
(=100 cm) is not as precise as the orbital information from the sp3-files from the
IGS, see table 4.1. The precise orbits of satellites are processed and calculated by
combining collected ephemeris data from over 300 ground based GNSS stations.
These 300 stations transmit their collected data to special analysis centers where
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Table 4.1: IGS orbital products. Source: IGS [34]

Type Accuracy | Latency | Updates[UTC in h]
Broadcast ~ 100 cm real time -
Ultra-Rapid(predicted half) ~ 5 cm real time | 03:00,09:00,15:00,21:00
Ultra-Rapid(observed half) ~ 3 cm 3-9 hours | 03:00,09:00,15:00,21:00
Rapid ~ 2.5 cm | 17-41 hours 17:00 daily
Final ~ 2.5 cm | 12-18 days every Thursday

further calculations and processing are being done in order for IGS to supply the
best possible precision for the satellite orbits and store them in the sp3 format.

In table 4.1 below the different types of sp3 data is displayed. When higher precision
is needed the latency of the file will increase since more processing is necessary.
The selection of sp3 type depends on if the designed system requires good real time
applications with less precision or vice versa. The final version of the data is available
for all GNSS while ultra-rapid and rapid is only available for the GPS. An error of
~ 1 cm has to be considered when using products from the IGS, this is because of
orbit and clock errors that will affect the final product irrespective of type.

For measurements for this specific application it is desirable to have the sp3 data
available as fast as possible since this will result in less time for the final SAR-image
to be processed, thus, leading to less information delay for the system. In order to
achieve this, sp3-files with the type ultra-rapid is recommended to use. These files
consist of observed values and predicted values that are combined in order to create
a file with satellite positions for 48 hours. These are obtained in real time with the
drawback of being less accurate than final orbits.

4.4.2 GeoBM GmbH

Besides IGS there are several different suppliers of orbital products. For example
the German Research Centre for Geosciences, GFZ which provide the same type of
products. Multi GNSS products of orbit and clock corrections are available for ultra
rapid solutions [35]. The GFZ no longer process ultra rapid solution for satellites,
but a spin-off from GFZ called GeoBM GmbH has been created, which can supply
ultra rapid solutions that are used in its place [36].

4.4.3 Broadcasted navigation message

Since the TDCP method is fundamentally built on calculations that are relative for-
mer position and is not reliant on absolute positions, it can be a viable option to use
the broadcasted navigation message from each satellite that includes among other
things Kepler elements. These orbital elements can be combined in order to make
an expression for a specific orbit which in turn can be used to determine satellite
orbits with a precision of ~1 m. Since TDCP is being used, the accuracy of the
position of the receiver can still be high since the method uses relative positioning.
The benefit of using the navigation message instead of sp3-files is that the need of
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relying on an external supplier of files can be eliminated and the system becomes
more independent. Another possible benefit from the navigation message is that the
periodic tendency that the sp3-files can contain when TDCP is being used, might
be reduced, this behaviour is further explained later.

The Kepler elements that are transmitted from the satellites in the navigation mes-
sages can be seen in table 4.2 below. These are in turn divided into more detailed
orbital elements along with additional information about the satellites according to
table 4.3.

Table 4.2: Kepler elements inside navigation message. Note that the symbols are
different from the ones in table 4.3

Kepler elements Notation
Epoch
Orbital inclination
Right Ascension of Ascending Node
Argument of Perigee
Eccentricity
Mean Motion
Mean Anomaly

ZOZCDE{:)»—-#

Table 4.3: Derived orbital elements inside navigation message. Note that the
symbols are different from the ones in table 4.2

Orbital elements Notation
Sine term, radius Chs
Cosine term, radius Che
Sine term, arg. of latitude Clus
Cosine term, arg. of latitude Clue

Sine term, inclination C;
Cosine term, inclination Cic
Q

w

LoAN at weekly epoch!
Argument of perigee

Rate of right ascension Qo
Mean motion difference An
Mean anomaly at reference time My
Square root of semimajor axis VA
Time of ephemeris Leph
Inclination at reference time 1o
Rate of inclination angle i
GPS week GPS eek

'LoAN = Longitude of ascending node
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These elements are used in order to determine the position and velocities of the
GPS satellites according to equation (4.1) - equation (4.12) below with the constants
displayed in table 4.4 below.

Table 4.4: Constants used for calculating satellite position

Constant Value Unit
3
i 3.9860050+14 | | o
S
Q. 7.29211551467e-5 | ]

A VA

o /5 m]

)

dt le-4 [s]
toff -0.075 [S]
n ny + An [m]
Time of ephemeris since start of GPS time 1980-01-06.
Lephorar: = Leph + 7+ 86400 - GPSyeck, (4.1)

To get the mean anomaly at the time when the satellite positions are calculated
equation (4.2) below is used, where t = t;.q4nsmit + At is the satellite transmit time
for each satellite with reference to the used epoch and t;.qnsmit, At are the time of
transmit and sampling rate.

tkso =t — tephsta'rt + toff (4.2)

The mean anomaly a small time step later will be calculated according to equation
4.3 below and is used to derive the velocities of the satellites.

tks = t - tephstart + tOff + dt (43)
where the mean anomaly is derived as equation (4.4) below.
Mk = MO +n- Ifks (44)

In order to calculate the eccentric anomaly from the mean anomaly equation (4.5)
is used.

where E = Mj, - sin(M},) This is used to derive the true anomaly vy, with equation
(4.6) below. This in turn can be used to calculate the argument of latitude for the
satellites according to equation (4.7).

V1—e?. szn(Ek)> (4.6)

v, = arctan
g < cos(Fy) — e
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(I)k =V +w (47)

Since the earth is not precisely spherical but more of an ellipsoid the gravitational
pull that affects the satellites will be slightly different depending on the satellite
positions. To account for this duy, dry, and di, have to be corrected with second
harmonic perturbations according to equation (4.8) and equation (4.9) below.

duy = Cys - stn(2Py) + Cye - cos(2Dy,)
dry = Chrs - sin(2®y) + Cpe - cos(2Py,) (4.8)
diy, = Cis - sin(2®y) + Ci. - cos(2Py,)

U = (I)k + duk
r, = A(1 — e cos(Ey)) + dry, (4.9)
ik = o + dig, + 7 - g

Where, uy, is the corrected argument of latitude, r; is the corrected radius and 7y, is

the corrected inclination. These are in turn used to calculate the satellite positions
in orbit with equation (4.10) below.

xy, =1k - cos(uy,)

4.10
Y = T - sin(ug) ( )

To calculate the satellite positions in the correct reference frame the positions are
derived with reference to the inertial coordinate system (WGS-84) according to
equation (4.11) below.

xy, = ), - cos(Qx) — yp. - cos(ix) - sin(Qy)
Yk = xy, - sin(Q) + Yy, - cos(ix) - cos(Qy,) (4.11)

2k =1, - sin(iy)

Where Q, = Qg + Qe ctps — Qe “tpp — Qe - tepn Tepresents a frame rotation at the
time #;. This resolves in three dimensional satellite positions as [zy yi 2| above
and satellite velocities according to equation (4.12) below.

[Uz 2, Uz] _ [l’k Yk Zk]t,moa; [-Tk Yk Zk]tks (4'12>

4.4.4 Elevation angle from navigation message

The broadcasted information from the satellites contains information that can be
turned into the elevation angle for each satellite. This is done in equation (4.13)
to equation (4.17) below. Firstly the derived satellite coordinates have to be three
dimensionally rotated in order for the elevation angle to be referenced as 0° at the
horizon and 90° in zenith. This is done according to equation (4.13)-(4.16) below.
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TOtz—axis = {(ZL’]@ - xrec) * ZLrot (yk - y’r‘ec) * ZYrot (zk - zrec) : erot} (413)

Which is the local coordinates z-rotated in order to derive the elevation angle. Where
the rotation matrix is:

2T ot cos(¢,) sin(¢,) 0
2Yrot | = |—sin(p,) cos(¢,) 0O (4.14)
2Zrot 0 0 1

and:

TOtm—am's = [TOtz—aris[l] * Trot TOtz—a:m's [2] * TYrot TOtz—axis [3] : xzrot} (415>

Which is the local coordinates x-rotated in order to derive the elevation angle to-
gether with rot,_,.;s. The [x] denotes that element x in an array is acquired.

with the rotation matrix:

TLrot 1 0 0

TYrot | = |0 cos(¢r)  sin(¢,) (4.16)
T Zrot 0 _Szn((bl”) COS(¢$)

and the angles (¢) being ¢, = g —zr and ¢, = xp + g

After the x and z (east, north) coordinates for the satellites are rotated to the correct

local coordinates, the elevation angle is calculated by taking the angle of equation
(4.17).

€ = (10l —apis[1])2 + (1Ot —agis [2])? + i - 70t a0is[3] (4.17)

where ¢ represents an imaginary number.

4.5 Reference frames

Another important factor that can influence the performance of a system built upon
GNSS technique is the use of reference frames. For objects that are placed on
earth its common to use the terrestrial reference frame (TRF) which basically is the
reference frame as viewed from earth, with earth’s center being the origin (ECEF)
of the reference coordinate system. For objects that are located outside earth the
celestial reference frame (CRF) is more commonly used. Unlike TRF the CRF is
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dependent on a fixed reference point in space instead of earth’s center, a common
approach to get this is to use quasars, which are light sources so far away in space
that they appear to be static. When handling objects both in space and on earth
it is necessary to combine and recalculate the objects reference frames in order to
accurately pin point their location. If the wrong reference frame is used, the position
of the satellites and/or the receiver will be affected and thus, result in a method
that has a decreased ability to estimate a position [37, 38].
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Positioning using GNSS

Since SAR applications need great positional accuracy there is a need for methods
that can provide this while not being cumbersome to work with. There are different
ways of getting a position using GNSS.

5.1 Real time kinematic (RTK)

A good way of calculating exact positions of a receiver is by using real time kinematic
(RTK). RTK works by placing a base station at a known location. This location has
to be stationary with constant position while the RTK position is being measured.
A rover or a movable receiver is then placed on the target of interest. When the base
and the rover both see the same satellites the signals can be combined to reduce
possible error sources such as atmospheric delay. The downside of this method
for positioning is the need of the base station [39]. Without the base station the
rover is affected by the error sources without any real mitigation of these. There
are models that can reduce the errors but these models will not be as good as the
RTK solution. Depending on factors such as atmospheric conditions, the maximum
distance between the rover and base for the method to remain effective will be
dynamic. If they are too far away from each other, this will affect the accuracy of
the method.

5.2 Precise point positioning (PPP)

Precise point positioning (PPP) and kinematic precise point positioning (KPPP) are
methods for obtaining static and moving positions of a receiver using GNSS. The
PPP method derives the receiver position by comparing observed (phase + code) and
calculated (orbits + models') values, where the orbits are obtained with sp3-files.
The method relies on estimations of the position via iterations in a Kalman-filter
for the observed and calculated values.?. For conventional PPP to be precise it is of
advantage to capture data during a long period of time since the method is requiring
a Kalman-filter, which has a long convergence time in order to estimate the position

Models for relativistic effects, tropospheric, ionospheric impact etc.
2In some cases the Kalman-filter is substituted with a more simple least-square-filter

37



5. Positioning using GNSS

accurately. This processing time increases when KPPP is used, so the convergence
time limits the real time application of the method [40, 41].

5.3 Time differenced carrier phase (TDCP)

Accurate estimations of the velocity of a GNSS receiver can be useful in several dif-
ferent applications, especially for the case with a SAR mounted on a helicopter since
the precision of the flight path is an important parameter for the performance of the
SAR processing. The flight path can be derived from the velocity estimation of the
receiver on board the helicopter. The reason why an accurate flight path is necessary
is because this directly correlates with the image quality of the resulting computed
SAR image, an imprecise flight path will subsequently lead to an unfocused image
with less information as explained in chapter 2 "Synthetic aperture radar' (SAR).

A common way of estimating the velocity is to use what is called the Doppler
measurement from the observed variables D1 and D2, which is the Doppler frequency
observable on the different carriers L1 and L2. From this Doppler shift between the
receiver and satellite, the measurement has an accuracy of about cm/s level. The
Doppler shift on i.e L1 is derived from the change in phase between two consecutive
epochs on the signal but is limited in its use due to the influence of the phase
ambiguity parameter, compared to TDCP. However, there are other methods that
theoretically can result in higher precision of the velocity estimation that are on the
sub cm/s level.

Earth’s center

Figure 5.1: TDCP basic geometry. The image represents the method in two
different time epochs t; and one epoch before ¢;_;. Where the subscripts S and U
represents satellite and user (receiver). Source: Modified from [42]

Time differenced carrier phase (TDCP) is one of the techniques used in order to
make a velocity estimation with higher precision. This is possible by differencing
the received carrier phases from i.e L1 at small sampling intervals from the same
satellite. The differences between the measured phases will be used in order to derive
the change in range between receiver and satellite between two epochs and later it
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will be derived into the user velocity [42]. In figure 5.1 the most basic principle of
TDCP with just one satellite is displayed.

With the estimated user velocity it is then possible to predict the position of the
receiver if both the direction and velocity change is available and known. In equation
(5.1) below the TDCP at two different time epochs is displayed.

AL = [L(t;) — L(tj—1)] = Ad + c(Atg — Atg) + Adepr, + AZ — AI + AB + v
(5.1)

Where AL the observed change in carrier phase, Ad the change in range between
the receiver-satellite for two time epochs, the Atz and Atg terms are the clock
correction terms for receiver and satellite. The Ad,y, AI ,AZ are the ephemeris,
ionospheric and tropospheric errors. And Av is the noise term from multipath and
internal noise of the receiver. The A before the terms corresponds to the terms being
differenced in time. When differencing at high enough sampling intervals the carrier
phase bias between two epochs will barely change and is therefore not included as
long as there is not a cycle slip in the receiver.

When solving for the receiver velocity estimation each carrier phase measurement
has to be corrected for error sources before any further calculations can be done.
Fortunately when differencing some error sources can be mitigated with ease. The
ionospheric and tropospheric impact is negligible with the use of models and the
fact that the atmospheric properties will not change with any noticeable magnitude
during the brief window between measurements, however, when measurements are
taken over a large quantity of epochs, this becomes a problem in the form of drift over
time. By using sp3-files (or navigation message from satellites) it is also possible to
eliminate the ephemeris error and satellites clock error to a level where the remaining
error after correction is around £5 cm, see table 4.1. After these corrections the
formula for TDCP at two different time epochs can be simplified to equation (5.2)
below.

Where v is the term for the noise with additional residual errors from the ionosphere,
troposphere, clock and orbit. The Ad is the term that will be used in order to derive
the receiver velocity estimation. From figure 5.1 Ad can be expressed as in equation
(5.3) below.

Ad =d(t;) —d(t;—1) (5.3)

The range from the user to the satellite at the different time epochs can be expressed
as

d(t;) = e(t;) - [Rs(t;) — Ru(t;)] (5.4)
d(tj-1) = e(tj—1) - [Rs(tj—1) — Ru(tj-1)] (5.5)

with the subscripts s and u represents satellite and user and where e is a line of
sight (LOS) unit vector. The LOS unit vector is defined as the difference in position
between a satellite and the user in one dimension divided by the magnitude of the
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total position difference as in equation (5.6) below.

Ts — Ty
Cp =
\/(zs - $u>2 + (ys - yu>2 + (Zs - Zu)2
e, — Ys — Yu (5 6)
y .
V(@ =) + (s —yu)? + (2 — 22
e, = Zs — Zy

V@ = 222+ (s — 9)? + (2 — 2)?

Where zg, ys and z, are elements in Ry and x,, y, and z, are elements in R, [43].

The change in range between two epochs can further be derived as in equation
(5.7) as a consequence of that the receiver position can be expressed as R,(t;) =
Ry(tj-1) + AR,

Ad = [[e(t;) - Rs(t;)] — [e(tj—1) - Rs(tj-1)]]—

1) - Rultyor)] — [elts) - Bulty)] + elts) - AR, o0
And this can be further simplified as in equation (5.8) below
Ad=AD — Ag — [e(tj) - AR, (5.8)
where
Ag = [e(ts) - Rulti1)] — [e(ti 1) - Rulty-1) (5.9)
and
AD = le(t;) - Ry(t;)] — [e(tj-1) - Rs(tj-1)] (5.10)

The Ag term accounts for the satellite-receiver geometry change caused by the
fact that the LOS-vector changes orientation and the AD term corresponds to the
change in range and is proportional to the Doppler frequency shift relative the
motion of the satellite-user. Subsequently the formula for TDCP with corrections
and compensation for the AD and Ag terms will be according to equation 5.11
below :

ALcoprected = AL — AD + Ag = —[e(t;) - AR,| + cAtg + Av (5.11)

This has to be solved for every satellite available for the receiver and the final value
of AR, and cAtg can be computed by using a weighted least square solution where
the least square estimation is weighted dependent on the elevation of the satellites.
The weighted least square solution can be seen below in equation 5.12 [42].

z=H"-W-H)™-H"-W.y (5.12)
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Where H is a matrix containing the LOS unit vectors in each dimension and for
each satellite n for each epoch, filled with ones to enable clock error estimation.

)1 e(t)i 1
e(t;)s el(t;)s e(t;)s 1

et)E et elty): 1

y contains the corrected TDCP measurements ALy recteq for each satellite n such
as

A-LCO'I"r‘czciEezi,l

ALcorrected,Q
y= :

ALcorrected,n

The weight matrix W is a diagonal matrix containing elements corresponding to the
squared sine of the satellite elevation angle ¢,.

sin?(ep) 0 . 0
— 0 sin%(ez) - 0
0 0 ... sin®(e,)

The weight matrix ensures that the received signals from satellites affected with
multipath etc matter less when estimating the position. This is done by checking
the elevation angle of each satellite seen by the receiver. If the elevation angle is very
low, the weight of this measurement will be small compared to those measurements
from satellites of higher elevation.

The result will be in vector form, and contains four solutions in a column vector.
The vector displays the receiver position Rp in terms of x, y, z position and time
erTor.

Rp = (AR, ARY, AR, Atg)

Since the vector z should contain four solutions, at least four equations have to be
solved for each epoch. One satellite measurement can provide one solution for each
equation, which means that at least four satellites are needed to get a three dimen-
sional solution of position and time. Also, since TDCP uses differencing between
epochs, these four satellite measurements have to be available during epoch ¢;_; as
well as the next epoch ¢;. It is therefore necessary that as many satellites as possible
are visible and transmit their data for the TDCP algorithm to work as intended.

After this has been solved the average user velocity can be calculated according to
equation (5.13) below.
AR,
W) = =
t—t;

(5.13)
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where the vector AR, is a version of z that contains the position of the user as
below.

AR, = (AR, , ARY AR?)
A flowchart of the main process for TDCP is displayed in figure 5.2 below.

The ionospheric and tropospheric models can be neglected when using TDCP since
differencing is done between consecutive epochs. The time of data collecting during
a SAR run is also small enough for the ionosphere and troposphere to not change
drastically in their characteristic, which further makes neglecting the models viable.

Satellite
RINEX e
position
Carrier-phase atjat t;; and t; .
I\ Receiver
position
4 Y
/\= Clock corrections
L
/'\ Relativistic effects
7
/'\ Tropospheric model
"
ill‘ lonospheric model
Corrected carrier-phase
att,, and t; v
Weighted
least squares |+ - -
. . Satellite coordinates
Receiver coordinates at t , and t; i
i1 i estimator att,, andt,
Receiver
velocity
Integrate
velocity

New position

Figure 5.2: TDCP flow chart. Source: Modified from [42]

5.4 Referenced TDCP

There are other ways to calculate a relative position using time differenced carrier
phase measurements than the one previously mentioned, where the velocity and
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position is based on the relative change between two consecutive epochs. It is also
possible to include a reference measurement to compare the new position to, instead
of getting the relative change in carrier phase measurements as in equation (5.3) the
change in position relative to a reference epoch will instead be as in equation (5.14).

Ad = d(tj) - d(tref) (514)

The reference epoch ¢,y is chosen by the user at an epoch where the receiver position
is known, preferably the first epoch where the position can be acquired with a code
solution. If the position of the reference epoch is very well known, the resulting
errors on subsequent epochs will be very small [43]. The referenced TDCP method
has the potential to mitigate the position drift that is present in regular TDCP, but
with the drawback of being more sensitive to start position errors. When a cycle slip
appears for referenced TDCP it is also necessary to change the reference epoch to an
epoch after the cycle slip appeared. This sub method of TDCP could be applied for
SAR position estimation, but would need evaluation of how an error in the starting
position would affect the performance.

5.5 Error sources and mitigation for TDCP

One major problem when using TDCP is the potential disruption which can be
caused by cycle slips. This subsequently affects the phase ambiguity of the carrier,
and causes a brief disconnection between the receiver and the satellite. Depending
on the length of this cycle slip and the sampling frequency it affects the precision
differently. If e.g L1 is used which has a wavelength of around 19 cm and the error
is 5 cycles at a sampling interval of 1s the resulting error in precision of the velocity
estimation will be around 100 cm/s.

In order to mitigate the problem with cycle slips it is necessary to implement different
algorithms which have the capacity to detect and repair the slip. The complexity of
such an algorithm increases when the receiver and signal experience more ionospheric
impact or when the system is connected to satellites with low elevation angles. There
are generally two types of algorithms that can eliminate the cycle slip effects. One
type of algorithm that focuses solely on carrier phase measurement and one type
that combines both carrier phase and code measurements. The difference is that
the method with both carrier phase and code measurements eliminates geometric
effects as well as dispersive effects e.g from the ionosphere but the first mentioned
algorithm only eliminates geometric effects. There are different applications for each
algorithm, since the first mentioned algorithm provides a very accurate test signal
with low influence from multipath but gets more influenced by ionosphere and vice
versa for the other algorithm [44].

5.5.1 Cycle slip detection

Depending on what signals that are available in the raw RINEX data, different
cycle slip detection algorithms can be implemented. These cycle slip algorithms
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are implemented on the raw RINEX data which makes it possible to discard certain

satellites that might give erroneous measurements, even before the least square filter
in the TDCP method.

One way of finding cycle slips is by comparing the difference between code and phase
measurements over two consecutive. If the change in phase over two epochs is much
different compared to the change in pseudorange from the code measurements there
might have appeared a cycle slip in the raw data. By creating differenced code AC
and differenced phase AL measurements over two epochs as below, these can be
compared. If the two differences are larger than a certain threshold T, it indicates
a cycle slip according to equation (5.15).

AL-AC>T (5.15)
where

AC = C(t]) - C(t]‘_1>

AL = L(t;) — L(tj—1)
Where the carrier phase measurements L are comprised of the observed carrier
phases L,,s multiplied by their corresponding wavelength A\, as such L = LysAr.

An illustration of the AC and AL terms as well as a cycle slip can be seen in figure
5.3.

Ly
B Phase (L)
Code (C)

Carrier phase

AC L

tj_»]

Time

Figure 5.3: Code and phase differences AC and AL on data with a large cycle slip

There are also other ways of finding cycle slips. When having access to both L1
and L2 it is possible to also detect cycle slips in a similar way to using code and
phase as above. The carrier phase measurements have a much higher resilience
against multipath compared to the code observations and can thus be used together
for higher chances to find cycle slips. Similarly to the code and phase detection, a
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difference in the carrier phases are created as below.

ALy = La(t;) = La(tj-1)
ALy = La(t;) — La(tj-1)

With these differences the threshold for cycle slips can be established as
’ALl - ALQ| > f * Ocomb (516)

where f is an integer confidence factor that decides how tight a slip has to be before
it is caught and .., is a combination of wavelengths and thermal noise of the

carrier phases.
Ocomb = \/5 Y )\%1 + )\%2 * OL1,cycle (517)

where 011 cycte = Or2,cycle 18 the standard deviation of thermal noise of the carrier
phase signals. The standard deviation of around 1 mm is assumed to be the same
for L1 and L2 [45].

These two cycle slip detectors are combined to ensure that most of the cycle slips are
found. Since, using these methods, the cycle slips are found in the raw RINEX data
it is possible to remove the satellites responsible for the cycle slips before calculating
the delta positions in the least squares solution in the TDCP method. This gives a
great robustness against erroneous measurements in the final velocity.

5.5.2 QOutlier detection

Another appearing problem when using the method is due to the presence of irregular
outliers in the raw RINEX observation data. An outlier is a measurement that is
incorrect, with a value that is unreasonable compared to similar data. Outliers will
effect the precision of the method. These outliers can be removed with an outlier
detection filter [46].

An example of this behavior can be seen in figure 5.4 below. In the top figure
the velocity of the receiver is shown. It is clear that the majority of the velocity
measurements are around 0 m/s. There is a simple filter in place that removes all
velocities over a certain threshold 7" = |v| > 0.03 m/s. This very simple filter is
possible to use since it is known that the receiver is stationary. The bottom image
contains the position in x and y calculated by integrating over the velocities. When
the outliers are present there are sometimes in the order of +1 m/s. This makes the
TDCP algorithm think that the receiver has moved this distance over that epoch
and this will create shifts in positions which are recognizable in the blue points.
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Figure 5.4: Outliers in measured velocity for stationary receiver. The blue points
are positions when integrating over the velocities with the outliers, and the orange
points are positions calculated when the outliers in the velocities are removed. The
outliers that are removed are highlighted with red circles.

In the case of SAR processing, the synthetic aperture will be formed by flying in
a relatively straight line over a time period. This means that the velocity of the
receiver should be relatively constant. One way to find possible outliers in this case
is by using a so called exponential weighted moving average (EWMA) filter. The
EWMA is a version of the regular moving average (MA) filter. A regular MA filter
uses a specified number of data points, called window, and calculates the mean of
these. This can be done over all points and thus, the mean will move with the the
data points. This filter can be described simply with a sum as in equation (5.18).

]]{': | S (5.18)

where k is the number of data points that are viewed (window size) and n is the
index for determining which epoch the filter is applied to [47].

The more advanced version of the MA is the weighted moving average (WMA) filter.
The common approach for constructing such a filter is to put more weight on data
points surrounding the examined point, and less weight on points that are further
back in the data set. The decay of the weight on older data points can be applied
in multiple ways. The exponential moving average (EWMA) filter decreases the
weight of each point exponentially. This filter is especially valuable if the outliers
are sparse and appear infrequently. The exponential decay rate for the EWMA is
chosen via trial and error for this particular application[48].

An illustration of how the filter looks like on velocity data can be seen in figure
5.5. In the figure the large dots represent data points that the filter recognizes as
outliers and the dotted lines represent the error bounds for the outliers that decay
exponentially.
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EWMA filter on moving data
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Performance of TDCP

This section will include all testing and results for the TDCP method. The tests
are done to see how well the TDCP method copes with cycle slips, outliers and
positional drift. The TDCP method will also be compared to highly accurate RTK
solutions to evaluate the positional drift over time. Positional drift with different
offsets in starting position will also be examined to see how robust the TDCP method
is against errors in starting position. The tests are divided into two different parts,
self designed tests, and tests done with collected data from preflown CARABAS-3
flights.

6.1 TDCP and outliers

In order to evaluate the TDCP method some initial tests are designed. These tests
are designed in such a way that the expected positional drift over time of the receiver
will be clear. The tests are also a way of evaluating how much of an impact the
cycle slips have on the final results for velocity and position. The receivers used
for the testing are a pair of Ublox c099-f9p where one receiver configured as rover
and one as base. Connected to each receiver is a simple Tallysman Wireless 33-
2412-07 antenna which only supports the L1 signal on GPS. These receivers are
connected to a computer with the software program U-center that manages and
stores the observed data from the receiver. The observed data is converted into the
right format using the program RTKLIB. The receivers are also tested with a Ublox
ANN-MB-00-00 antenna, which supports more GNSS and has a higher bandwidth
that enables receiving more GPS signals

One test is constructed to see how much impact cycle slips and velocity outliers
have on the final position. This test is done by placing one receiver with antenna
on a still and level surface for a couple of minutes. The expected result is that the
velocity in all directions east, north and up (ENU) should be close to zero since the
receiver is not moving. Corrections in the form of relativistic corrections and clock
corrections are applied to the signals when using the TDCP method, no form of
cycle slip detection on raw data is used.

In figure 6.1 three plots from the test can be seen. The top left plot shows the
velocities that are created from the TDCP method. As mentioned, the velocities
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should be close to zero during the duration of the test. It is clear however that
there are times where the velocities in some direction seems to jump’ up or down
for one measurement and then return to the expected positions. These outliers are
most likely due cycle slips directly from the receiver. The outliers can also be due
to other effects upon the reception of the satellite signals such as multipath or other
delays. These velocities are then turned in to positions by integration and are seen
in blue in the bottom image of figure 6.1. When a velocity outlier occurs there is a
large change in position.

To reduce the effects of the outliers the very obvious outliers can be removed. In
this test the outliers are removed by deleting any measurements that are clearly
too high in velocity, this leaves the measurement points around zero velocity. The
outliers that are removed can be seen in to top right plot of figure 6.1. The red rings
indicate where outliers have been removed, the rest of the data points are kept the
same as before. When creating a position from these velocities there is a significant
improvement in positional change and drift. The position created from the velocities
with outliers removed can be seen in orange in the bottom plot of the figure. The
positions are much more centered around the center point which is to be expected.
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Figure 6.1: Impact of cycle slips on measurement data: Velocities on still/sta-
tionary receiver. Top left: Velocities in ENU on still receiver, shows many cycle
slips. Top right: Velocities in ENU on still receiver with obvious outliers removed.
Bottom center: Positional (EN) difference from velocities with outliers (blue) and
with outliers removed (orange).
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This amount of outliers in the data is not a normal occurance for the tests. The
receiver with the Tallysman antenna is in this case largely affected by multipath
which creates many of the outliers. This is most likely due to the receiver being
placed close to other devices such as a computer which might block some of the
signals and reflect others. An ideal placement for the equipment in this test is
to use a longer wire and place the antenna further away from the computer and
receiver. the antenna should also be elevated. This reduces the risk for multipath
and blockage.

6.2 TDCP and positional drift

It is of importance to see how much the method is affected by cycle slips, different
velocities and outliers. A test is conducted by moving a GNSS receiver on a board
over a straight line, for about a minute of data collecting. An illustration of the test
can be seen in figure 6.2.

P~
N

L

—

Figure 6.2: Test setup, receiver placed on board. Moved along a straight line

A receiver is placed at a stationary position on top of a board, the board is then
moved along a straight track. The track is marked with start and stop points. When
the board comes to one of these points the board with the receiver is moved in the
opposite direction, this is done multiple times during two minutes. The accuracy of
the start/stop is estimated to be within + 1 cm for east and north directions due to
human error when changing directions of the board movement. The vertical error
is assumed to be much smaller since the receiver is moved along a relatively flat
surface. This test should show if there is a clear positional drift from the TDCP
method if the change in position after returning to the start position is more than
the estimated error of £ 1 cm.

In figure 6.3 the positional results in east versus north (EN) positions can be seen.
The plot indicates that the receiver was moved in a straight line with the data points
around the start and stop points tightly clustered. This shows that the positional
drift for the rather low velocity of the board during two minutes is not very large, in
the order of centimeter level. Instead of looking at the position in east versus north
it more clear to see how the position in ENU changes with respect to time. This is
seen in figure 6.4.
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Figure 6.3: Position result (EN) of straight line test, The plot shows the receiver
moving towards the end of the track and then returning to the starting position.
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Figure 6.4: 3D Receiver position as a function of time for straight line test.

In figure 6.4 the 3D positional error after returning to the start position is about
110 mm. This shows that the positional drift is close to the goal of a drift less than
100 mm after 60 seconds even for a relatively basic receiver with a preliminary set
up using a board to move the receiver.
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6.3 TDCP method using different sp3-files

As mentioned previously the satellite positions in orbit are a key part of getting a
reliable solution. When calculating the positions of satellites using their respective
navigation messages the position is based on equations that are an estimation of
the actual position. These equations do not impose much periodical behaviour in
the satellite orbits. When using the orbital solutions from sp3-files with the TDCP
method a clear periodic tendency is visible in the orbits, with a periodic equal to the
satellite position update rate appears in the sp3-file. This rate is usually five or 15
minutes. This in turn affects the velocity of the receiver with a similar behaviour.
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Figure 6.5: TDCP velocity in ENU for stationary receiver during one hour using
navigation message (top left), using an sp3-file with five minute update rate (top

right) and using an sp3-file with 15 minute update rate (bottom center).

By using a still receiver over multiple periods this behaviour is very clear. The
plots in figure 6.5 show the differences in receiver velocity in ENU when using the
same processing with the same RINEX data but with different ways of getting the
satellite positions. The top left plot shows the velocities in ENU for the still receiver
using the navigation message during 1 hour. The velocities are close to 0 m/s in all
cardinal directions which is to be expected. The top right plot shows the velocity
for the same receiver when using an sp3-file with a five minute update rate. When
the velocity is plotted for close to an hour the periodic tendencies in velocity is
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quite clear. The bottom center plot contains the velocities of the same receiver but
when using sp3-files with an update rate of 15 minutes. Here the periodic tendencies
completely change the velocities in all directions by such a large amount that it is
not reasonable to use these types of files.

To further show the differences between the satellite positions from using the naviga-
tion message and different sp3-files the difference between satellite orbits are shown
in figure 6.6. The left part of the figure, a sp3-file (from gbm) with five minute
update rate is plotted against the position from the navigation message. And in the
right part of the figure the difference between a sp3-file with 15 minute update rate
(from igu) and the navigation message is displayed. Both are displayed for a time
period of one slightly over one hour. The same conclusions are made with these
plots. The sp3-file with a 15 minute update rate is not applicable for this method
since the change in position between each peak is of too large magnitude. For short
SAR runs the five minute files can be used since even if there is a periodic tendency,
the change in position between the peaks are relatively low, in the order of decimeter
level.
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Figure 6.6: Difference in satellite positions over one hour between navigation
message and sp3-files. Left: five minute sp3-file (gbm) compared to navigation
message. Right: 15 minute sp3-file (igu) compared to navigation message

This behaviour is very similar to that of Runge’s phenomenon. The phenomenon
is an oscillation that can appears when using high order polynomial interpolation
for points spaced at roughly equal distance, such as the case with satellite orbits.
This should however not be the case since cubic spline interpolation is used to
interpolate the satellite positions and cubic spline interpolation is inherently robust
against Runge’s phenomenon [49].

6.4 TDCP versus RTK
Lastly, for the tests done with the helicopter two Antcom 53G1215A-XT1 GNSS

antennas are used with the GNSS receiver Javad Delta Duo G2D-4. The data
from these measurements are already processed into RINEX format so processing in
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RTKLIB is unnecessary, except for checking the skyplot of the satellites to get the
DOP values.

The method used for obtaining a position of a GNSS receiver for a CARABAS-3
flight today is by using RTK. In order to evaluate the performance of TDCP, the
positions from TDCP can be compared to the positions from the RTK solutions.
The CARABAS-3 flights commonly consist of a longer flight with multiple straight
flight lines, referred to as "SAR runs'. The purpose of these runs is to fly in a straight
line in some direction at a constant velocity for between 30 and 100 seconds. The
straight lines are seen as the aperture of the SAR. The processing time for SAR is
reduced when the receiver position is very close to the true aperture. It is therefore
important to have a very good position.

An example of how these SAR runs looks like can be seen in figure 6.7. The flight
path is the RTK solution of the real flight path and should therefore be close to the
real flight path. Highlighted in blue are the straight line SAR runs with relatively
constant velocity.
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Figure 6.7: Part of CARABAS-3 flight with RTK solution in RED and straight
SAR runs highlighted in blue.

Since TDCP needs two epochs of approximate starting position to get started, when
comparing TDCP with the RTK solutions these starting positions are taken directly
from the RTK solution. The impact of incorrect starting positions will be investi-
gated further later on. The receiver sampling frequency is set to 10 Hz in all tests
where CARABAS-3 data is used. The velocity from the TDCP solution for an ex-
ample SAR run can be seen in figure 6.8. The figure also contains the error bounds
and detected outliers from the EWMA filter. As expected the velocity remains rel-
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atively constant without very large fluctuations in the data set, which is ideal for
the EWMA filter.

EWMA filter on moving data
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Figure 6.8: Velocity for SAR run with added EWMA outlier detection for east
(green), north (blue) and up (red).

6.5 Analysis of SAR runs

In this section the results from four different CARABAS flights containing multi-
ple SAR-runs in each flight will be analyzed. For context these runs are named
FWD0929a, FWD0929b, FWD1002¢c and FWDO0611a. The first three files are
recorded in 2016 and the FWDO0611a is recorded in 2014. The main reason for
analyzing the runs is to see how much positional drift the TDCP method has com-
pared to the RTK solutions. The data from the SAR runs can be split up in to
smaller pieces with set starting positions and run time. By splitting the long runs
in to smaller runs the statistics of the positional drift in all directions may be evalu-
ated. Because the runs are split the number of data sets increase by a large amount
and the statistical data will be more substantial. For example, a regular SAR run
that is 100 seconds long can be split in to 100 different runs that are 1 second long
this increases the number of data points by a factor 100. A visualization of this is
seen in figure 6.9. The total number of runs that is processed for the final plots can
be seen in appendix A.
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Figure 6.9: One SAR run (90 s) is split in to multiple shorter runs.

To visualize the amount of positional drift from TDCP compared to RTK the drift
is measured every 2 seconds starting from 1 second and ending at 81 seconds. This
means that every other second there is an amount of data points that will have
somewhat different drifts depending on how good the SAR run being evaluated
is. From these data points the median together with the 5th, 25th, 75th and 95th
percentiles are extracted and plotted. Since the satellite positions from the 15 minute
sp3-files are so bad, these files are not included in the plotting of drifts. The drift
with percentiles can be seen in figures 6.10 - 6.12 where the left plots are the drift
using navigation message for satellite positions and the right plots are created using
sp3-files with 5 minute update rate.

The plots show that the median drift in all directions (east north and up) is below
100 mm after 60 seconds. For the drift in east direction in figure 6.10 the 75th
percentile drift equates to around 150 mm while the 95th percentile equates to
around 240 mm after 60 seconds. This change in drift for the higher percentiles is
even more prominent in the north direction in figure 6.11 where the higher percentiles
have a much larger amount of drift. The 75th percentile in north drifts around 250
mm and the 95th percentile around 450 mm after 60 seconds.

The positional drift in the up direction is expected to be larger than the others due
to satellite geometry. From the figures below it is possible to see that the positional
drift when using the navigation messages from the satellites is performing better
compared to the drift when sp3-files are used. This is expected since the method is
relying on relative positioning, which is an advantage when using navigation mes-
sages, since they yield unswerving satellite orbits but with a constant bias. This
constant bias is not relevant when using relative position which results in that the
navigation messages are better for the application.
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Figure 6.10: East median drift. Created using navigation message (left) for satel-
lite positions and compared to drift with sp3 (right)
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Figure 6.11: North median drift. Created using navigation message for satellite
positions and compared to drift with sp3 (right)
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Figure 6.12: Up median drift. Created using navigation message for satellite
positions and compared to drift with sp3 (right)

When the median drift from east north and up are combined to a 3D positional
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drift it is possible to see how much total drift the TDCP method has compared to
RTK. This drift is seen in figure 6.13. The plot contains one line for the 3D median
drift using navigation message, one line for the 3D median drift using sp3-files and
one line at 100 mm which is the wanted positional drift. The plot shows that the
3D drift is higher than 100 mm after 60 seconds for both satellite positions. For the
navigation message the drift is closer to 160 mm after 60 seconds. This is not really
a problem since the goal of 100 mm after 60 seconds is a very restraining goal. As
will be seen later when using CARABAS-3 for SAR images this accuracy is good
enough to get the wanted SAR images.

3D position median drift
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—==SP3 d
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Figure 6.13: 3D positional drift for TDCP using satellite navigation message and
sp3-files with a line at 100 mm

6.6 Possible errors from SAR runs

There are some runs that affect the drift in the figures above substantially, for
example the data from the run titled FWD0929b has a large amount of drift in the
north direction, this can be seen in figure 6.14. Since the data points are taken from
a single file there are not as many data points that are analyzed which can skew the
drift in some direction. However, for those data points that are available the drift
is of large magnitude after a time period. Even the 5th and 25th percentiles of the
median have large drift. This means that almost all of the runs drift a large amount
in that certain direction. The drift in other directions from this file is of smaller
magnitude, around 50 mm for both east and up. The drifts from all the individual
flights processed separately can be seen in the appendix B along with the flight path
and DOP for the runs.
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Figure 6.14: Drift in the north direction

The reason for the large drift in the north direction might be due to this being
the only file of the four processed with a flight path that flies in a very clear east
direction. By analyzing the drift for the runs in appendix B that have a very eastern
flight path (FWD0604a and FWD0929b) it can be seen that both of these runs have
large drifts in the north direction. This can however be a fortuity and not depend
on the flight direction. In figure 6.15 below flight FWD0929b is displayed.

4000 RTK solution of CARABAS flight [FWD0929b]

3000 A
2000 ~
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Figure 6.15: CARABAS flight with SAR runs highlighted in blue for FWD0929b,

the SAR runs are flown in an eastern direction with very little difference in north.
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The relation with large drift in the north direction being worse when flying east
should also be apparent if a diagonal run is rotated to run in the same eastern
direction. This does however not give the same results. When rotating the diagonal
runs not much changes in the ways of drift in either eastern or northern direction. It
is therefore impossible to pinpoint the reason for the large drift in the north direction
without using much more data from many more flights in different directions.

Another reason for this flight giving much drift could be due to bad satellite posi-
tioning and high DOP. In figures 6.16 below the dilution of precision (DOP) from
the CARABAS-3 flight FWD0929b can be seen. The number of satellites available
are > 10 in each flight and the geometry of the satellite constellation indicates a low
DOP which results in a better chance of getting a good position from the measure-
ments. However, the sky-plot of FWD0929b suggests that the DOP might be higher
during this flight since there is few satellites available in the southeast direction.
The GPS satellites are displayed with the azimuth angle at the outer circle and the
elevation angle at the vertical axis.
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Figure 6.16: Sky-plot with visible satellites along with elevation and azimuth
angle, from Carabas-3 flight FWD0929b

The DOP values for FWD0929b are displayed in figure 6.17 below . The x-axis
N, satellites
represents time in hours and the y-axis represents ﬁ -10(e > 0°) where

Nsatentites 18 the number of visible satellites and (e > 0°) represents visible satellites
for the receiver. A higher value on the y-axis indicates a lower DOP. From this plot
it is possible to deduce that the DOP values should not be affecting the performance
of the system too much, since there are more than 10 satellites available with good
satellite geometry in most dimensions. The sky-plots and DOP values for all flights
can be seen in appendix B.
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Figure 6.17: DOP from Carabas-3 flight FWD0929b where the yellow line repre-
sents geometric DOP (GDOP), the purple position DOP (PDOP), the green number
of satellites available, the red vertical DOP (VDOP) and the blue horizontal DOP
(HDOP).

6.7 Error in starting position

Since TDCP need two epochs of receiver positions at the start of the measurements
it is of importance how accurate these positions have to be. Ideally, a simple GNSS
code measurement with meter level accuracy should be sufficient for the starting
positions. This would make the TDCP method completely independent from exter-
nal base stations for positioning. To see how much an inaccurate starting position
affects TDCP a normally distributed noise is applied to the initial RTK measure-
ments used for the first positions. The noise is added with a mean of 0 meters and
standard deviations of 15 m, 35 m and 50 m.

In figure 6.18 and 6.19 this drift error is plotted with the four different starting
positions using the TDCP method. Figure 6.18 contains the drift with different
offsets when using sp3-files and figure 6.19 contains the drift when using navigation
message for satellite positions. The drift is measured with the RTK solutions as
reference. The blue dash-dotted line with 0 m offset uses the RTK solution for its
two first epochs in the TDCP method. From figure the figure it is possible to see
that the drift increases when the starting position uncertainty is increased. It is
however clear that TDCP with a starting position when a noise with 15 m standard
deviation is applied performs similarly to when no noise is applied. This shows
that it should be possible to use code measurements for the two initial epochs. The
offsets seem to have a similar effect when using navigation message and sp3-files for
satellite positions.
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Figure 6.18: 3D positional drift from different starting positions using sp3-files for

satellite positions
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Figure 6.19: 3D positional drift from different starting positions using navigation
file for satellite positions
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6.8 Processed SAR image

To see how well TDCP performs compared to RTK when processing real SAR images
from the CARABAS-3 system two SAR images of an area is created and compared.
One is created using the position from RTK and one is created using the position
from TDCP.

The processed SAR image is of a small area outside Linkoping, Sweden (58°15'01.1" N,
15°34'57.4" E') captured on flight FWDO0611a. A satellite picture of the area is dis-
played in figure 6.20. The red lines and circles are to indicate what the points of
interest in the SAR images are. The lines indicate a power line in the forest and the
red circles indicate masts on a field.

The SAR equivalent when using RTK in the top of figure 6.21. The resulting SAR
image from the same flight when using TDCP to track the flight path is seen at the
bottom of the figure. When comparing the SAR images to the photographic image
over the area, the masts in the red circles can be seen as reflectors and are clearly
visible in both SAR images. The power line is also visible as a white line in the SAR
images. There is no visible difference between the pictures which further indicates
that TDCP works for the application as intended. If the SAR image processed from
the TDCP method would have been blurrier than the one processed from RTK, the
accuracy of the derived flight path from TDCP would probably be insufficient for
SAR applications, since the autofocus algorithms in SAR processing need a relatively
accurate position in order to refocus an image. The requirements for the precision
depend on the type of algorithm that is used.

Figure 6.20: Satellite image from flight FWDO0611a, the red arrows mark a power
line which is visible in the SAR images, and the circles mark radio masts. Source:
Google Earth [50].
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Figure 6.21: Processed SAR image from flight FWDO0611a with RTK solution at
the top and TDCP at the bottom. The white lines in the SAR images are electrical
power lines which reflect the transmitted signal. And to the right in the pictures is
a field with radio towers that also appears as bright spots on the SAR images. The
blurry part in the top right corner is where the aircraft has flown, and no data is
available in that area because of that, thus the unfocused area.
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Discussion

7.1 Future of TDCP

In the future there could be a possibility to use the Galileo constellation as a mea-
sure of obtaining precise coordinates for the satellite positions instead of relying
on external sp3-files. Galileo satellites has a higher upload rate of the navigation
message which results in a reduction of the extrapolation errors in clock and orbit
that can occur in e.g the GPS system. With this updated navigation message there
could be an improvement in the performance of TDCP [51, 52].

With future improvements of the GNSS, the acquired position from the method
can also be improved. There are several different methods and future ideas that
could further increase the accuracy of receiver position when using TDCP. By using
more satellites in the existing satellite systems improving the satellite geometry and
mapping the behavior of the atmosphere even further can be enabled, which in turn
could result in better accuracy of the position. Additionally, the method could be
improved if more advanced GNSS receivers are available in combination with more
sophisticated algorithms for cycle slip detection and repair. Since GNSS satellites
are continuously developed to achieve higher signal quality, there is a possibility
that TDCP could be preciser when satellites have advanced in their technology.

7.1.1 Future improvements for project

The next step for refining the method further would be to evaluate the possibilities
of referenced TDCP. This could potentially enable the method to be more robust
and sturdy towards the positional drift that is a problem for the ordinary TDCP,
but with the drawback of being more sensitive to the derived starting position of the
receiver. In order to implement referenced TDCP, the measurements for the starting
epoch of the system will be used as a reference to the current epoch’s measurements.
Subsequently, the method will have a more solid reference for counteracting the drift,
but with the mentioned drawback of being sensitive to the starting position since
this is the reference point. When implementing referenced TDCP it is necessary to
account for the cycle slips since there will be a change of reference point each time
a cycle slip occurs.
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7. Discussion

The available GNSS data processed for the method does not involve data for any
vehicle that travels above 40 m/s (144 km/h), this results in an uncertainty of how
the velocity of the moving platform affects the performance of TDCP. There is a
demand for positional accuracy of high velocity vehicles such as fighter jets

(=~ 680 m/s) and regular airplanes (=~ 277 m/s) which travels far above 40 m/s, so an
evaluation of how the method performs under such circumstances is needed. When
higher velocity platforms are implemented for the method it is necessary to account
for the higher precision requirements caused by fast variations from the intended
aperture, as previously explained.

For this particular project the method was evaluated with the low frequency CARA-
BAS-3 SAR system. Since SAR systems with higher operating frequency yield higher
resolution radar images, there is an interest in adapting the method to work with
such systems as well. However, with higher frequency the demands of positional
accuracy will increase as well. An investigation of how TDCP performs for a system
with high operating frequency on a fast platform is of high interest, this would result
in a system that would require high positional accuracy but only for a fraction of the
time, since high velocity platforms limit the integration time for the SAR (shorter
SAR runs). Since the positional accuracy needed is dependant on the frequency of
the SAR system it would be interesting to see how high the frequency can be before
autofocus algorithms has to be used. Without involving autofocus algorithms for
the SAR processing, the derived method will not yield sufficient precision to be
implemented for faster platforms with SAR systems with operating frequencies,
where the wavelengths are much smaller than the positional accuracy. However,
the system could meet the requirements for SAR processing when auto focus is
used, depending on what algorithm is used and how TDCP performs during higher
velocities.

There would also be of interest to evaluate how much different auto focusing al-
gorithms for SAR images can improve the requirements for the method, and get
quantitative data for the requirements of the method with auto focusing included.
The results in the project are displayed without taking into consideration the impact
of auto focus, which has the ability to increase the allowable positional error for the
method while still obtaining focused radar images after processing is done.

If more data from the CARABAS-3 flights was available for processing, the reasons
for some files being worse than others might be explained. If the reasons are found
the future flights can be more tailored to use with the TDCP algorithm.
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Conclusion

The median position drift when using time differenced carrier phase (TDCP) is less
than 100 mm after 60 seconds for all dimensions separately and around 160 mm
after 60 seconds in 3D, it is shown that TDCP is a viable option to use when a
position of a GNSS receiver is required for a short time period. If the method is
implemented to work for applications with more substantial time periods of data
collecting, the derived position has a tendency to drift from the true path, so other
methods would be preferable in those cases. TDCP differs from other methods since
its performance is not degraded when using the broadcasted navigation message
from the satellites instead of using orbital products from suppliers (sp3-files). These
orbital products would be more suitable for the method if they had a higher update
rate or if a more appropriate interpolation method between the positions would be
used, since the quality of the satellite positions are higher with sp3-files. TDCP
effectively removes the need for base stations for differencing (RTK) at the cost of
some positional drift. This results in a system which is independent from the need
of external information and not reliant on any suppliers, this enables the method
to be implemented for applications where operational redundancy is indispensable
for a system. Additionally, TDCP has lower requirements for the precision of the
starting position when compared to similar systems, since it is structurally based on
relative positioning instead of absolute positioning. In conclusion this results in a
GNSS methods which is independent, robust and adaptive, but with the drawback
of being sensitive to position drift over time. Subsequently, TDCP is a suitable
method for obtaining a position of an airborne vehicle during short SAR runs.
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A. Number of runs processed for spliced flight data

Table A.1: Number of runs processed from four SAR flights.

IT

Duration of run [s]

Number of runs processed

1 3063
3 1007
3 596
7 422
9 324
11 257
13 217
15 187
17 160
19 142
21 127
23 113
25 101
27 96
29 85
31 80
33 75
35 71
37 64
39 60
41 25
43 20
45 48
47 44
49 41
51 38
23 37
25 37
o7 35
29 33
61 31
63 31
65 31
67 29
69 28
71 26
73 26
75 23
7 22
79 21
81 20
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Figure B.1: FWD0929a Flight path with highlighted SAR runs (top) with East
North and Up drifts using GPS navigation message
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Figure B.2: FWD0929a DOP presented in number of visible satellites divided by
DOP (top). Yellow line = GDOP, purple = PDOP, green = number of satellites
visible, red = VDOP and blue = HDOP. Together with a skyplot for the satellites
during the measurements (bottom)



B. Stats of SAR runs from single SAR flights

RTK solution of CARABAS flight [FWD0929b]

4000
3000 4
2000 A
1000 -
E
= i
= 0
o
=
—=1000 A
—2000 A
—3000 A
_4000 T T T T T T T T
-7000 -6000 -5000 -4000 -3000 -2000 -1000 0
East [m]
800 FWDO0929b TDCP drift vs RTK [East] - nav 800 FWDO0929b TDCP drift vs RTK [North] - nav
=== Median drift == Median drift 7
700 - |- = 25th and 75th percentile 1 700 |~ — 25th and 75th percentile a
- - 4
600+ |~ 5th and 95th percentile ] 600" 5th and 95th percentile /,;';
-E- 500 1 E- 500
%‘ 400 ~ %‘ 400 ~
O 300 - O 300 -
200 1 200
100 - 100 -
0 0
0 80 0 80
Time [s] Time [s]
800 FWD0929b TDCP drift vs RTK [Up] - nav
=== Median drift
700 + |- — 25th and 75th percentile
600 |~ —5th and 95th percentile

80

Time [s]

Figure B.3: FWD0929b Flight path with highlighted SAR runs (top) with East
North and Up drifts using GPS navigation message
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Figure B.4: FWD0929b DOP presented in number of visible satellites divided by
DOP (top). Yellow line = GDOP, purple = PDOP, green = number of satellites
visible, red = VDOP and blue = HDOP. Together with a skyplot for the satellites
during the measurements (bottom)
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Figure B.5: FWDO0611a Flight path with highlighted SAR runs (top) with East
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DOP (top). Yellow line = GDOP, purple = PDOP, green = number of satellites
visible, red = VDOP and blue = HDOP. Together with a skyplot for the satellites
during the measurements (bottom)
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Figure B.7: FWD1002¢ Flight path with highlighted SAR runs (top) with East
North and Up drifts using GPS navigation message
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Figure B.8: FWD1002c DOP presented in number of visible satellites divided by
DOP (top). Yellow line = GDOP, purple = PDOP, green = number of satellites
visible, red = VDOP and blue = HDOP. Together with a skyplot for the satellites
during the measurements (bottom)
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Figure B.9: FWD0604a Flight path with highlighted SAR runs (top) with East
North and Up drifts using GPS navigation message
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Figure B.10: FWDO0604a DOP presented in number of visible satellites divided
by DOP (top). Yellow line = GDOP, purple = PDOP, green = number of satellites
visible, red = VDOP and blue = HDOP. Together with a skyplot for the satellites

during the measurements (bottom)
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Figure B.11: FWD1017b Flight path with highlighted SAR runs (top) with East
North and Up drifts using GPS navigation message
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Figure B.12: FWD1017b DOP presented in number of visible satellites divided
by DOP (top). Yellow line = GDOP, purple = PDOP, green = number of satellites
visible, red = VDOP and blue = HDOP. Together with a skyplot for the satellites
during the measurements (bottom)
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Figure B.13: FWD1017c Flight path with highlighted SAR runs (top) with East
North and Up drifts using GPS navigation message
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Figure B.14: FWD1017c DOP presented in number of visible satellites divided by
DOP (top). Yellow line = GDOP, purple = PDOP, green = number of satellites
visible, red = VDOP and blue = HDOP. Together with a skyplot for the satellites
during the measurements (bottom)
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