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Abstract

This thesis aims at constructing a superconformal higher spin theory in three spacetime
dimensions. Such theories are of great interest, for instance, since they are believed to ap-
pear in the tensionless limit of string theory. They can also directly be related to theories
of quantum gravity expressed as string and M-theories on AdS spaces, via the AdS/CFT
correspondence. The construction of the superconformal higher spin theory employed in
this thesis relies heavily on both the Cartan formalism of supergravity and gauge theory.
After these have been introduced, both the conformal and superconformal algebras are
constructed. These are then quantized in a way that enables a convenient extension to
their respective higher spin version. The corresponding superconformal higher spin the-
ory can either be formulated as a Chern-Simons gauge theory, or as a higher spin theory
expressed in the unfolded formalism. By utilizing this, the field equations of the theory
are derived using the equation of motion from respective approach, the zero field strength
equation and the unfolded equation. By studying the consistent spin 2 truncation of the
theory, the first steps towards a deeper understanding of the relation between the two
approaches are taken. Finally, it is discussed how the constructed superconformal higher
spin theory might also lead to new insights regarding the AdS/CFT correspondence and
how this, in turn, can be used to obtain results in string and M-theory.

KEYWORDS: Conformal field theory, Chern-Simons theory, Higher spin theory, AdS/CFT,
String theory, M-theory
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Chapter 1

Introduction

One of the most fundamental goals of theoretical physics is to unify gravity and quantum
mechanics. The most promising candidate is string theory, in which the smallest con-
stituents of the Universe are described as vibrating, one-dimensional strings. On suffi-
ciently large length scales the strings appear as point particles, whose properties such as
mass and charge (after compactification of the extra dimensions) are determined by the
vibrational state of the string. String theories incorporating both bosonic and fermionic
states are known as superstring theories, and consistency requires them to have ten space-
time dimensions. This means that six of them must be compactified on a very small com-
pact manifold. In 1995, Witten showed that all known superstring theories could be uni-
fied into so-called M-theory, which instead describes the Universe’s smallest constituents
as two or five-dimensional branes living in eleven spacetime dimensions [1,2].

The interaction between strings can be described by generalizing the perturbative formu-
lation of quantum field theory, which is conveniently described using Feynman diagrams.
Unlike for quantum field theory there is, however, no known non-perturbative formulation
of string theory. This motivates why Maldacena’s conjecture of the so-called AdS/CFT
duality completely revolutionized the field in 1997 [3]. It provides a correspondence be-
tween the anti de-Sitter spaces that are used in the string and M-theoretical descriptions
of quantum gravity, and the conformal quantum field theories living on their boundaries.
Since quantum field theories can be formulated non-perturbatively, this may enable exact
formulations of string and M-theory. The AdS/CFT correspondence is to this day one
of the most active fields of research in theoretical physics [4]. The correspondence most
relevant for this thesis is the AdS,;/CFT3 correspondence, which can be used to relate
M-theory on the space AdS; x S7, where S” denotes the seven compactified dimensions,
to a three-dimensional conformal field theory. Since M-theory is a supersymmetric theory
incorporating both bosons and fermions, this must be a superconformal field theory.

An intriguing property of this correspondence is that if we apply Neumann boundary
conditions to the spin s > 1 fields in the AdS, space, the corresponding CFTj3 can be
formulated as a Chern-Simons gauge theory [5]. This was first observed for the spin 1
case in [6] and then generalized to the spin 2 case in [7,8]. The possibility of formulating
the conformal field theories as Chern-Simons gauge theories enables us to express them
in terms of an action that is invariant under some local symmetry transformation. From
the action one can readily derive the Chern-Simons equation of motion, known as the
zero field strength equation.
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An important feature of all string theories is that they contain an infinite mass-spectrum
of ever increasing spin. This property leads us to study the so-called higher spin theories
based on the superconformal algebra. In their original formulation the superconformal
field theories only include massless fields of spin 2 and lower, but by coupling them to a
spin 0 and a spin % field it can be shown that as soon as the spin % fermion and the spin 3
boson are included, massless fields of all half-integer and integer spins will inevitably
appear. Since this resembles the infinite tower of spins appearing in the tensionless
(massless) limit of string theory, there are reasons to believe that one can gain a deeper
understanding of string theory by studying superconformal higher spin theories [9].

Higher spin theory is an independent field of research which had been studied in several
other contexts before the connection to string theory had been considered, e.g., in super-
gravity in the seventies and eighties! [9]. A disadvantage of higher spin theory is that it
is very difficult to find an exact formulation of the equation of motion. The only method
that has managed to provide exactly formulated examples of interacting higher spin the-
ories is the so-called unfolded formulation [10], developed by Vasiliev in [11-13].

With this background we understand how the equations of motion can be derived for a
three-dimensional superconformal field theory living on the boundary of an AdS, space
on which a higher spin theory with Neumann boundary conditions has been implemented.
While the unfolded equation yields the spin 0 and % equations of motion, the spin s > 1
equations can be derived from the Chern-Simons equation of motion. This indicates
that the zero field strength and unfolded equations must be compatible (and thus also
integrable). The exact relation between the two equations of motion is, however, still
unknown, and understanding this might be one of the keys to gaining a deeper under-
standing of the AdS/CFT correspondence.

The purpose of this thesis is to construct a superconformal higher spin theory in three
dimensions. To derive the field equations we will both utilize that the theory can be
expressed as a Chern-Simons gauge theory, but also implement the unfolded formulation
of higher spin theory. We are thereby able to compare the results stemming from the
two approaches. However, to achieve this we first have to quantize the three-dimensional
superconformal algebra in a way that enables a generalization to the corresponding higher
spin algebra. We can then in detail study the equation of motion of respective approach,
1.e. the field strength equation and the unfolded equation, for fields up to spin 2 in both
the purely bosonic and the supersymmetric case. Since the spin 2 algebra is closed this
is a consistent truncation.

In the bosonic case we follow the work of [14] and show that the field strength and
unfolded equations yield equivalent results. In the supersymmetric case we solve the
field strength equation, and by decomposing the unfolded equation into its irreducible
representations we manage to take the first steps towards a deeper understanding of
the exact relation between the two approaches in a superconformal higher spin context.
The long-term motivation for this endeavor is to, in detail, be able to study the relation
between three-dimensional superconformal field theories and M-theory on AdS, x S” that
is proposed by the AdS/CFT correspondence.

n fact, the low-energy limit of M-theory turns out to precisely correspond to eleven-dimensional supergravity,
although that was obviously not known back then.
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1.1 Outline of Thesis

The first four chapters of the thesis are introductory ones. These provide the concepts
necessary for the reader to be able to follow the explicit construction and investigations
of the superconformal higher spin theory that follows in the subsequent chapters. The
content of respective chapter looks as follows.

Chapter 2 Cartan Formalism of (Super)Gravity
Introduces the Cartan formalism of gravity, which is necessary since the metric
formulation of gravity can never include spinors. Also the extension to supergravity
is discussed, where contorsion will be the key concept.

Chapter 3 Gauge Theory
Gives an introduction to both abelian and non-abelian gauge theories, with partic-
ular emphasis on Chern-Simons theory.

Chapter 4 Conformal and Superconformal Symmetries
The concepts of conformal and superconformal symmetries are defined, and the cor-
responding algebras are constructed explicitly from the symmetry transformations
in three dimensions.

Chapter 5 Higher Spin Theory and the AdS/CFT Duality
Provides a general introduction to both higher spin theory, especially in the unfolded
formulation, and the AdS/CFT correspondence. Although it presents some essential
relations, in particular the unfolded equation, it is also a motivational chapter giving
the detailed explanation to why superconformal higher spin theories are of interest.

Chapter 6 Quantizing the Superconformal Algebra
Presents an explicit representation of the generators of the superconformal algebra
in three dimensions. This representation is constructed in a way that can easily be
generalized to the full higher spin algebra. Also two possible ways of quantizing the
algebra are given, the operator formulation and the star product formulation.

Chapter 7 The Zero Field Strength Equation
The zero field strength equation, stemming from Chern-Simons theory, is solved for
the spin 2 restrictions of both the purely bosonic and the supersymmetric conformal
field theory.

Chapter 8 The Unfolded Equation
The explicit unfolding of both the bosonic and the supersymmetric theory is carried
out, and the results are continuously compared to those obtained by solving the
zero field strength equation.

Chapter 9 Conclusions and Future Directions
Summarizes the obtained results and provides an outlook to future research.
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Chapter 2

Cartan Formalism of (Super)Gravity

When Einstein in 1916 formulated the general theory of relativity he used the metric ten-
sor to describe the geometric and causal structure of spacetime. The metric is uniquely
defined at each point in spacetime given the coordinates z* in some coordinate system.
For our purposes it will however prove convenient to use an alternative formulation of
general relativity, the Cartan formalism. In the Cartan formalism, the set of basis vectors
used in the tangent space of each point in spacetime is not derived from a specific coor-
dinate system. Instead it is chosen as an arbitrary local Minkowski basis. This seemingly
subtle change of perspective will turn out to be crucial since it will not only help us to for-
mulate gravity as a gauge theory but also enable us to introduce spinors, which describe
fermionic degrees of freedom. The Cartan formalism is consequently essential when we
want to supersymmetrically extend general relativity to supergravity, which includes the
fermionic gravitino field.

To understand the Cartan formalism, a certain amount of differential geometry is needed.
This chapter will, thus, begin with a brief introduction to the subject, with focus on im-
portant concepts such as differential forms and exterior algebras. Then, the metric for-
mulation of general relativity and some important quantities therein are briefly reviewed,
before the transition to the Cartan formalism of general relativity is carried through.
Finally we discuss how general relativity can be extended to a supersymmetric theory of
gravity.

2.1 Differential Geometry

Since general relativity is a geometric theory where spacetime in general is curved, the
concept of smooth manifolds is essential. These are infinitely differentiable manifolds for
which all local regions resemble Euclidean (or Minkowski) space. Our first goal will thus
be to understand how these can be described.
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2.1.1 The Tangent and Cotangent Bases

A good starting point is to, given some local coordinates x*, identify a set of basis
vectors on the manifold. Given some function f = f(2#) on the manifold one can form
the directional derivatives 0, f = %. Thus it is natural to use the partial derivatives
{0,} as a set of basis vectors. Note that this set, in general, differs for the different points
of the manifold, since the partial derivatives always lie in the tangent space of the specific
point of the manifold. For this reason, this basis is often referred to as the tangent basis.
On the tangent space we form vectors as V' = V*#0,, although we often simply denote

them as V* to refer to their components.

It will prove convenient to also introduce a basis for the dual of the tangent space, i.e., the
cotangent space. This dual basis will consist of one-forms which is a type of differential
forms, an important concept that will be presented in more detail in the subsequent
section. A one-form w is a linear functional w : T, — R, where T}, is the tangent space
at point p. For now we only need to consider the gradient one-form of a function f. Its

action on a vector % is merely the directional derivative
d df
df ( —< ) = =—. 2.1
/ (d)\) dA (2.1)
In particular we note that
deh(0,) = 22 g (2.2)
oxv v

Hence, just like for the tangent basis, the coordinate system naturally induces a basis
{dx*} of gradient one-forms. This is the cotangent basis, which can be used to expand
an arbitrary one-form w into components as w = w,dz*.

The tangent and cotangent bases can be used to expand all tensors on the curved manifold
into components. A general tensor T' having m contravariant and n covariant components
can be expanded as

T =Tt 00, ®...®0,, @dz" ®@...@dz"". (2.3)

Once again it is worth pointing out that we often will use the phrase “tensor” to refer to
its components T#t#m,, .

2.1.2 Differential Forms

The appeal of differential forms is that they provide a coordinate independent approach
to defining integrands over manifolds of arbitrary dimension. The set of all differential
k-forms on a manifold is always a vector space, with k being a non-negative integer. This
implies that differential forms satisfy the basic operations of addition and multiplication
by scalars induced by the vector space structure, but there are also other operations
defined on differential forms. The two we will consider here are the wedge product and
the exterior derivative. The former is even used in the construction of the differential
forms of order k£ > 2.
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An arbitrary differential form w of order k can be constructed as
w=uv A... \vg (2.4)

using k differential one-forms v; and the wedge product. Recalling from the previous
section that the £ differential forms v; can be related to & covariant vectors v,, via
the relation v; = (v,dz*);, we realize that the geometrical interpretation of w is the
parallelepiped spanned by the covariant vectors v,. An important property of the wedge
product of two one-forms is that it is anticommuting, meaning v; A v = —vy A v1. This
gives the orientation of the parallelepiped.

The anticommutativity of the wedge product of one-forms, together with the construction
of an arbitrary differential form in equation (2.4), directly tells us that two differential
forms w; and ws of order p and ¢ must satisfy the relation

w1 N\ Wy = (_1)quJ2 N wi. (25)

Equation (2.4) also implies that this object must be a differential (p + ¢)-form. The
algebra having the wedge product as its multiplication operation is known as the exterior
algebra, or the Grassmann algebra.

From equation (2.4) and the anticommutativity of the wedge product of one-forms we
also realize that the differential forms dx*, equipped with the wedge product as the
multiplication operator, form a basis for the totally antisymmetric covariant tensors.
This means that we can extract the antisymmetric part of an arbitrary covariant tensor

T as I
T = Eﬂm._,un]dx‘“ Ao Adat, (2.6)

This basis will often be more convenient to use than the one in equation (2.3) using the
tensor product dz#!' ® ... ® dxt".

Another important operation on differential forms is the exterior derivative. For our
purposes we can define it as

d == dz"0,. (2.7)

Note that this operation yields an (n + 1)-form when acting on an n-form. In accordance
with our observation in equation (2.6) we realize that the exterior derivative is the an-
tisymmetric part of the partial derivative. The product rule for the exterior derivative
reads

d(wl VAN WQ) = (dwl) VAN woy + (—1)%}1 VAN da}2, (28)

where wy is a differential p-form and ws is a differential form of arbitrary order.

The purpose of introducing the exterior derivative becomes obvious when studying the
transformation of the partial derivative of a tensor A, under the coordinate transforma-
tion z#* — x". By using the product rule we find that it transforms according to

OA, — OaP 9z7 94, 0’7
B2V Dt Qv QP 70z ox

In order for the LHS to transform as a tensor, the second term must vanish. Since the
partial derivatives commute, this term is symmetric in the p and v indices. If we instead

(2.9)
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study the transformation law for the exterior derivative dA of the one-form A = A,dz",
the second term really vanishes. This due to our observation above that the exterior
derivative is the antisymmetrized partial derivative, and the antisymmetric part of a
symmetric expression is zero. Hence, the exterior derivative dA is a proper antisymmetric
tensor.

Another consequence of the partial derivatives commuting and the exterior derivative
being an antisymmetrized partial derivative is that the operator d* = dz* ANdz¥0,,0,
vanishes identically. Thus, if the exterior derivative is applied more than once, the result
is always zero. Although they will not be used in this thesis it is worth pointing out that
the exterior derivative enables metric-independent generalizations of Stokes’, Gauss’s,
and Green’s theorems to higher-dimensional manifolds.

2.2 The Metric Formulation of General Relativity

The setting of the metric formulation of general relativity is a four-dimensional Lorentzian
manifold, i.e. a smooth manifold that has a metric of signature (1, 3), with local coordi-
nates z*. As we learned in section 2.1.1, these coordinates induce a tangent basis {0, }
and a dual cotangent basis {dz*}. However, since both the tangent spaces 7, and the
cotangent spaces T differ for the different points p of the manifold, both these bases are
local. This, for instance, causes problems when we want to parallel transport a vector
along the manifold. To resolve these we introduce an affine connection, which is used to
connect the tangent spaces of different points on the manifold.

Hand in hand with the affine connection is often the covariant derivative introduced. Its
importance is, however, self-evident. There must, for instance, be a way to generalize
the equation for conservation of energy in flat spacetime, i.e. 9,T" = 0 with T being
the stress—energy tensor, to curved manifolds. As illustrated in equation (2.9) the partial
derivative does not transform as a tensor, so we need to introduce a derivative that does.
By the definition of the affine connection I'”,,, we can form the covariant derivatives

D VY = 9,V" +T%,,V° (2.10)
DV, =8,V, —T*,V, (2.11)

acting on a contravariant and covariant vector, respectively. For higher-rank tensors, an
additional term of the same form as the connection terms above is created for each free
index. The covariant derivative of a tensor measures the rate of change of the tensor
relative to parallel transport, in a certain direction.

Since the affine connection is defined in order for the covariant derivatives in equa-
tions (2.10) and (2.11) to transform like tensors under a coordinate transformation, we
can use this to determine how the affine connection itself must transform. A straightfor-
ward calculation gives that it transforms as

ox'P Ox° Iz _, ox'v 9%z
w ox>* Ox'* Ox'v 7" + o> Ox'mox'”’ (2.12)

TP

Note the second term which tells us that the affine connection is not a proper tensor.
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Counting its components we realize that the affine connection introduced new degrees
of freedom, meaning it is not uniquely determined by the metric. To remove these
extra degrees of freedom we will introduce two constraints: metric compatibility and the
torsion-free condition. The metric compatibility condition reads

Dygup =0 (2.13)

and implies that the inner product of two vectors being parallel transported around the
same path is preserved (meaning the lengths of the vectors and the angle between them are
both preserved). It also implies the relation D,g"” = 0 for the inverse metric, and makes
the covariant derivative commute with raising and lowering the indices, meaning

for all vector fields V*.

To introduce the torsion-free connection we first need to define the torsion tensor. We do
this by noting from equation (2.12) that the difference of any two affine connections I'*,,
and I'” w Will transform as a proper tensor, since the second term will be identical in the
two affine connections and thereby cancelling out. We also note that the affine connection
with the two lower indices permuted, i.e. I'*,,,, will transform precisely as I'?,,,, since the
partial derivatives in the second term commute. For every affine connection I'*,,, we can
thus construct a proper tensor

T,," = 217, (2.15)

known as the torsion tensor. The torsion-free condition simply requires the torsion tensor
to vanish. The affine connection then obtained is known as a Levi-Civita connection, and
it is consequently symmetric in its lower two indices. The geometric interpretation of the
torsion-free condition is that it imposes all parallelograms formed by parallel transport of
two infinitesimal displacement vectors to be closed. Consistent theories of gravitation can
actually be constructed without imposing the torsion-free condition, one example being
the theory of supergravity that will be studied closer in section 2.5.

Having introduced the metric compatibility and torsion-free conditions we claim to have
removed all the extra degrees of freedom introduced by the affine connection. To prove
this it is enough to show that the Levi-Civita connection is uniquely determined by the
metric. By permuting the indices in the metric compatibility condition (2.13) we find
that

D9y — Dudvp — DuGop = OpGw — OuGvp — OuGpu (2.16)
+2(T () 9ap + T 900 + T pp9an) =0,

where the torsion-free condition imposes the last two terms to vanish. By then multiplying
by ¢* and solving for the Levi-Civita connection, we find it to read

1
F/\W - 59/\,; (augw + OvGon — apgw)’ (2.17)

meaning it is uniquely fixed by the metric.

Finally we also want to introduce the important concept of curvature. It is obvious that
the curvature is intimately related to the connection describing the manifold, but a local
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description of the curvature at each point of the manifold would be to prefer. This is
provided by the Riemann curvature tensor. Loosely speaking, the curvature is supposed
to measure how far from being flat the manifold is. A characteristic property of flat
space is that parallel transport around a closed loop leaves a vector unchanged. We have
already stated that the covariant derivative of a tensor measures the rate of change of the
tensor relative to parallel transport, in a certain direction. A good measure of curvature
should thus be the commutator of two covariant derivatives (since this, at least in the
absence of torsion, corresponds to a closed parallelogram). A straightforward calculation
using the definitions above yields

[Dy, DV? = (0,175 — 0,17 5 + TP\ e — TP,0 10 ) VT = T, DAV?, (2.18)

where the torsion-free condition has not yet been applied. This expression proves our
claim above that the torsion-free condition imposes all parallelograms formed by parallel
transport of two infinitesimal displacement vectors to be closed (since an infinitesimal
parallelogram always is flat and thus has I'”,, = 0, so the entire expression in parentheses
vanishes). It even shows that the torsion can be directly interpreted as the extent to which
such infinitesimal parallelograms fail to close.

In general relativity we impose the torsion-free condition and realize that the expression
in parentheses then provides a local description of curvature. Consequently, we define
the Riemann curvature tensor to read

Rpa;u/ - 2<a[urpu]a + Fp[u|>\\r>\u]a)- (219)

It is easily shown that the Riemann tensor in it its fully covariant form Ry, = gx, R 5,
is antisymmetric in both its first and second pairs of indices, meaning

Ryopw = —Ronw = —Raoup = Roxwp (2.20)
and symmetric under the interchange of these pairs, meaning
Ryopy = Ruvro- (2.21)
From the Riemann curvature tensor we can also construct the Ricci tensor
R, = R, (2.22)
and the Ricci scalar
R=g¢"R,,. (2.23)

These are important objects appearing in the Einstein field equations
1
Ry, — §Rguv + Agp = 87GT,,, (2.24)

where A is the cosmological constant and G the gravitational constant. These equations
describe gravity as the curvature of spacetime caused by matter and energy. They can
be constructed from the so-called Einstein-Hilbert action

Skn (R — 2A)v/—gdz, +Smatter (2.25)

- 167G

where g = det(g,,) and the variation of the second term yields the RHS of the Einstein
field equations including the stress-energy tensor 7,,,.
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2.3 The Cartan Formulation of General Relativity

In the metric formulation of general relativity we used the partial derivatives {0, } as the
basis for the tangent spaces, and the metric g,, to describe the curvature of spacetime.
Both of these are, at each point in spacetime, dependent on the coordinate system we
choose. If we are to construct a quantum field theory of gravity we need to be able to
separate the physical degrees of freedom from the ones that are artefacts of the coordinate
system. This is very difficult to do using the metric tensor as our field, but standard
procedure if we instead introduce gauge fields.

To achieve this we, for each point of the manifold, introduce an arbitrary orthonormal
basis {e,} in the tangent space. Since the tangent space is Minkowskian we by “or-
thonormal” mean a basis having a Minkowski inner product satisfying n(eq, €p) = 7ap-
To indicate that the indices labelling this basis are not related to a specific coordinate
system, they will be denoted by Latin letters and be referred to as “flat”, whereas the
indices labelling the coordinate basis will be denoted by Greek letters and be referred
to as “curved”. The invertible matrices e,* relating the basis {e,} to the coordinate
system-induced basis {0, }, thus satisfying

eq = €4"'0,, (2.26)

are known as the frame fields or wvielbeins. Also the inverse matrices e, satisfying
e eyt = 0y, are often referred to as the vielbeins.

Note that we for an arbitrary vector V' = V*#9, = V%, can use equation (2.26) to relate
its components in the curved coordinate basis to the ones in the flat Minkowski basis
by

VH =e V. (2.27)

Then acting with the inverse vielbein e,” we find the expected relation
Ve =e, V. (2.28)

The same reasoning can be applied to any tensor, thereby expressing it in either the
curved or the flat basis. For instance, we can write the metric of the spacetime manifold
as

G = euaeybnab. (2.29)

Due to this relation, the vielbeins are sometimes referred to as the “square root” of the
metric.

It is also worth pointing out that the vielbein e,* has %D(D — 1) additional degrees of
freedom compared to g,,,, which is restricted to be symmetric (D being the dimension of
spacetime). These extra degrees of freedom are, however, non-physical and correspond to
local Lorentz transformations. In section 7.1.1 we will understand how they conveniently
can be removed via a gauge choice.

Since also our new coordinate system-independent basis {e,} is a local basis spanning the
tangent space of a specific point, we once again need to introduce a covariant derivative
and a connection to be able to relate the tangent vectors of different tangent spaces.
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The connection acting on tensors with flat indices is known as the spin connection. The
covariant derivatives of vectors with flat indices thus take the forms

DV =0,V +w,WV°

" g ne (2.30)

D,U,‘/:l - a,u,V:z — Wy a‘/bu

where w, is the spin connection. Note in particular that the covariant derivative of the
flat metric 7, reads

Dunab = 8pnab - wucancb - wucbnac- (231)

Since this metric is just Minkowskian throughout the entire manifold, both the covariant
and the partial derivatives of it must vanish. This tells us that the spin connection must
be antisymmetric in its two flat indices, meaning w4 = 0.

It is now natural to require the covariant derivatives of a vector V = V9, = Vi,
to be equal whether its components are expressed in the flat or the curved basis. By
imposing this we can express the Levi-Civita connection in terms of the vielbein and spin
connection as

I = e’ (0ue, + €,"w, ). (2.32)

Multiplication by the inverse vielbein e,* yields that the vanishing of the covariant deriva-
tives of the vielbeins, i.e.

Dye," = 0,6, + w, e’ —T* e, = 0, (2.33)

is one possible solution to this equation. This is known as the “vielbein postulate”. For
the derivation of equation (2.32) we refer to [15], where it is claimed that this implies
the vielbein postulate as its unique solution. This has however been questioned (see,
e.g., [16] for a rigorous mathematical discussion), so for our purposes we can really regard
equation (2.33) as a postulate (the same is done also in, e.g., [17]).

This far, the Cartan formulation of general relativity may seem almost completely anal-
ogous to the metric formulation. Important differences will, however, appear when we
apply our knowledge of differential forms from section 2.1.2. We do this inspired by the
antisymmetries of the torsion and Riemann tensors. The first step is to introduce a coor-
dinate system-independent basis {e} also in the cotangent spaces T, of each point on the
manifold. The transition matrix to the curved basis {dz*}, used for the cotangent spaces
in the metric formulation, is obviously given by the inverse vielbeins e,, meaning

e” = e, "da". (2.34)
By using this basis, an arbitrary tensor A

can be written as a tensor valued n-form

1
A@1an _'Aulmunm...andx#l A A deP (235)
n

o 1O antisymmetric in its curved indices

Of particular interest is the torsion form

1
T = §T“de“ A da”, (2.36)
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and the curvature form

1
R = §Rabwjdx“ A dz”. (2.37)

Similarly to how we expressed the torsion and Riemann tensors in terms of the Levi-Civita
connection, in equations (2.15) and (2.19), it should be possible to express the torsion
and curvature forms in terms of the spin connection. For this purpose we construct the
spin connection 1-form

w = w,“pdat. (2.38)

By inserting the expression for the Levi-Civita connection from equation (2.32) into equa-
tions (2.36) and (2.37) for the torsion and curvature forms, we find the expressions

T* =de" +w Ae (2.39)

R% = dw® + w® A W%, (2.40)

which are known as the Maurer-Cartan structure equations.

We also want to be able to apply some sort of exterior derivative to the tensor valued
forms. But since derivatives on curved manifolds should take the curvature into account,
we need to extend the concept to an exterior covariant derivative. Since this derivative
should possess the same antisymmetric nature as the ordinary exterior derivative, the
Levi-Civita connection cannot appear because of its symmetry. The spin connection
form wy;, is, however, completely antisymmetric and should be included. The exterior
covariant derivative of a contravariant and a covariant vector valued form thus read

DV® =dV® + w% A VP
e (2.41)
DV, =dV, +w,” AV,

respectively. The extension to higher-dimensional tensor valued forms is obvious, with
an additional spin term for each free index.

In particular, we note that the exterior covariant derivative of the vielbein one-form yields
the torsion form, i.e., T® = De®. The torsion-free condition thus implies the relation

T* = De* =de” +wy Ae’ =0 (2.42)
in the Cartan formalism. By massaging this a bit, we find the relation
Wabe = €' y)" Opeue — €fa''eq” Openy — ep'eq” Oueua (2.43)

expressing the spin connection in terms of the vielbein.

2.4 Some Curvature-Related Tensors and Identities

We will now introduce some tensors and identities that are related to the curvature and
will prove to be of great importance in the subsequent chapters. In section 2.2 we defined
the Riemann curvature tensor to satisfy the relation

[D,, D, |V =R, ,V°, (2.44)
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where V? is an arbitrary contravariant vector and the torsion-free condition has been
assumed. This relation is known as the Ricci identity.

The Riemann tensor satisfies the so-called Bianchi identity
Dy, R,;°\ =0, (2.45)

which will be derived in its most general form in section 3.3. Upon contraction of the p
and A indices, which in accordance with the metric compatibility condition (2.13) can be
done by simply multiplying by the metric ¢?*, this yields

D,R,” — D,R,’ + D,R,,”" =0, (2.46)

where we have used the symmetry properties (2.20) and (2.21) of the Riemann tensor
and definition (2.22) of the Ricci tensor. By also contracting the v and o indices we find
that

D,R=2D,R,", (2.47)

where R is the Ricci scalar. This form of the Bianchi identity will prove useful later on.

Note that there must be a decomposition of the Riemann tensor into the Ricci tensor
and Ricci scalar in the form

R, = 20/'R," + yoLR, (2.48)
for some constants x and y. By contracting the v and o indices this yields
x
Ry’ =7 (R.” + 0/ R) + yoi R, (2.49)

which implies that x = 4 and y = —1, and thus
Ry, = 40/"R,)" — 6% R, (2.50)

which is on the desired form.

There is also another, similar decomposition of the Riemann tensor reading
g __ log [ o
Ry™ = W7 + 4605, (2.51)

where the Weyl tensor W, is defined as the completely traceless part of the Riemann
tensor, and the Schouten tensor S, is used to construct the trace part. The Weyl
tensor has the same symmetry properties (2.20) and (2.21) as the Riemann tensor, but
in addition also satisfies

Wty =0, (2.52)

which together with the other symmetry properties makes it traceless in all pairs of
indices. The Weyl tensor is the only non-zero curvature component in the absence of
matter, and it thus describes, e.g., how gravitational waves propagate in vacuum. Another
important property is that it is invariant under conformal transformations of the metric
(a concept that will be introduced in chapter 4). This can be used to show that the
vanishing of the Weyl tensor is a necessary and sufficient condition for spacetime to be
conformally flat in D > 4 dimensions. In D = 3, the Weyl tensor vanishes identically.



2.5 The Extension to Supergravity 15

This means that there is no curvature external to matter sources in three dimensions.
By comparing equations (2.50) and (2.51) we then realize that the Schouten tensor must

read .
S/J,l/ = Rul/ - ZRQMV (253)

in three dimensions.

Also in three dimensions it is convenient to introduce a tensor whose vanishing implies
that spacetime is conformally flat, like the Weyl tensor does in D > 4 dimensions. This
tensor is known as the Cotton tensor and reads

O;u/ = E,upUDpSUVa (254)

where ¢,/ is the Levi-Civita tensor that is related to the Levi-Civita symbol €, (which
is really a tensor density) via ¢,/ = \/HG#W, with ¢ denoting the determinant of the
metric. Note that C,, is of third order in the derivatives of the metric'. We can easily
show that the Cotton tensor must be symmetric by noting that

1 1
e\ Cu = —|g| (255§DPSU” — §D)\R) = —|g| (DpR,\” — §D/\R> =0, (2.55)

where we in the last step have used the Bianchi identity (2.47). This can be used to
rewrite the Cotton tensor as

oM = gr?up, S, =D RV, (2.56)

where we have inserted the Schouten tensor from equation (2.53).

2.5 The Extension to Supergravity

When we formulated the theory of general relativity above, we imposed two constraints:
metric compatibility and the torsion-free condition. In the Cartan formalism, the for-
mer was substituted by the vielbein postulate. In supergravity, we can still assume the
metric/vielbein postulate to hold, but the torsion-free condition will be broken due to
the fermionic gravitational fields that are introduced, the so-called gravitino fields [18].
There are still (less strict) constraints that can be imposed on the torsion, but for our
purposes it is sufficient to work with a general non-zero torsion tensor.

Working in the metric formulation, a non-zero torsion tensor implies that the affine
connection can no longer be written on the form of equation (2.17), since we reached that
expression by applying the torsion-free condition to equation (2.16). We will denote the
uniquely determined, torsion-free Levi-Civita connection of equation (2.17) by I'*,,,. We
then define the contorsion tensor K*,, as the difference between the metric-compatible
affine connection F)‘W and the Levi-Civita connection I'* uv, Ieaning

M, =T+ K., (2.57)

IThis in contrast to the Weyl tensor which is of second order in the derivatives.
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With this affine connection, equation (2.16) instead implies

g 1 g, g
L% ) = 29 p(aﬂgl'p + O Gpop — aﬂgl“’) -9 p(gx\vr/\[up} + gkuF/\[Vp])
2 X (2.58)
=1 — 590/) (gvaupA + gAuTva)'
From equation (2.57) we then find the contorsion tensor to read
- 1
Kﬂu/\ = P/\[uu] + F)\(MV) - F)\(MV) - §(Tw’)\ - TV)\# + TAW)? (2.59)

which expresses it completely in terms of the torsion tensor. Note the antisymmetry in
the v and A indices.

In the Cartan formalism we instead define the contorsion tensor as the difference between
the metric-compatible and torsion-free spin connections, meaning

w, ™ = w,®(e) + K, (2.60)

Here w,®(e) is the torsion-free spin connection from equation (2.43) and the tilde on the
contorsion tensor denotes that it is not necessarily equivalent to the one introduced in
the metric formulation; it will show that a sign differs. There are now two possible ways
of formulating the supergravity version of the vielbein postulate (2.33). We will work
with the convention

Dye," = K,,° (2.61)

This is reasonable since the LHS can be seen to evaluate to
D,e,* = 0,e," + wuab(e)eyb + f(uabeyb - I_”’Wep“, (2.62)

where only K ,“v remains on the RHS if we assume the bosonic vielbein postulate (2.33)
to hold true. By then imposing equation (2.61) and using the antisymmetry of K, °
observed from equation (2.59), we see that a sign differs for the two contorsion tensors
we have introduced. This sign is merely a consequence of the differing index structure of
the spin and affine connections when they act in the covariant derivative.

Note that one instead could have chosen to include the contorsion tensor on the RHS of
equation (2.61) in the affine connection appearing in the covariant derivative on the LHS,
thereby interchanging I'”,,, for I'*,,, in equation (2.62), and then imposing D,e,* = 0 as
the vielbein postulate. This may seem like a more convenient choice, and is also in the
same form as the bosonic postulate. However, in the Chern-Simons formulation we will
employ in chapter 7, there are non-zero derivatives of the frame fields naturally appearing
in a way that indicates that the formulation of the vielbein postulate from equation (2.61)
is implicitly understood. It is consequently more convenient to use.



Chapter 3

Gauge Theory

The concept of symmetry is of great importance in physics. For instance, Noether’s
theorem states that each continuous symmetry corresponds to a conservation law. Of
particular interest are the gauge theories, which are field theories in which the Lagrangian
is invariant under a continuous group of local transformations. One of the most successful
gauge theories is the Standard model which is based on the gauge group SU(3) x SU(2) x
U(1), where the symmetries corresponding to each subgroup describe the strong, weak
and electromagnetic interaction, respectively. This is an example of a quantized gauge
theory, where the quanta of each gauge field is known as a gauge boson that mediates
interactions. For our purposes it is for the moment sufficient to consider the classical
continuous gauge theories. By doing this we will introduce the most important concepts
from gauge theory.

In this chapter we first give an introduction to Lie algebras, the mathematical foundation
of gauge theory. We then define two types of gauge theories, abelian and non-abelian
ones, and introduce a particularly important instance of the latter known as Chern-Simons
theory. Finally we show how general relativity in three dimensions can be expressed as a
Chern-Simons theory.

3.1 Brief Introduction to Lie Algebras

Motivated by Noether’s theorem we want to find a way to describe continuous symmetries.
This is done by continuous groups, and of particular interest are the Lie groups since they
themselves are smooth manifolds. The exact definition reads:

Definition 3.1: A group G is a Lie group if it is a smooth finite-dimensional manifold
such that the group multiplication

(91,92) EG X G = gqig2 €G (3.1)

and the group inversion
gleG—>gf1€G (32)

are smooth maps for all group elements g1 and gs.

17
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A Lie group can be characterized by its generators. These are transformations around the
unit element that can produce any group element when they are combined and multiplied
by arbitrary parameters. We let the generator 7; correspond to the group operation U;
specified by a parameter ¢ (e.g. rotations or Lorentz transformations)!. Since each group
operation U;(¢) can be divided into infinitesimally small parts, meaning

| ioT\ "
IM@_$$<H_N>’ (3.3)
it can be represented as '
Ui(¢) = "%, (3.4)
For a small parameter ¢;, this group operation can be expanded as
1
LM@:1+mﬂ—§$ﬁ+O@) (3.5)
Since closure is one of the group axioms, the element
UUT'UU; = 1+ 66[T3, Ty) 4 O(€°) (3.6)

must belong to the group. Hence we can conclude that it must be possible to write the
commutator of two generators as

(13, Ty) = ifi* T, (3.7)

where the coefficients f;;* are known as the structure constants of the group. Since they
are representation independent, the structure constants are often used to characterize a
Lie group.

In equation (3.6) we defined the symbol [.,.] to denote commutation, meaning we wrote
XY -Y X = [X,Y]. By defining this operation we have actually indicated how a Lie alge-
bra g can be constructed from a Lie group G. The definition of a Lie algebra reads:

Definition 3.2: A Lie algebra g is a vector space together with a bilinear mapping
[.,.]: g X g— g known as the Lie bracket, such that all elements x,y, z € g satisfy

[z,y] = —[y. 2] (3.8)
and the Jacobi identity

[z, [y, 2]] + [y, [z, 2]] + [z, [z,9]] = 0. (3.9)

Hence, the infinitesimal generators of a Lie group form a Lie algebra with the Lie bracket
given by the commutator of these infinitesimal generators. For future purposes, we also
give the definition of an abelian group:

Definition 3.3: An abelian group is a group G together with an operator - for which all
elements g1, g2 € G satisfy the commutative property

g1-92 =92 g1 (3.10)

By studying equation (3.8) in the definition of a Lie algebra, we realize that a Lie algebra
is abelian if and only if the Lie bracket of any two elements in it is zero, i.e., if [z, y] = 0 for
all z,y € g. As will soon be apparent, there are some significant differences between gauge
theories having an abelian symmetry group and those having a non-abelian one.

!The group operations are often represented as matrices.
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3.2 Abelian Gauge Theories

To introduce the most important concepts in non-abelian gauge theory, we will study the
free Dirac Lagrangian

Lo = i1 Optp — mibu, (3.11)
where () is a spinor field and ¢ = 97°. The results obtained will be completely
general. This Lagrangian is obviously invariant under global phase transformations

P(x) — €i91/J(l’), (3.12)

with 6 being a constant. Phase transitions like this generate the group of unitary 1 x 1
matrices, known as U(1). This is obviously an abelian group, since e1¢2 = ¢#2¢i1,

Since we know from quantum mechanics that the phase of the spinor field ¢ should
never be an observable, we do not only expect the complete Lagrangian to be invariant
under global phase transformations, but also local ones. Hence we want to construct a
Lagrangian that is invariant under

Y(x) — e @ip(z). (3.13)

The mass term in the Dirac Lagrangian Lp is already invariant under such transforma-
tions, but the first term causes problem since the partial derivative transforms as

Outp(x) — ) (9,00(x) + ith(2)0,0(x)) (3.14)

under ¥ (x) — €?@aq)(z). In order for this term to be invariant, we need to construct a
covariant derivative D, that transforms like the field itself, i.e.,

D,(x) — @ D,y(). (3.15)
To achieve this we define the gauge potential A,(z) as the field that makes
Dyp(z) = (9 +iAu(2))d(2) (3.16)

transform covariantly. Comparison to equation (3.14) gives that the gauge potential must
transform as

Au(z) = Ay (z) — 8,0(). (3.17)

Note that when we use our new covariant derivative (3.15) in the Lagrangian, a new
interaction term coupling the fermion to the gauge potential A, will appear. Hence, our
extension of phase transformations from a global to a local symmetry not only necessitates
the introduction of a new field, this field also carries physical meaning previously not
present in the theory. Such fields are referred to as gauge fields.

To construct the complete interacting Dirac Lagrangian, i.e. the Lagrangian of quantum
electrodynamics (QED), we should also include a purely kinetic term. Such a term must
both be gauge invariant and independent of the spinor field. Since repeated application
of covariant derivatives to a covariant field always will yield a covariant result, we are
guided to study the quantity

[Dw Du]¢(m) = i((()“AV - aVAu)¢(x> = Z'FW@Z)(:E)’ (3~18)
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where we at the last equality have defined the field strength tensor F,,. Since the LHS is
covariant and v transforms covariantly, the field strength tensor must be gauge invariant.
As discussed in section 2.2 when introducing the Riemann tensor, the commutator of two
covariant derivatives gives a measure for the curvature. Hence, F),, is sometimes referred
to as the curvature tensor. Since the field strength tensor is itself gauge invariant we can
write down the full QED Lagrangian as

. SRS S
ﬁQED = W’Y“D;ﬂ/f — myh — ZF,U,VFM ) (3-19)

where the coefficient for the last term has been chosen to give it the customary normal-
ization of a kinetic term. The field strength tensor itself being gauge invariant is a unique
property of abelian gauge theories. For non-abelian gauge theories this will not be the
case, and the kinetic term will take another form.

3.3 Non-Abelian Gauge Theories

Having discussed how a Lagrangian invariant under global U(1) transformations can be
extended to be invariant under local ones, the question arises how the corresponding pro-
cedure can be accomplished for non-abelian symmetry groups. To explore this we recall
from section 3.1 that an arbitrary Lie group element can be written as g = exp(0°T,),
with T, being the generators of the group where we for future convenience have absorbed
a factor of 7. Our starting point will thus be an arbitrary Lagrangian that is invariant
under the global transformations

V' (z) — exp(6°T, )Y (x), (3.20)

where 1'(x) is a vector of the fundamental fields of the theory. We now want to extend
this Lagrangian to be invariant under the set of local gauge transformations

V() — " (x) = exp(0*(2)T,)' (). (3.21)
The partial derivatives now transform as
0" (x) — exp (0%(2)T,) (0, + T,0,0%(x))¢' (z), (3.22)

so the second term, that breaks the invariance, is Lie algebra-valued. Hence, the covariant
derivative is now introduced as

Dt () = (9 + ALT) (), (3.23)

where we henceforth will use the more compact notation A, = A{T, for the gauge po-

tential. By studying equation (3.22) we realize that in order for D,1"(x) to be covariant,
the gauge potential term must transform according to

A (@) = = 90" (@) + (Dt () = —g(0u¥" () — (9ug) ¥ (2) + g(Dyt' ()

= (gAug_1 — (0, )g_l)w'i(x), (3.24)
where g = exp(0*(z)T,). A simple rewriting then gives the transformation rule
A, — gDug ", (3.25)

for the gauge potential.
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Using this construction of the covariant derivative we can now extend our globally gauge
invariant Lagrangian to a locally gauge invariant one, thereby including interactions with
the gauge fields. But analogously to what we did for the abelian gauge theories, we also
want to include a kinetic term containing solely the gauge fields. For this purpose we
once again need to construct a field strength tensor. Using equation (3.23) we this time
find the field strength tensor to read

FMV = [D;m DV] = 6,uAV - ayAu + [Au; Au] (326)

By now using that repeated application of covariant derivatives on the fields ¥*(x) must
yield a covariant quantity, we can find out how the field strength tensor transforms. We
find that

Fu'(z) = F, g0 (x) = gF ' (x), (3.27)
meaning the field strength tensor must transform as

Fu — gFuLg " (3.28)

Hence, it is no longer a gauge invariant quantity and we can conclude that this is only
the case for abelian gauge theories.

In the abelian gauge theory studied in the previous section we found the kinetic term
to be proportional to F),, F*”. Neither this quantity is gauge invariant for non-abelian
theories, since it transforms as

E,F" — gF"™F,g". (3.29)

To find a gauge invariant quantity reminiscent of the kinetic term in the abelian case is,
however, easy. By applying the trace to both sides and using its cyclicity we find that
the quantity Tr(F),, F*) is gauge invariant.

It is now interesting to investigate whether this term still can be interpreted as the kinetic
energy. Since the field strength tensor is a Lie algebra-valued quantity we can expand it
in terms of the generators as F),, = F i Ta. Then

Tr(F, F*™) = Te(F5, T, F*™°T,) = Fi F* Te(T,T,), (3.30)

from which it is obvious that this term, after proper normalization, can be regarded as
the kinetic energy if
Te(ToTy) ~ Oap- (3.31)

This is the case for compact groups. Examples of such include all SU(n) groups, which
are studied in Yang-Mills theory. A customary normalization is to include a factor of %

on the RHS of equation (3.31), and consequently the kinetic term —1Tr(F),, F*) in the
Lagrangian.

Finally, we derive an important relation known as the Bianchi identity that the field
strength tensor must always satisfy. We do this by writing

[Dw [D,,, DPH + [DIM [Dm D#H + [Dm [Dw DV“ =0, (3‘32)
where the LHS vanishes identically after expansion of all terms. Then noting that

[Dyi, [Dy, Dyl = Dyu(F,p0) — F,p D¢ = (D F,p)d (3.33)
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for all fields ¢, we can rewrite equation (3.32) as
Dy Fyp = 0. (3.34)

This is known as the Bianchi identity.

3.3.1 In the Language of Differential Forms

It will prove useful to utilize our knowledge in differential forms to compactify the nota-
tion. First we form a Lie algebra-valued gauge potential one-form

A= da" AT, (3.35)

Studying equation (3.26) we then form the field strength two-form
1 14 a 1 a C 14
F= §Fwdx“ Ada” = (%AU] + 5fbc AZAV> Tpdz* Nda¥ =dA+ANA. (3.36)

Finally, inspired by equation (3.23), we also construct the exterior covariant derivative
D =d+ A, where A is understood to act together with a wedge product. We can then
rewrite the Bianchi identity from equation (3.34) as

DF =0, (3.37)

since we when expanding this three-form into components directly obtain the LHS of the
Bianchi identity (3.34).

3.4 Chern-Simons Theory

The formulation of the field strength as a two-form F' enables us to write down La-
grangians that are easily integrated, thus suitable for an action formulation. Since we
saw in section 3.3 that Tr(F),, F*) was a gauge invariant quantity appearing in the kinetic
terms of non-abelian gauge theories, it is obvious that also the Lagrangian term

Lo =Tr(F A F) (3.38)

must be gauge invariant. In general, Tr(F™) is referred to as the n-th Chern form, so this
is known as the second Chern form. Note that it is to be integrated over four spacetime
dimensions.

The Chern forms are particular in the sense that all gauge potentials A are stationary
points of them. Consequently, they cannot directly be used to find the equations of
motion of the theory. To prove this we note that the field strength two-form F', under a
variation d A of the gauge potential, varies as

SF = d(6A) + (JA) A A+ AASA = D(5A). (3.39)

Using the additivity and the cyclicity of the trace we then find that the second Chern
form L¢ varies as

0L =2Tr[D(6A) A F. (3.40)
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But here we notice that we can write
D(6A) NF = D((0A) AF) + (6A) A DF. (3.41)

The first term is a boundary term that will vanish identically when we integrate the La-
grangian to form the action, whereas the second term vanishes according to the Bianchi
identity DF = 0. The action constructed by integrating the second Chern form in equa-
tion (3.39) can consequently not directly be used to find the equations of motion.

To construct a more convenient Chern-Simons action, we want to use the property that
the Chern forms are exact differential forms. This means that they can be written on the
form df2, for some differential form 2 known as the Chern-Simons form. In particular,
the second Chern form Tr(F A F') has

QzTr(A/\dAJrgA/\A/\A). (3.42)

To show this we introduce a parameter s and define F, = sdA 4+ s?A A A. We can then
write the second Chern form as

1 1
Te(FAF) = / iTr(Fs A Fg)ds = 2/ Tr (dFs
o d 0 d

S

A Fs) ds
s

1 1
=2d (/ Tr(A/\Fs)ds> =2d (/ Tr(sA/\dA+32AAAAA)ds)
0 0
2
=dTr <A/\dA+§A/\A/\a>, (3.43)

which agrees with equation (3.42)%. By then applying Stokes’ theorem we find that the
three-dimensional Chern-Simons action can be written as

k 2
Scg = — Tr (A/\dA—i——A/\A/\A), (3.44)
4 M 3

where M is a three-dimensional manifold and k is a coupling constant. Notice that this
action does not contain obviously gauge invariant quantities. As argued in [19], it can
be shown that if the gauge group and the manifold M both are compact, the terms
appearing in addition to the integral itself after a gauge transformation are a vanishing
boundary term and a term of the form 27n (for an appropriate constant k), with n € Z
being the so-called winding number. Hence, it is now the quantity exp(iScg) that is gauge
invariant, rather than the action itself. This makes the Chern-Simons action appropriate
for the path integral formulation of several theories. For our purposes, the subtle change
caused by the winding term can, however, be ignored, meaning we can still regard the
Chern-Simons action as gauge invariant.

From the Chern-Simons action (3.44) we can easily find the corresponding equations of
motion. Under a variation 6 A of the gauge potential it changes by

6Scs = % / Tr[(6A) AdA+ ANd(SA) +2(6A) AN AN A]. (3.45)

2The procedure is completely analogous for higher order Chern forms.
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By using that the product rule (2.8) for exterior derivatives implies
ANd(0A) = (0A) NdA —d(ANSA), (3.46)

where the second term is a boundary term that will vanish when it is integrated, we end
up with

k
0Scs = —/ Tr[(&A) A(dA+ AN A)} (3.47)
21 Jur
The principle of stationary action then gives us the equation of motion
F=dA+ANA=0, (3.48)

known as the zero field strength equation. As we noted earlier, the field strength measures
the curvature. This means that the gauge potential can be regarded as a connection, and
the vanishing of the field strength imposes this connection to be flat. Equation (3.48) is,
thus, sometimes referred to as the flatness condition.

3.5 Gravity as a Chern Simons Theory

It can now be shown that general relativity in three dimensions can be written as a
Chern Simons gauge theory. To prove this we need to show that the Einstein-Hilbert
action (2.25) can be written on the form of the Chern-Simons action (3.44) in the absence
of matter. Since the main focus of this thesis are conformal theories, and not general
relativity, we will keep this discussion to the point. In the Cartan formalism, the Einstein-
Hilbert action in three dimensions reads

1 1 A
Sgy = G {e“ A (dwa + §eabdwb A w€ — Eeabce“ Ael A ec)] ) (3.49)

This is easily proven by using equation (2.40) for the curvature one-form R* and expand-
ing the differential forms into its components.

Next we will need a “gauge/gravity dictionary” identifying the tensors appearing in gen-
eral relativity as gauge quantities introduced in this chapter. As we noted in the end of
section 3.4, the gauge potential can be regarded as a connection. This means that the
Levi-Civita connection I'”,,, can conveniently be identified as the matrix valued gauge
potential (A4,)”,. Insertion into equation (2.19) then yields that the Riemann tensor can
be written as

Rpo'uy = (8HAV - ayAp, + [A;u Au])pa - (F,ul/)paa (350)

meaning we can identify it as the matrix valued field strength tensor from equation (3.26).
This is a very expected result, since we have already identified both the Riemann ten-
sor and the field strength tensor as the commutator of two covariant derivatives, which
measures the curvature.

Insertion of these results into equation (2.32) expressing the Levi-Civita connection in
terms of the vielbeins and spin connection, gives

(AM)pV = epaaueal/ + epawuabebuy (351)
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which we note is a gauge transformation of the spin connection written on the matrix
valued form (w,)?, by the gauge field €’,. This indicates that the frame fields and spin
connections can be used as the gauge fields in a further formulation of general relativity
as a gauge theory. The gauge group whose generators these gauge fields will correspond
to is simply the isometry group of the background manifold.

Before being able to express the Einstein-Hilbert action as a Chern-Simons action, we
also have to understand the role of the cosmological constant A. It is a scalar curvature
measuring the vacuum energy density. The value of the cosmological constant determines
the geometry of (empty) spacetime, which we know is a Lorentzian manifold. Flat space
has A = 0 and can be described by the Minkowski metric

ds? = —dt* + Z da} (3.52)
k=1

in n+1 dimensions. Spaces of negative scalar curvature A < 0 are known as Anti de-Sitter
(AdS) spaces. In n dimensions they can be regarded as embeddings of the Lorentzian
manifold in the space R" 12, with the metric given by

n—1
ds? = " dap — df} — dt3, (3.53)
k=1

that are parametrized as
n—1
> ap -3 =0, (3.54)
k=1

where / is a non-zero constant known as the radius of curvature. AdS-spaces are of great
interest in theoretical physics, in particular for their role in the AdS/CFT correspondence
that will be discussed in chapter 5. Spaces of positive scalar curvature A > 0 are instead
known as de Sitter (dS) spaces. These can be defined as submanifolds of Minkowski
spaces of one higher dimensions. For the Minkowski space R™! with the metric given by
equation (3.52), the de Sitter spaces are the submanifolds parametrized by

d a2 =10 (3.55)
k=1

where ¢ is again the radius of curvature.

We can now formulate the Einstein-Hilbert action (3.49) as a Chern-Simons action for all
possible values of the cosmological constant. For A = 0 we recall from special relativity
that the isometry group of Minkowski spacetime is the Poincaré group. The Poincaré
algebra is generated by the generators of translations and Lorentz transformations, which
in three dimensions can be written as P, and M,, respectively. The algebra reads

[Maa Mb} = EabCMc
[Ma, Py = ey P, (3.56)
[Pm Pb} - 07
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where the trace relations

1
Tr(P,M,) = 5 lab
Te(M,My) = Te(PuPy) = 0.

(3.57)

can be assumed to hold [19]. Since we want to use this isometry group as the gauge group
of the Chern-Simons action, the gauge potential one-form will read

A=¢"P, +w'M,. (3.58)

By just inserting this into the Chern-Simons action (3.44) it is easily verified that it (up
to vanishing boundary terms) recreates the Einstein-Hilbert action (3.49) with A = 0,

assuming k = — 5.

To formulate the Einstein-Hilbert action as a Chern-Simons action for non-zero cosmolog-
ical constants, we first need to determine the isometry groups of the AdS and dS-spaces.
By studying the parametrizations given in equations (3.54) and (3.55), and recalling that
the Lorentz group in n + 1 dimensions is SO(n, 1), we realize that the isometry groups
of the (n 4 1)-dimensional AdS and dS-spaces in must be SO(n,2) and SO(n + 1,1),
respectively.

In AdS spaces, where A = —K% < 0, the Einstein-Hilbert action can due to the iso-
morphism so(2,2) = sl(2, R) x sl(2,R) be constructed as the linear combination of two
Chern-Simons actions having SL(2, R) as their gauge groups. We write the action as

S = Sos(AT) = Ses(A7), (3.59)
where the gauge connections are given by
A* = (wa + %) T, (3.60)

with 7}, being the generators of sl(2, R) satisfying [1,, Tp] = €T and Tr(T,T3) = %%b-
Once again it is just a matter of inserting this into the Chern-Simons action (3.44) to

prove that the correct Einstein-Hilbert action is recreated, this time with £ = —é.

1 ~

In dS-spaces, where A = 5z > 0, we instead use the isomorphism so(3,1) = sl(2,C).
Upon complexification, SL(2, C) can be written as two copies of itself, which means we
can once again create the Einstein-Hilbert action as a linear combination of two Chern-
Simons actions, this time with SL(2, C) as their gauge groups. We once again write the
action on the form of equation (3.59), but this time with

Af = <w“ + z%) T,, (3.61)

with 7T;, being the generators of SL(2, C). In this case we find that the correct Einstein-
Hilbert action is obtained for k = —%.

We have thus shown that the Einstein-Hilbert action (3.49) in three dimensions always can
be formulated as a Chern-Simons action (3.44) and have thus formulated general relativity

as a gauge theory, which was what we set out to do. There is, however, one subtlety that
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remains to be resolved. None of the isometry groups we used as gauge groups when
constructing the Chern-Simons actions are compact. Recall how we in equations (3.30)
and (3.31) found that the Lagrangian term Tr(F},, F**) could be regarded as the kinetic
energy only if the gauge group was compact. For non-compact gauge groups we will
instead obtain terms of differing signs, meaning there will be terms of negative energy.
In the quantum theory this would lead to non-unitarity due to negative norm states
propagating locally. However, since general relativity in three dimensions has no local
degrees of freedom there are no such states that can actually propagate, which resolves
the issue.

Although this section has provided a good example of how theories of gravitation can be
reformulated as Chern-Simons gauge theories, the main interest of this thesis is not gen-
eral relativity but conformal and superconformal field theories. In the following chapter
we introduce the symmetries upon which these theories are constructed.
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Chapter 4

Conformal and Superconformal
Symmetries

The aim of this thesis is to construct a superconformal higher spin theory. Superconformal
field theories are by definition invariant under superconformal transformations, which is
the supersymmetric extension of conformal transformations.

In this chapter we start from the definition of a conformal transformation and use it to
construct the conformal algebra, also giving an explicit representation of the generators.
We then discuss how this algebra can be supersymmetrically extended by also including
fermionic generators, thereby constructing the superconformal algebra.

4.1 The Conformal Algebra

The conformal group is an extension of the Poincaré group, which is the symmetry
group of special relativity requiring it to be invariant under spacetime translations and
Lorentz transformations (in turn consisting of rotations in space and Lorentz boosts). The
generator of translations has four degrees of freedom (in four-dimensional spacetime) and
is denoted P,, whereas the Lorentz generators are denoted M, and have six degrees of
freedom due to the antisymmetry requirement. The Poincaré algebra takes the form

[P,,P]=0
[P/m Mup] = i(nuupp - nuppu) (41)
(M, Mo = i(0pMpug + Mo Moy = 1y Moo — 1o M),

with the sign convention 7, = diag(—1,1,1,1). This can easily be derived by study-
ing which infinitesimal coordinate transformation that leave the Minkowski metric un-
changed.

A conformal transformation is defined as a coordinate transformation x — 2’ which leaves
the Minkowski metric invariant up to a rescaling A(x), i.e. such that

N () = 1), (2") = M) N (). (4.2)

29
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The name “conformal” refers to the fact that such transformations preserve the angle
between any two vectors. Note that the special case A(x) = 1 yields the Poincaré group,
whence it is already here clear that it must be a subgroup of the conformal group.

To investigate what conformal transformations there are, in addition to translations and
Lorentz transformations, we study an infinitesimal coordinate transformation

ot — o = ot + (). (4.3)
To first order in &, the metric then transforms as

/ Ox? Oz° P P 2 o o 2
Ny = Ny = MWUM = ((5u — 0,8" + 0(£9))(0, — 0,67 + O(§7))1po

= Nw — (augu + au€u> + 0(52) (44)

In order for this to be a conformal transformation there must, in accordance with equa-
tion (4.2), be a function f(x) such that

8u£u + augu = f(l")??;w- (4'5)
By computing the trace of both sides we find that
2
£(a) = S0u" (1.6

where D is the dimension of spacetime. By first applying another partial derivative to
equation (4.5), then permuting the indices and constructing a linear combination we
obtain

20,080 = NupOu () + MupOuf () — 10, f (). (4.7)
Contraction with »*¥ then yields
20%¢, = (2 — D)0, f(x), (4.8)

where 9% = 9,0°. By now applying the partial derivative 9, to this equation (notice that
this gives a RHS that is symmetric in the p and v indices) and 92 to equation (4.5), we

see that
(2= D)3,D,f (&) = 1 f (@), (4.9
This, in turn, yields
(D —1)0*f(x) = 0. (4.10)
By using equations (4.5)— (4.10) we can now easily derive the explicit forms of all possible
conformal transformations in D dimensions.

For spacetime dimensions D > 3, which will be the case throughout this thesis, equa-
tions (4.9) and (4.10) imply that 0,0, f(x) = 0. This means that f(x) is at most linear
in the coordinates and, thus, can be written as

f(x) =A+ B,2" (4.11)

for some constants A and B,,. Insertion of this expression into equation (4.7) shows that
0,,0,£” must be constant. Consequently, &, is at most quadratic in the coordinates and
can be written on the form

Eu=a, + 0,27 + s’ (4.12)
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where the symmetry condition ¢,,, = ¢,,, must hold. Since the constraints (4.5)- (4.7)
should hold for all coordinates x, we can insert our expression for §, order by order.
Since only derivatives of £, appear in the constraints, the constant term &, = a,, is free of
constraints. This corresponds to the infinitesimal translations z# — x* 4 a* recognized
from the Poincaré group.

For &, = b,,a”, constraint (4.5) gives
2
b,uz/ + bu,u = Bbppn,uu; (413)

which implies that b,, can be written as the sum of a pure trace and an antisymmetric
part m,,, i.e., on the form

buw = B + My (4.14)
The trace part corresponds to an infinitesimal rescaling (or “dilation”)
ot = ot + 'z, = axt, (4.15)

whereas the antisymmetric part corresponds to the infinitesimal Lorentz transformations
¥ = m*x,.
By finally inserting the quadratic term x, = c,,,2"2” into constraint (4.7) we find
that

Cuvp = nupbu + nuubp - nupb/u (416)

where we have defined 0, = +c¢’,,. The corresponding infinitesimal transformation is

thus

1
D

at — ot 4+ 2(b,a”)at — (x¥x, )b (4.17)
and is referred to as the special conformal transformation (SCT).

The generalizations to finite conformal transformations x# — z* from the infinitesimal
ones, read

(translations): 2" = 2 + a*
(dilations): 2™ = ax*
(Lorentz transformations): — a'* = M", 2" (4.18)
(SCT): o o — (@, )b

T 1= 2(bat) + (biby) (v,

These generalizations are obvious for the translations, dilations, and Lorentz transfor-
mations, but perhaps a bit less intuitive for the special conformal transformations. It is,
however, trivial to verify that the infinitesimal version of this transformation really is the
one in equation (4.17), and that it really is a conformal transformation (i.e., that it can
be written on the form of equation (4.2)) with a scale factor given by

A(z) = (1= 2(bua™) + (bb,) (",)) . (4.19)
To summarize we have now found that conformal symmetry, in addition to the Poincaré
symmetries of translations and Lorentz transformations, also contains dilations and spe-
cial conformal transformations. In four-dimensional spacetime, the generators of these
symmetry transformations introduce five additional degrees of freedom. We next want to
find a representation of these generators and thereby be able to construct the conformal
algebra.
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4.1.1 Representations of the Conformal Algebra

Since we have already found the infinitesimal forms of the four types of conformal trans-
formations, we can directly write down a representation of the generators. This repre-
sentation reads
P, =10,
D = —iz"0,
M,, = —i(z,0, — ,0,)
K, =i(2z,2"0, — z,2"0,)

(4.20)

for the generators of translations, dilations, Lorentz transformations, and special confor-
mal transformations, respectively. Note that we, compared to when we in equation (3.4)
constructed group transformations from the generators, have absorbed an additional ¢
into the generators. The overall sign of respective generator can be chosen arbitrarily,
and have been chosen to coincide with the conventions of [5].

Using this representation it is trivial to construct the conformal algebra, i.e., the commu-
tation relations of the generators. Straightforward calculations give the following non-zero
commutation relations,

D, P'u] =P,
[D,KH] = —iK,
[P, K] = 2i(—nuwD + M,,) (4.21)
[K;u Mvp] =1 nupKz/ nuqu) .
]
]

These commutation relations define the conformal algebra. Note, in particular, that the
Poincaré algebra (4.1) is recreated.

By studying the commutation relations a bit further one can prove that the conformal
algebra in D > 2 dimensions must be isomorphic to so(D,2) in Minkowski space (or
so(D + 1,1) in Euclidean space). To do this we define the antisymmetric generators J;
according to

1
Jip=2D Joru = §<PM_KM)
1 (4.22)
S = My Jp = §(Pu + Ku)

where i,j € {—1,0,...,D} and p,v € {0,1,...,D — 1}. It is then straightforward to
verify that these generators satisfy the commutation relation

[Jijs Ja] = i(nauTje + it — i — njudix) (4.23)

where 7;; = diag(—1, —1,1, ..., 1) in Minkowskian spacetime (and 7;; = diag(—1,1,...,1)
in Euclidean spacetime). This is precisely the so(D,2) algebra. For our purposes, the
generators J;; would nevertheless be quite inconvenient to use, since we often want to
keep the different degrees of freedom apart.
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The conformal field theory we are to construct (starting in chapter 6) will be three-
dimensional. Since the Lorentz generators M, are antisymmetric we can in three dimen-
sions use the Levi-Civita symbol to rewrite them as

1 14
M, = 36 PM,,. (4.24)
The inverted relation is found by acting with €,)* on both sides and reads M, = —¢,,"M,

(the signs here are purely conventional). By using these two relations we can easily express
the conformal algebra (4.21) in terms of the new Lorentz generator M,,. For instance, we

find that
loa Z loa
(M, P,] = §eup (M, P, = 56;/) (MupPs — Mo Py)

Working analogously for the other commutation relations we find the conformal algebra

= ic,, P, (4.25)

to read D,

D,
[P
(M,
[M,,

(M,

D+ e, M
(77" + € M,) (4.26)

By
K]
K]
B)]
K]
M,]

This is the representation of the three—dlmenswnal conformal algebra that will henceforth
be used in this thesis.

In particular we note that all commutators including the generator of dilations, D, and
another generator X,, can be written on the form

D, X,] = iwX,. (4.27)

We say that the algebra is graded by D and refer to the constant w as the weight
of respective generator X, with respect to this grading. The weights of the different
generators are summarized in table 4.1.

Weight ‘ Generator

1 P,

0 M,, D

-1 K,

Table 4.1: The weights of the conformal generators with respect to the grading in D.

4.2 The Superconformal Algebra

The fact that all generators of the conformal group are of integer weight with respect
to the grading in the dilation generator D reflects the fact that they all correspond to
bosonic degrees of freedom. If we also want to include fermionic degrees of freedom,
thereby enabling the group to describe a supersymmetric theory, we need to introduce



34 Chapter 4 Conformal and Superconformal Symmetries

generators of half-integer weight. We define the fermionic generator Q! to have weight
w = 1/2 and S,! to have weight w = —1/2. Here, « is a spinor index indicating that
we are now working with fermions, whereas [ is an internal vector index related to the
so-called R-symmetry in a way we will soon understand.

We now want to construct the superconformal algebra. By studying the grading in
table 4.1 we realize that the commutator of the two fermionic generators Q! and Q°’
must be proportional to the generator of translations. But since our construction of a Lie
algebra from section 3.1 only applies for bosonic generators, and not for the Grassmann
generators describing fermions, we first need to extend the concept of a Lie algebra to a
Lie superalgebra. Its definition is very similar to definition 3.2 of a Lie algebra, but the
Lie bracket is exchanged for the Lie superbracket. It reads:

Definition 4.1: A Lie superalgebra g is a vector space together with a bilinear mapping
[.,.]: g xg— g known as the Lie superbracket, such that all elements x,y, z € g satisfy

super skew-symmetry
and the super Jacobi identity

where |z| denotes the Grassmann parity of x which is 0 (even) if x is bosonic and 1 (odd)
of x 1s fermionic.

The Lie superbracket can be realized by the so-called supercommutator

[z, y} = xy — (1) Wy, (4.30)

Note that this becomes an anticommutator if both x and y are fermionic, and otherwise
an ordinary commutator. Following our discussion above we can, thus, conclude that one
of the commutation relations of the superconformal algebra, at least up to a multiplicative
factor, must be of the form

{QQI,QBJ} _ _251J(7u)aﬁpm (4.31)

where v are the gamma matrices. A completely analogous argument for the fermionic
operator S, yields the relation

18,1, Sp”} = 20" (") ap K. (4.32)

The fermionic generator Q! is often referred to as the “generator of supersymmetry”.
Together with P, and M, it forms the super-Poincaré algebra, which is a subalgebra of
the superconformal algebra. In the same way as the generator K, of special conformal
transformations naturally appeared when we extended the Poincaré algebra to the confor-
mal algebra, the generator S,’ appears when we want to combine this Q-supersymmetry
with conformal symmetry. S, is, thus, referred to as the generator of special conformal
supersymmetry transformations [18].

Sticking to the analogy with the conformal algebra we realize that there should also be
some symmetry relating the ¢)- and S-supersymmetries, just like P, and K, were related
via M, and D in the algebra (4.26). Such symmetries are known as R-symmetries. The
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generator of this symmetry must have weight w = 0 and carry two vector indices, and we
choose to denote it as 777. Studying table 4.1 we see that also M, and D should appear
in the commutator {Q*!, S 57 } since also they are of weight zero. It should consequently
be of the form

{Q", 83} = —20"765D — 26" (") ;" M,, + 45T, (4.33)

where we, once again, point out that the specific coefficients depend on conventions. By
closer studying the Lie superalgebra constructed this way, one can show that the R-
symmetry generators 777, in three dimensions, must be the generators of SO(N) where
N is the number of supersymmetries in the theory (i.e., the number of values the vector
indices I and J can take) [20]. Hence, 7?7 must satisfy the commutation relation (4.23)
of the SO(NV) generators. With a normalization that will prove to be convenient for the
theory we will construct in chapter 6, we can thus write

[Ty, T = —2i8; Ty, (4.34)

Furthermore, since the generators Q* and S,! are the only generators of weight % and

—%, respectively, we realize that their commutation relations with 77/ must be of the
forms
[T, Q) = =i Q™" [T, Sax] = —i0KLS.". (4.35)

The generators of the superconformal algebra are summarized in table 4.2, where also
their weights with respect to the grading in D are given.

Weight | Generator
1 P,
1/2 Qa[

0 D, M,, T/
—~1/2 SI
-1 K,

Table 4.2: The weights of the superconformal generators with respect to the grading in D.

Above we have derived all commutation relations including only the generators that did
not appear in the conformal algebra, i.e., Q*', S,* and T?7. By construction we also
know that

[D,Q"] = %Q‘“, (D, Sk = —%Si. (4.36)

However, studying the grading in table 4.2 we realize that there must be four more non-
zero commutators consisting of one “new” and one “old” generator in the algebra. We
could in principle write down the form of these four commutators already, but since the
coefficients will not be uniquely determined until we have chosen a specific representation
of the generators, we leave it be until chapter 6. There we will construct the entire su-
perconformal algebra working with a representation of the generators that is particularly
suitable for higher spin theory.

It should be mentioned that there actually is an additional R-symmetry, corresponding
to global U(1) transformations of the fermionic generators [21]. However, as we will
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only construct the superconformal algebra explicitly for the spin 2 case, the gauge fields
corresponding to this symmetry will vanish. This is for the moment not at all obvious,
but after having introduced both higher spin theory and our explicit construction of the
superconformal field theory it will become very clear.



Chapter 5

Higher Spin Theory and
the AdS/CFT Duality

Two of the main reasons why superconformal field theories are of interest in string and
M-theory are their role in the AdS/CFT correspondence and the possibility to construct
higher spin versions of them that have clear resemblances with essential features of string
and M-theory. In this chapter we will explain these motivations for studying supercon-
formal field theories in more detail.

The first part of the chapter motivates why higher spin theory in general is of interest,
and why we want to apply it to the superconformal algebra. We then discuss how the
higher spin algebras can be constructed and provide the so-called unfolded formalism of
higher spin theory, which enables us to write down an explicit equation of motion known
as the unfolded equation. In the second part of the chapter we introduce the AdS/CFT
duality and discuss its relevance for the theory we are to construct.

5.1 Higher Spin Theory

Although all elementary particles contained in the Standard Model have spin 1 or lower
and the (hypothetical) graviton and its supersymmetric partner the gravitino have spin 2
and 3/2 respectively, theories describing states of even higher spins have, for a long time,
been studied in theoretical physics. The motivation for these studies have, however,
varied in time. Already in 1939, Fierz and Pauli studied the free field equations for
massive fields of arbitrary spin [22]. Their motivation was simply that there are higher
spin representations of the Poincaré group, and therefore it was natural to search for
field theories with particles carrying these representations (since Lorentz invariance is
required, all elementary particles must be irreducible representations of the Poincaré
group in Minkowski space).

Along with the discovery of supergravity in the mid-1970s, the search for consistent inter-
actions of massless higher spin fields was intensified, e.g., since one hoped that inclusion
of such interactions would yield a better quantum behavior of the theory [9]. A big
breakthrough came in 1978 when Flato and Fronsdal in [23] moved the setting from

37
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Minkowski to Anti-de Sitter space. They there showed that two Dirac singletons in AdSy
give rise to an infinite tower of massless higher spin representations (we will come back
to the Dirac singleton representation in section 8.1). One year later, Fronsdal suggested
that a theory of interacting singletons would yield interactions between massless higher
spin fields [24]. In 1987, Fradkin and Vasiliev proved that gravitational interaction terms
of massless higher spin fields exist but involve inverse powers of the cosmological con-
stant [25]. This explained why the studies in the flat space limit A — 0 had not been
successful. These observations made in the 1970s and 1980s are the motivation for many
applications of higher spin theory yet today, with the superconformal field theory we are
about to construct being one of them. This will become clear in chapter 8.

In the late 1980s, also string and M-theorists were drawn to higher spin gauge theories.
All string theories contain an infinite mass-spectrum of ever higher spins. This resembles
the infinite tower of spins that inevitably appears in higher spin theories as soon as one
state with spin greater than two is included (we will see explicitly how this infinite tower
appears in section 6.3), with the difference that these states are massless. For this reason,
the efforts of formulating string theories as higher spin gauge theories have been focused on
the tensionless (and thereby massless) limits of the string theories. A successful example
of such a reformulation was recently found in [26]. The motivation for M-theorists to
study higher spin theories emerged with the discovery of the supermembrane in 1987,
and in particular the observation that its local fermionic symmetries requires the eleven-
dimensional supergravity equations of motion to be satisfied [27]. Theories studying
supermembranes in AdS, x S7 backgrounds, whose spectra was proposed to contain the
massless higher spin states created by two AdS, singletons, were launched the following
year [28]. The singletons proposed in these theories were N = 8 singletons, meaning
they obeyed 8 supersymmetries, and had propagating degrees of freedom only on the
boundary of the AdSy space. In accordance with the AdS/CFT correspondence they can
then be described by a three-dimensional conformal field theory. In section 8.1 we will
see explicitly how such singletons appear.

Even more attention has been directed towards higher spin theories since Maldacena’s
discovery of the AdS/CFT correspondence in 1997. This conjectured duality relates
theories in the bulk of AdS spaces, such as string and M-theories, to the conformal field
theories on its boundaries [3]. The duality will be described in more detail in section 5.2,
but the usefulness of higher spin theories when trying to understand it is already apparent.
Since the precise formulation of string and M-theories in AdS spacetimes are yet not in
place, it is mainly a weaker form of the duality that has been investigated; one including
gauged supergravities in the AdS bulk. These are believed to describe the low energy limit
of string/M-theory in AdS backgrounds [9]. Since both these theories and the conformal
field theories living on the boundary can be formulated as higher spin gauge theories,
this enables a convenient method of investigating the claimed correspondence between
the two.

The AdS/CFT duality most relevant for this thesis is the AdS,;/CFTj; duality, which
enables a correspondence between M-theories in AdS; x ST backgrounds and three-
dimensional conformal field theories. As discussed above, the former can be described
as a higher spin theory with a spectrum created by two N = 8 singletons. A complete

higher spin formulation of the three-dimensional conformal field theories have, however,
still not been found for N > 1. If this can be achieved, the AdS,/CFTj duality could be
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studied in detail, and we would hopefully gain new insights about M-theory in AdS, x S7
backgrounds, and thereby also about M-theory itself.

The explicit procedure of generalizing a theory to include higher spins varies a lot for
different theories. In section 3.5 we briefly discussed how a three-dimensional AdS theory
of gravity could be described as a Chern-Simons gauge theory with SL(2, R) x SL(2,R) as
its gauge group. For such a theory, the extension to higher spins is (at least in principle)
almost trivial. To couple this theory of spin 2 gravity to all spins up to some integer n
we simply have to extend the gauge group to SL(n,R) x SL(n,R). Higher spin theories
of this kind have proven to have a lot of interesting geometrical features, especially with
regard to singularity resolution. They have for instance been used to resolve the Big
Bang singularity in [29], and to construct higher spin black holes in [30].

For conformal theories, the extension to higher spins requires more sophisticated meth-
ods. One possibility is to employ a metric-like formulation where symmetric higher spin
fields ¢,,,..,, of spin s are introduced analogously to how the metric is introduced in the
metric formulation of general relativity. This is often referred to as the Fronsdal formula-
tion. Another possibility is a frame-like formulation, where the higher spin fields ¢, .
are replaced by frame-like fields e,*+%~* and spin-like connections w,* %=1, This is
completely analogous to how we reformulated (super)gravity in the Cartan formalism, to
be able to form spinors. Since we want to construct a supersymmetric higher spin theory
we once again choose the frame-like formulation. To find the equations of motion we will
use a method called unfolding, developed by Vasiliev in [11-13].

5.1.1 The Higher Spin Algebra and Unfolded Formalism

Unfolding is a general approach for reformulating systems of differential equations to first
order form. It is especially valuable in applications to interacting higher spin systems,
since it provides the only known examples of exact formulations of such systems [10].
The solutions to the equations of motion describing a field theory are, in general, zero-
forms (functions) of the local coordinates of the manifold. By introducing the gauge
potential 1-form, which makes it easy to ensure the necessary invariance under local
gauge transformations, we unfortunately interweave the dynamical degrees of freedom
with the ones that are gauge artefacts. In the unfolded formulation, one introduces a
master gauge field and a master scalar field in an extended spacetime, which in addition
to the usual (commuting) spacetime coordinates also has non-commutative (Grassmann
even) spinorial coordinates [9]. By doing this, the physical degrees of freedom can be
extracted in a clever way.

For the purposes of this thesis, only a fraction of the vast subject of unfolding will be
of interest. First, a brief understanding of the three-dimensional conformal higher spin
algebras in the unfolded formalism will be needed!. Then, the so-called unfolded equation
(of scalar fields) can be formulated.

In section 4.1.1 we proved that the conformal algebra in D dimensions is so(D,2). In
D = 3 we can, due to the isomorphism so(3,2) = sp(4, R), easily construct the conformal
algebra using the two-dimensional quantum harmonic oscillator as our starting point. We

!There is a very similar formulation for the higher spin algebras of AdSy, see, e.g., [31]
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know that this can be constructed from two pairs of creation and annihilation operators
ai, ai, as, and a; In higher spin theory we gather these into a quartet Y4 (where
A =1,2,3,4) of operators satisfying the canonical commutation relation

VA VP = 2iCc45, (5.1)

where C48 is the antisymmetric invariant tensor of sp(4,R) (often referred to as the
charge conjugation matrix). The higher spin algebra is then defined as the algebra of
all even functions f(Y) in V4, which is an associative algebra. Since it is often more
convenient to work with ordinary commuting variable Y4 than the operators YA we
want to introduce an associative product multiplying these. A convenient choice is the
(Moyal) star product * defined by

(f % 9)(Y) = f(Y)exp (101C4Pp) g(Y), (5.2)

where d denotes a partial derivative acting to the left.

One of the strengths of the unfolded formalism is that it encapsulates the entire infinite
tower of spins into simple equations. To achieve this, some quantities must be gathered
into so-called master forms: differential forms summing up the contributions from all
spins. In the unfolded equation for scalar fields, two such master forms appear: the
master gauge connection (which is a one-form) and the zero-form master field. The
former reads

A= i(_i>nf4n = i(_i)nAngmanTaL..an (5'3)
n=1 n=1

and is a just a generalization to higher spin theory of the gauge potential one-form
introduced in equation (3.35), although with a different normalization.

To form the zero-form master field we need a convenient basis to express the higher spin
fields in. Due to the Lie algebra isomorphism so(3,2) = sp(4, R), the conformal algebra
in three dimensions can be constructed by means of two commuting SL(2,R) = Sp(2, R)
spinors ¢* and p,, since they together span a real four-dimensional spinor. The SL(2,R)
spinors ¢ and p, will be studied in more detail in the next chapter, where they will also
be given an interpretation, but for now we merely need to use one of them to expand the
master field into its higher spin components. We write

[e.e]

O(x) =D 0™ (¥)Pay - - Daun (5.4)

n=0
where the term with n = 0 corresponds to the scalar field ¢(z).

With these concepts in place we can formulate the (sourceless) unfolded equation. It
reads
Dd(z) =0, (5.5)

where D = d + A is the covariant derivative containing the master gauge potential and
®(x) is the master field.

Motivation for the unfolded equation can be found in the Bargmann—Wigner equations,
which describe free particles of arbitrary spin. For a free particle of spin s they are a
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set of 2s coupled linear partial differential equations, each resembling the Dirac equation,
which read

(V") Dyt () = 0 (5.6)

for r =1,...,2s. Here D, = 0, + Q,, (with €, being the connection) is the covariant
derivative and ¥q; . .a!...as, (x) is the wave function. Massless fields in four dimensions can
be described as higher-spin Weyl tensors Cly, . a,, and Cy, 4., [32]. Such fields obey the
Bargmann-Wigner equations in the form

6578656’7(12,”0625 = O, eﬁﬁaﬂgCﬁdz,_d% == 0, (57)

where ¢’ is the invariant metric of the Lorentz algebra so(3,1). By identifying the higher
spin fields of our master field expansion (5.4) as a composition of such higher-spin Weyl
tensors, we realize that the step from the Bargmann—Wigner equations (5.6) and (5.7) to
the unfolded equation (5.5) is not very far.

5.2 The AdS/CFT Duality

The AdS/CFEFT duality was first proposed by Juan Maldacena in 1997 [3]. It gives a
relation between the AdS spaces used in theories of quantum gravity and the conformal
field theories used in, e.g., Yang-Mills and Chern-Simons theories to describe elementary
particles. It is often described as a holographic duality, since it claims that the bound-
ary of the “bulk” AdS space can be regarded as the spacetime for the dual conformal
field theory. This implies that the conformal field theory that is dual to a theory in d-
dimensional AdS-space must be (d — 1)-dimensional, meaning we have an AdS,;/CFT,_;
correspondence. The AdS/CFT duality provides the most successful realization of the
conjectured holographic principle which, e.g., could resolve the black hole information
paradox [33].

The perhaps greatest appeal of the AdS/CFT duality is that it enables non-perturbative
formulations of string and M-theories. The interactions of strings (or membranes) is
usually expressed in perturbation series generalizing the Feynman diagrams of quantum
field theory. However, since there is also a non-perturbative formulation of quantum field
theory, the AdS/CFT duality opens the door for non-perturbative formulations of string
and M-theories on AdS-spaces. One of the most interesting AdS/CFT correspondences
is the one between type IIB string theory compactified on AdSs; x S® (meaning the
gravitational theory effectively lives in five-dimensional space-time, whereas the remaining
five dimensions are compact) and N = 4 supersymmetric Yang-Mills theory, which is a
four-dimensional CFT. Another interesting correspondence is the one between M-theory
compactified on AdS, x S7 and superconformal field theories that can either have N = 6
(ABJM theories) or N = 8 (BLG theories) depending on which kind of M-theory one
is studying. Since these superconformal field theories will be three-dimensional, this
correspondence will be to one of most relevance for this thesis.

Already in the beginning of this chapter we discussed the observation first made in
the 1980s, that infinite towers of massless states with increasing spin appear in both
higher spin theory and the tensionless limits of AdS compactifications of string and M-
theories. This leads us to suspect that there might also be a correspondence between
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higher spin gauge theories on AdS-spaces and conformal field theories. In 2002, Klebanov
and Polyakov conjectured such a correspondence for CFTs with O(N) symmetries [34].
This was further evidenced by Giombi and Yin when they in 2009 verified the corre-
spondence for the higher spin theory in AdS, (expressed in the unfolded formalism) [35].
Hopefully, the higher spin correspondences can help to gain a better understanding of
the string/M-theoretical versions of the AdS/CFT correspondences.

The AdS/CFT is a strong-weak duality in the sense that strongly interacting fields of the
quantum field theory correspond to weakly interacting fields in the gravitational theory.
Since weak fields are easier to treat mathematically, using e.g. perturbation theory, the
AdS/CFT has found applications in several fields aiming at describing strongly coupled
quantum systems. Examples include the study of quark-gluon plasmas in QCD and
the phase transitions of superconductors and superfluids in condensed matter physics

[36,37).



Chapter 6

Quantizing the Superconformal Algebra

Any theory aiming at describing the most fundamental constituents of the Universe must
be quantized. In analogy with this, we should before constructing the superconformal
higher spin theory we are aiming at, first quantize the superconformal algebra.

We will begin this chapter by giving two equivalent ways of quantizing the (purely
bosonic) conformal algebra, the star product formulation and the operator formulation.
In this process we will also introduce a new representation of the generators of the con-
formal group, one that can easily be generalized to also include the corresponding higher
spin generators. We then extend both methods supersymmetrically and use them to
derive the superconformal algebra in its entirety. Finally we discuss how the higher spin
algebras based on the conformal and superconformal algebras can be constructed.

6.1 The Bosonic Part of the Algebra

In the previous chapter we identified the Lie algebra isomorphism so(3,2) = sp(4,R),
where SO(3,2) is the conformal group in three dimensions. This indicates that we can
construct the algebra using two commuting SL(2,R) = Sp(2, R) spinors ¢* and p,, since
they together span a real four-dimensional spinor. The variables ¢* and p,, can be inter-
preted as the phase-space variables, which classically can be regarded as the generalized
coordinates and conjugate momenta, respectively. This construction was first used in [38].
We now want to construct the explicit star product for this representation.

The invariant tensor appearing in equation (5.2) defining the star product can now be
taken to be the invariant tensor ¢ of SL(2,R) (see appendix A for conventions). Note,
however, that there is a factor of 1 differing equation (5.1) from the ordinary canonical
commutation relation of the position and momentum operators'. The star product in

'This assumes that we let the doublet Y* consist of the operators ¢* and p. and not, e.g., ¢* and p°.
Then we would also catch an additional minus sign, since the index of p, in the canonical commutation relation
[@%, py]) = 905 can be raised with A7, resulting in [§%,p°] = —ie*®. In the end this is only a matter of convention.

43
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our construction of the conformal algebra will consequently read

(f*9)(q,p) = f(q,p) exp B (8, 0,) (_01 (1)> <§Zﬂ 9(q,p)

7 -

5 (0,0, = 0, q)] 9(¢,p)- (6.1)

In explicit calculations it is often convenient to perform a Taylor expansion in this ex-
pression.

= f(q,p) exp {

To construct the (bosonic) conformal algebra we will consider star commutators of the
form [f,gl, = f*xg — g* f with f and ¢ being generators. Before the extension to the
corresponding higher spin algebra, the conformal algebra only contains spin 2 generators
which are of second order in the phase-space variables ¢* and p,, something we will soon
see explicitly. This means that the star product can be written as
spin- i,s 7 8 1 =2 5 F\2

(f % g)Pn2 = f [1 + 5(8,181) — 0,0,) — Z(ﬁqap — ﬁpﬁq) } g, (6.2)

which gives the star commutator
of dg 99 Of

[f, glPm? =i (aqa ap - dq™ Op ) =i{f,g}ps, (6.3)

where the zeroth and second order terms vanish since ¢, and p® are commuting vari-
ables (of which f and g are functions)?. Note that the result, up to a factor of i, is
precisely the Poisson bracket, which thus can be regarded as the spin 2 limit of the star
commutator.

Let us also compute the star commutator of the phase-space variables. We find that
i ary o a5 9 a Ve
2 [q (8q3p)p5 "’pﬁ(apaq)q ] = 2557 (6.4)

whereas [¢%,¢°] = [pa,ps] = 0. Note that these imply the Poisson bracket relations
of the canonical coordinates well-known from the Hamiltonian formalism of classical
mechanics.

[q%, Pl =

6.1.1 An Explicit Representation of the Generators

We now want to find a representation of the generators, in terms of the phase-space
variables ¢* and p,, that recreates the conformal algebra (4.26). To be able to construct
vector representations of the generators from spinors, we will use the three-dimensional
gamma matrices. Our representation follows the conventions of [39] and reads

Pt = —3(7)apq"d’

M®* = —3(v"). q"ps
D= _%qapa

K* = =1(v)*paps.

2It is actually easy to realize that all terms of even order in the Taylor expansion of a star commutator must
cancel out, since they appear pairwise with opposite signs.

(6.5)
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It must now be verified that these generators really satisfy the conformal algebra, provided
that we use the star commutator in the construction.

We will here verify two of the six non-zero commutation relations. First we note that

i i

a 1 a o i(5,8,—8,0. i (5,8,—,0, a
PR, = 107)an 6 [ et O et (00 o

=i(7"7")a"a"ps (6.6)
= i(e”.(v°)a"q"ps + 1" P0)
= —2ie"’ M° — 2in™D,

and then

[ SIS

1 e o e s (s 5 5 =
[D, Pa]* _ Z(fya)aﬁ {qo‘pae (8q8p—8pdq) qocqﬁ o qaqﬁeg (8qdp—8p3q) qapa:|

1
— _ (A0 a, B

=P

(6.7)

Note that both results agree with the conformal algebra (4.26). Since the generators
are only of second order in the phase-space variables and all terms of even orders in an
expansion of a star commutator must vanish, what we have computed is (modulo a factor
of i) just the Poisson brackets. Working completely analogously one easily verifies that
also the rest of the conformal algebra is satisfied by the generators in equation (6.5).

6.1.2 The Equivalent Operator Formulation

Inspired by the quantum mechanical operator formulation of the canonical commutation
relations, one may wonder if an analogous formulation is possible also here. Then we
can abandon the star products. This would be especially tempting when we are to
extend the theory to include higher spins, and thereby will obtain more non-vanishing
terms in the star commutator expansions. In the operator formulation, the phase-space
variable no longer commute, but are instead regarded as operators satisfying the canonical
commutation relation

(%, pg] = i03. (6.8)
In a quantum mechanical formulation, each observable should correspond to a Hermitian
operator having real eigenvalues. Since [¢%, ¢°] = [pa, ps] = 0 still holds, the generators

P® and K*® from equation (6.5) are obviously already Hermitian.

To check if M* is Hermitian we first need to clarify how the spinorial indices should be
raised and lowered. The indices of p, and ¢* are by definition raised and lowered from the
left with the antisymmetric €*. Since the first spinor index of the gamma matrices (7¢),”
is raised and lowered from the left but the second one from the right, this implies

¢*(1")a” = €7¢,(1")a” = =, (1")a” = —4a(7")*, (6.9)

whereas

(7)a"ps = (7)o €ayp” = (7*)app”. (6.10)
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Hence we only pick up a sign when we flip the first spinorial index of a gamma matrix
with the index of either ¢ or p,.

We can now easily identify M® as Hermitian, since

a 1 a 0% 1 a (0% 1 a (0% a
(M) = =5 (15" 00 = =5 (1)a"Psa” = =5 (1) a"ps = M*, (6.11)
where we at the third equality used equation (6.8) and that the three-dimensional gamma
matrices are traceless; see appendix A for an explicit representation. The generator D
from equation (6.5) is, however, obviously not Hermitian. This can easily be adjusted by
rewriting it as

1
D= _Z<qapoc +pocqa)> (6'12)

which for the commuting phase-space variables is equivalent to equation (6.5). The
process of constructing Hermitian generators is often referred to as a Weyl-ordering of
the operators ¢“ and p,.

We now want to verify that the four Hermitian generators, i.e. P*, M* and K* from equa-
tion (6.5) and D from equation (6.11), satisfy the conformal algebra (4.26) provided that
q* and p,, are regarded as operators satisfying the canonical commutation relation (6.8).
Let us verify the same two commutation relations as we did in equations (6.6) and (6.7)
for the star product construction. We find that

a 1 a (6%
[P, K" = e )as(7")°[4%¢", pyps)
i ) .
= 5(1"7")a” (4P + psd”)
/L. a C (0% a (0% (0%
= 5[2¢"c(1)a"a"ps + 1" (4°Pa + Pad”)]

= —2ie" M° — 2in™D

(6.13)

and |
(D, P = g(va)aﬁ([(ﬂm, ¢*¢"] + [p,q", 4“¢"))
¢ o B (6.14)

which both agree with the conformal algebra. The calculations for the remaining com-
mutators are completely analogous, and show that the operator formulation constructed
above obeys the conformal algebra.

6.2 The Supersymmetric Extension

In order to describe a supersymmetric theory we must also include the fermionic gen-
erators, i.e., extending the conformal algebra to the superconformal algebra introduced
in section 4.2. We will first conduct this extension in the operator formulation, before
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illustrating how the analogous procedure can be carried through via the introduction of
an extended star product.

Since the fermionic generators, as we saw in section 4.2, are supposed to be anticommuting
operators® we cannot construct them from the commuting (Grassmann even) operators
q* and p,. Consequently, an anticommuting (Grassmann odd) object must be introduced
in their construction. We will use the vectors A\’ to write the fermionic generators as

Q= g\ (6.15)
St = puAl. (6.16)

We choose the normalization of these vector such that they obey the Clifford algebra
(ALY =261, (6.17)

By using the vectors A/ we should also be able to construct the bosonic SO(N) R-
symmetry generators 777 that was discussed in section 4.2.

Since we require all generators to be Hermitian, 777 must be of the form

i
T = §(A1AJ — A7), (6.18)
These generators commute as
1 1
[Ty, T = —— [ Adg, AFAH] = - (Ao AT = 8 AN 4 AF T = 6T )
1 1
o (S AnxH + 2610 ) = 1 (317 (= A1)
= —2i0} Tp", (6.19)

which is precisely the so(/V) algebra (4.34), as we expected. At the second equality we
used the relation

I NE] = MO AEY — (AL NI = 25750 — 675\ ), (6.20)

from which also the commutation relations with the two fermionic generators follow
directly as
[Trs, Q"] = =i/ Q%L

[T[J, SQK] = —iéf]LSaL.

(6.21)

We should also prove that these constructions of the fermionic generators satisfy the
commutation relations (4.31)— (4.33). By acting with (7,)*” on both sides of the definition
of P in equation (6.5), we directly find that

¢°¢" = —(7)*"P* (6.22)

and thus
{Q, Q%Y = ¢’ {N N} = 26" (7,)*7 P, (6.23)

3In the sense that their Lie superbracket should become an anticommutator, not in the sense that they
anticommute to zero.
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which agrees with equation (4.31). A completely analogous calculation starting from the
generator K* yields equation (4.32), i.e.,

187,957} = —26" (74)ap K*. (6.24)

To compute the commutator {Q*/, Sz} we first note that the definitions of the (Her-
mitian) generators M® in equation (6.5) and D in (6.12) imply that we can write the
Hermitian operator ¢“pg + pgq® as the linear combination

q“pp + ppq” = 205D + y(va)* g M* (6.25)

for some constants x and y. Upon multiplication of both sides by 07 we see that x = —2.
Instead multiplying by (7%).” we see that also y = —2. Consequently,

{QaI7S,BJ} _ {qa)\l’pﬁ)\J} — qap,g{)\l,)\‘]} . [qa7pﬂ])\J)\I _ 26[anpﬂ . Z'(Sg)\J)\I
1
=6/ (qo‘pg + pgqa) + 552 ()\IX] — /\J/\I)
= —20"765D — 26" (v*) * M, + 45T, (6.26)
which agrees with equation (4.33). At the second line we used that the number terms

that appear when we construct Hermitian objects from the two terms, i.e. when we Weyl
order them, cancel each other out.

We have now derived all commutation relations that contain two of the new generators
Q. S, and T?/. There are also some non-zero commutation relations including one
new generator and one of the conformal ones. These are completely trivial to derive in
the operator formulation. One of them is derived as follows:

1 i
(K, Q) = —5(7“)5”[p/3pmqa/\1] = 5(7“)5” (09ps + 05p, ) N =i(v*)*°Ss",  (6.27)

and the other five in the same manner.

With these commutation relation in place, we have derived the entire superconformal
algebra. It reads
jet M
jeab pe
jeab ke
€t Me — 2in™D

(M, M|
[ P'|
(M, K"
[P, K]
[ P
1D, K]
]

']

]

]

]

[D rol =1 Qa[

[D, 5,1 =

[P, S5'] = ( )BaQaI (6.28)
[Ka Qal — ( a)oaﬁS I
[Ma Qal — ( a) aQﬁI
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(M7, 8,1] = =5(1")" S5

[TU7 Q] = _idfgLQaL

[T Saxc] = =165 S, "

{Q*, Q%) = —20"(y)*P,

{8, 87} = —26"" (") as Ky

{Q, 837} = —26"765D — 20" (v,) " M + 455T"
(T1s, TF") = —2i8; Ty "

and we will in the following chapters use it to construct a supersymmetric conformal field
theory in three dimensions.

6.2.1 The Extended Star Product

Exactly like for the conformal algebra, the superconformal algebra can also be constructed
using an extended (super)star product. In the star product formulation, the phase-space
variables ¢ and p,, were regarded as Grassmann even quantities commuting to zero. The
vectors A were, however, introduced as Grassmann odd quantities, meaning their Lie
superbracket is an anticommutator. In the extended star product formulation they must,
consequently, anticommute to zero, meaning

MM = XN\ (6.29)
Such quantities are often simply referred to as “Grassmann numbers”.

In the previous section we saw that, in an operator formulation, A\’ can be taken to
satisfy the Clifford algebra {\, A’} = 26!/, This indicates that their invariant tensor
can simply be chosen as the Kronecker delta, which can also be regarded as a consequence
of the vectors A\ generating the whole so(N) algebra themselves. The generalization to
an extended (super)star product must, consequently, read

(f*9)(a.p,\) = f(g,p,\) exp %(5q5p — 0,0y) + 0\Dr| 9(a,p, ). (6.30)

To verify that also this construction satisfies the superconformal algebra (6.28) is now a
trivial matter. The only difference to the purely bosonic case is that, since we are now
studying a superalgebra, we have to extend the concept of the star commutator to the
star supercommutator satisfying

[z, ) = xxy — (=1)1FWy 5 2. (6.31)

We will not give the calculations of all 18 non-zero star supercommutators of the gener-
ators, but settle with two to illustrate the process.

First we compute the star anticommutator
(0,5,"1, = ¢° A o3 (808,-8,8,) +5:8) s’ + g 7 o5 (8a8,—8,8,) +08: oA
=¢"ps{ N, N} + %53 NN+ 6" (¢%ps + pag®) + %535”(1 —1)
= —20"765D — 26" (%) 3" M, + 465", (6.32)
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where we in the last step used equations (6.25) and (6.29). It is easy to realize that all
terms of even order in the Taylor expansion must cancel out, also for the star anticom-
mutator. We also compute the star commutator

l

[TIJ’ QaK]* -2 <)\I>\J65)\5)\ eNE — qa)\Keé)\c’?)\ )\I)\J>
_ %qa (875N — 51K\ (6.33)
= —id Q.

Here there is a small subtlety involved at the second equality. One has to recall that
the product rule for the Grassmann derivative dp of two Grassmann numbers ¢; and 6y

reads 9 99 99
= (0;6) = 520k — =0,
00; 00; 00;
since the Grassmann derivative must be anticommuted with 6; to reach the second term,
thereby picking up a sign. Note that both star supercommutators above agree with
the superconformal algebra (6.28). It can easily be shown that the same holds for the
entire superstar product construction. The reason we tenaciously keep formulating two
equivalent constructions of the superconformal algebra is simply that the suitability of
respective construction varies greatly depending on what one wants to compute.

(6.34)

6.3 Including Higher Spins

Our formulation of the bosonic generators in terms of the SL(2,R) spinors ¢* and p,
is constructed in a way that is easily generalized to include higher spins. It is merely a
question of including more spinors in the generators. If we let n, and n, denote the number
of ¢* and p, spinors in the generators, the spin s generators must contain n,+n, = 2(s—1)
spinors in total. If we also let ¢ < min(n,,n,) denote the number of contracted spinor
pairs q - p = ¢*pa, the generators can be written on the form

l n n
G(ngs mp, €)1 = (=1 20 glen | gunaeponenn o) (gL p)e,  (6.35)

where we have let 2N = n,+n, —2c (which makes it redundant to explicitly write out the
value of ¢ on the LHS). Note that due to the antisymmetry of the SL(2, R) metric €, all
these generators must be irreducible representations (irreps) of sl(2, R) and thus totally
traceless, i.e., traceless in all pairs of indices. Also note that these generators contain all
polynomials of even degree in ¢® and p,, which agrees with how we defined the higher
spin algebra in section 5.1.1, and that they are not Weyl ordered by construction but
that this easily can be implemented.

These generators can then easily be written on tensorial form carrying spacetime indices
by combining the 2N spinors into N pairs contracted with one gamma matrix each. This
results in

np—c

l n. n
G(nq7np)a1...a]v :(_1){ 2 J (_%)2( atnp)
(Y Vasaz (Y asy 1asn @™+ - - g ma=ep™ma=e+t . p®2N)(q - p)°, (6.36)
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where the new signs come from raising the indices on the Ln”;cj Da,, SPinors that are con-
tracted with the first index of a gamma matrix, in accordance with equation (6.9). Since
the generators in equation (6.35) were irreducible representations of sl(2,R) and, thus,
symmetric and traceless in the spinorial indices aq, ..., asy, also the tensorial generators
must be irreducible representations of sl(2,R). We say that the (flat) spacetime indices
ai,...,ay are in the symmetrized traceless representation.

It is easily verified that equation (6.36) reproduces the generators from equation (6.5)
in the spin 2 case, when n, + n, = 2. For spin 3, equation (6.36) instead yields the
generators

G™(4,0) = %(v“)aﬁ(v”)wsq ¢, G(2,2) =4(q-p)

G*(3,1) = 1(v)ap(V)160“ 7P, G*(1,3) = =1 (7)as(1")4s P’ pp",
G*(3,1) =1(v)apq"d"(q - p), GU(1,3) = —=1(7)appr”P’ (¢ D),

G(2,2) = —=1(Yap(Y")1sa """, G®(0,4) = 1(Y)ap(V")1sp™ P pD".
G“(2,2) = 1(7")apq"?’(q- D), (6.37)

To construct the spin 3 algebra we need to compute the star commutators of these
generators, so let us first investigate how the star product of two generators of arbitrary
spins look. We introduce the notation G(2n), where 2n = n, +n,, to denote an arbitrary
generator of spin s = n + 1. By studying the star product given in equation (6.1) we
see that the total number of spinors ¢ and p, will be decreased by two in the first non-
vanishing term in the Taylor expansion of the star commutator [G(2n;), G(2ns3)l,, by six
in the second non-vanishing term, and so on*. Hence we can write

[G(2n1), G(2n2)]w = G(2(n1 +n2 — 1)) + G(2(n + 12 — 3)) + ...+ G(ng),  (6.38)

which continues down to the generator G(ng) corresponding to the lowest possible spin.
This is either the spin 2 generator G(2), if both n; and ny are either even or odd, or
the spin 3 generator G(4) if one of ny and ny is even and the other one odd. The spin 1
generator G(0) would correspond to a central charge and is not included in the theory.
Recall that the first term of the star product correspond to the Poisson bracket (modulo
a factor of 7).

We now note that the star commutator of two spin 2 generators G(2) yields another spin
2 generator, which is consistent with the conformal algebra (4.26) being closed. If we
instead want to construct the spin 2-spin 3 algebra we need to compute all commutation
relations of one spin 2 generator GG(2) and one spin 3 generator GG(4). In accordance
with equation (6.38), the result must always be another spin 3 generator G(4). Since
this is the only term appearing on the RHS of equation (6.38), deriving the spin 2-spin 3
algebra is merely a question of calculating the Poisson brackets of the spin 2 and spin 3
generators, found in equation (6.5) and (6.37), respectively. This can easily be done, and
the resulting algebra can be found in [5].

We also want to construct the pure spin 3 algebra. Equation (6.38) then states that the
commutation relations we need to compute are of the form

[G(4),G(4)], = G(6) + G(2), (6.39)

4Recall that all terms of even order in the Taylor expansion of the star commutator must vanish.
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where the spin 4 generator G(6) appears on the RHS. Hence it is impossible to construct
a theory that includes spin 3 fields, without also including the spin 4 fields. The spin 4
generators can, however, easily be constructed from equation (6.36). But when we then
want to construct the spin 3-spin 4 algebra we find that

[G(4),G(6)], = G(8) + G(4), (6.40)

meaning we must also include the spin 5 generators G(8). In this way it continues until
the entire infinite tower of integer spins has been included. We have thus illustrated the
most essential property of all (bosonic) higher spin theories; as soon as the spin 3 field is
included, fields of all integer spins must be included.

So far we have only constructed the higher spin algebra based on the conformal algebra.
To construct the complete superconformal higher spin algebra is a bit more intricate and
will not be done in detail, although it is conceptually easy. The reason for this is that
the fermionic generators Q.; = ¢\ and S,’ = p,\! contain one SL(2,R) spinor and
one vector A/ each, where I = 1,..., N with N being the number of supersymmetries of
the theory. Since ! satisfies the Clifford algebra (6.17) they can be represented as the
SO(N) gamma matrices. This tells us that the set {\, ..., AI¥} forms a basis, which
in the matrix representation is the basis of all 2N x 2N complex matrices.

Taking the fermionic spin 3 generators as an example we can, e.g., construct generators
of the form Q! ~ P\, Q7 ~ P2\ and QK ~ ¢*A\/K and so on, where P¢
is just the generator from equation (6.5). By studying the extended star product from
equation (6.30) we realize that also the star supercommutator of these generators (which
is now a star anticommutator) must satisfy equation (6.38), i.e., the exact same relation
as the bosonic higher spin generators satisfied. As we will soon understand, a fermionic
spin s generator will correspond to a gauge field of spin s — %; for instance, the gauge
field corresponding to the spin 2 generator S,’ will be the spin % gravitino field ¢%;.
Completely analogous to the bosonic case, equation (6.38) thus implies that as soon as
the fermionic spin g field is included in the theory, fields of all half-integer spins up to

infinity must also be included in order to close the algebra.

In the following two chapters we will study two possible ways of deriving the field equa-
tions of the superconformal field theory. We will, however, restrict these calculations
to only include fields of spins up to 2, meaning we will not actually need the explicit
representations of neither the bosonic nor the fermionic higher spin generators. Note
that this spin 2 truncation is consistent, since we have shown that the spin 2 algebra is
closed.



Chapter 7

The Zero Field Strength Equation

Having constructed the superconformal higher spin algebra there are, at least, two meth-
ods for deriving the field equations of the corresponding theory. Either we can use the
unfolded formalism known from section 5.1.1, or we can use that it can be formulated as
a Chern-Simons gauge theory and apply the methods from section 3.4. In section 3.5 we
illustrated how this can be done in general relativity by expressing the Einstein-Hilbert
action as a Chern-Simons action. The explicit procedure for conformal gravity in three
dimensions was first conducted by Horne and Witten in [40], and then extended to super-
gravity by Fradkin and Linetsky in [41]. The explicit construction of the Chern-Simons
action will not be of interest to us. It suffices to know that it is feasible, so we can apply
the equation of motion for Chern-Simons gauge theories.

The Chern-Simons equation of motion was in equation (3.48) derived to be the flatness
condition F' = 0, also known as the zero field strength equation. In this chapter we will
solve this equation explicitly for the spin 2 fields, first for the purely bosonic theory and
then for the supersymmetric theory.

7.1 The Setting

The zero-field strength equation reads
F=dA+ANA=0, (7.1)

where the gauge potential one-form is Lie-algebra valued and, in the spin 2 case, can be
expanded in terms of the generators as A = da#AJT,. We can thus write

1
d(AT*) + §{AGT“, AT} = 0. (7.2)
When at least one of the generators is bosonic, the anticommutator evaluates to
{A T AT = Ay A A [T, T, (7.3)

where the sign in the second term of the commutator comes from changing the order
of the one-forms A, and A,. For two fermionic generators, the anticommutator evalu-

ates to
{A T AT Y = — Ay N AT, T}, (7.4)

23
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since both the fermionic generators and the one-forms are Grassmann odd. This can be
summarized in the form

d(AT*) + (_17)(1”1)',4& AN AT T} =0 (7.5)

of the zero field strength equation, where | - | denotes the Grassmann parity that was
introduced in definition 4.1.

Since we later intend to relate the obtained results to those emerging from the unfolded
formulation of the theory, it is convenient to use consistent conventions in the two ap-
proaches!. We will (almost) follow the convention of the unfolded formalism, with the
gauge potential given in equation (5.3). The gauge potential we will use to solve the
spin 2 equation is thus A = (—i)A; with

Al == eapa + waMa + bD + faKa + aIJTIJ + Z-(XaIQaI + walsal)’ (76)

where the factor of 7 in front of the fermionic generators makes these terms Hermitian.
That the frame field and spin connection can be used as gauge fields was something
we observed already in section 3.5. Similarly we introduce the gauge fields b and f,
corresponding to the generators of scalings and special conformal transformations. Since
T!/ generates SO(N), which is non-abelian for N > 2, the gauge fields ar; will usually
be non-abelian. The gauge fields y,; and ¥*; correspond to the fermionic generators and
the latter will be given an interpretation as the gravitino field.

With these definitions in place, deriving the field equations is merely a matter of applying
the flatness condition (7.5) to the superconformal algebra (6.28). It is then convenient
to project out the terms proportional to respective generator, thereby obtaining seven
equations in total. Before conducting this procedure it is convenient to contemplate the
gauge freedoms of the theory. It will prove possible to fix a gauge that simplifies the
calculations considerably.

7.1.1 Fixing a Gauge

For clarity, the gauge fixing procedure will be illustrated in the purely bosonic case. The
procedure for the supersymmetric theory is completely analogous, and we will work in
the same gauge in both cases. To study the gauge freedom of the system it is convenient
to introduce the gauge parameter

A=APPrp A Ao 1 AP D 4 A e, (7.7)

which is a Lie-algebra valued zero-form generating the gauge transformations. The Chern-
Simons action (3.44) is then invariant under gauge transformations of the form

§A =dA +[A, A (7.8)

Tt is important to point out that the exact relation between the two approaches is still unknown, meaning
they are not necessarily equivalent. This motivates why we want to compare the results stemming from them.
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By inserting the commutation relations of the conformal algebra and projecting out the
equation corresponding to each of the four generators, this yields

a a a M a a
de,® = Dyulip) — e, A — €, AP + b, AL
0w, = DNy + 26, AT — 2¢atef,, AP,
b, = DAY —2¢, " A -2 f, AP
8 fu® = Dyl = bulgey + € fu AN 4 f, AP

(7.9)

Here, D, is the Lorentz covariant derivative, first defined in equation (2.41), containing
the spin 2 connection w,*, meaning

1
De® = de” +w. N e =de” + ie“bcebdewde Aef =de” + €% W’ A el (7.10)

Studying the scaling transformations 6b, above we realize that this is an equation that

can be solved for the symmetry parameter A assuming the vielbeins e,* are invert-
ible, which we declared them to be in section 2.3. This means that we can use the
special conformal transformations to fix a gauge where b, = 0, which is a very conve-

nient choice. This should then, together with the AL solving db, = 0, be inserted into
the expressions for de,®, dw,* and ¢f,", resulting in new expressions for these gauge
transformations.

7.2 The Bosonic Case

Let us first solve the zero field strength equation in the purely bosonic case, i.e., when
only the conformal algebra is considered. By first implementing our gauge choice b = 0
and then inserting the commutator relations of the conformal algebra into equation (7.5)
we find the equations

(P,): De*=0
(M,): dw®+ %e“bcwb Awe —2e%.e’ A fC=0 (7.11)
(D): e*Nf,=0 '

(Ko.): Df*=0,
for the projection of respective generator.

The (P,) equation is precisely the torsion-free condition (2.42), which can be used to
express the spin connection in terms of the frame fields.

Studying the curvature form R%, from equation (2.40), we realize that it written in the
one-index form R* = %e“bcRbc precisely contains the first two terms in the (M) equation

above. By extracting the components of the differential forms we can thus write the (M,)

equation as
R, = 4€"eel [0 (7.12)

Multiplication by e, yields the Ricci tensor R,” on the LHS, since

C

1
e Rt = 55”“&6%0]%#,,1’8 = —-0"R,"=—-R," =R/, (7.13)
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which means that equation (7.12) implies

R, = —80fte f° = =830 fu" = 2(£.7 + 821.1). (7.14)

By computing the trace of both sides we find that

1
fu = SR, (7.15)

where R is the Ricci scalar. Insertion of this into equation (7.14) then yields

1 1
fw/ = 5 <R;w - ZRQ;W) ) (716)

after some renaming of the indices and usage of the metric to lower the upper index.
Note that this, up to a factor of %, is precisely the Schouten tensor S, introduced in
equation (2.53).

Expanding the differential forms, the (D) equation simply states that fi,) = 0, i.e., that
fuw is symmetric. Since the (M,) equation implied f,, = £S,, which we already know
is a symmetric tensor (since both the Ricci tensor and the metric are symmetric), the
(D) equation is merely an identity providing no new physical information.

The (K,) equation can be written as
Dy, f," = 0. (7.17)

By using the vielbein e,* to lower the upper index, which the vielbein postulate (2.33)
allows us to, and implementing equation (7.16) this can be rewritten as

e, D,S,, = 0. (7.18)

The quantity on the LHS is precisely the Cotton tensor C,,, introduced in equation (2.54).
The vanishing of the Cotton tensor implies that spacetime is conformally flat, which is
an expected result since our theory has not been coupled to matter.

While the (P,) and (M,) equations related the different gauge fields to each other and the
(D) equation was merely an identity, the Cotton equation C), = 0 is the field equation
for free three-dimensional conformal gravity. The seven equations projected from F = 0
in the supersymmetric case will play similar roles. But here, also a corresponding field
equation for the fermionic fields, the so-called Cottino equation, and a field equation
for the non-abelian gauge field a;; must appear. Both the (super)Cotton and Cottino
equations will prove to couple the bosonic gauge fields to the fermionic ones.
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7.3 The Supersymmetric Case

By inserting the superconformal algebra (6.28) into the zero field strength equation (7.5)
we find the following seven equations:

(P,): de® + €%’ A e +i(v)* Xar Axs' =0

)t dxXar — s A Xa” — (Ya)ase® A1 + 5 (Ya)a W A xar =0

) dw® + %eabcwb A wE — 26%ee” A €+ 2i(7) 3% Xar AP =0

(D) —ea Af*+ixar A =0 (7.19)
) dary + apk| /\aKJ] +4ixag NV =0

) dYtr —arg A — 3(7a) "W AV 4 (72)* FC A X =0

(Ko): df*+ e%pew® A fC—i(v)apb™r AWPT = 0.

After having introduced the shorthand notation

XMI/VQXVI = Xual(’ya)aﬁxuﬁla (720)

which will be used frequently throughout this thesis, the (P,) equation can be written
as
e + € ppwp” — Xy v Xy’ = 0. (7.21)

By multiplying with €,/ and solving for the spin connection we find that
we” = efw — €0, + iep’“’)@jvax,jl, (7.22)
where the trace w = w,* can easily be solved for after multiplication by e®,. This yields
1
=3 (ea“l’ﬁueya + ie“”p)zujvpxl,[), (7.23)
which after insertion into equation (7.22) gives the spin connection
1 l
we” = _Epuyaueua + sed” (€buyaueub> + iEpMVXMIVaXVI + §€ap (GMVUXMI%JXUI)‘ (724)

2

To show that the first two terms after multiplication by €, recreates the torsion-free
connection wyp.(€) from equation (2.43) is merely a question of multiplying Levi-Civita
symbols. In section 2.5 we defined the contorsion as the difference between the complete
(supersymmetric) spin connection and the torsion-free (purely bosonic) one. Hence we
write

Wap = Wap(€) + Kap(X), (7.25)

where the contorsion is given by
. b 1 o
KaP(X) =1 (epu Xu[ﬁ)/aXVI + §eap (Eu XMI’YVXUI)) . (726)

Before setting out to solve the (Q*!) equation we will introduce the relevant covariant
derivative. Since the superconformal algebra contains a non-abelian generator, its gauge
field a;; must be included. The full covariant derivative thus reads

D=d+w+a, (7.27)
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where w is the supersymmetric spin connection from equation (7.25), including the con-
torsion. To determine how this derivative acts on fields carrying spinor indices we recall
that the generators of the Lorentz group in the spinor representation? can be written as
Sy = i%b' Consequently,

DXOJ = dXoJ + wab(sab)aB A XBI + ayr A XaJ
= dXar — i(%b)a’%abcwc ANXpr —arg A\ Yo
= dxar + %(Wa)aﬂwa A X1 — arg A Xa - (7.28)

With this in mind, the (Q*!) equation can be written as

Dyxvlar = (Ya)asel ¥’1, (7.29)

which implies
ep“VDuXuaI = ¢pa[ - (’Vp)aw(’yy)'y,@@buﬂla (730)

where we have used the gamma relation (A.7). Upon multiplication of both sides by
(77)s* we find the y-trace

1 .
(V)5 Vpar = =56, (17)s" DuXvar. (7.31)
Insertion into equation (7.30) then yields

v 1 v o a
Gpu DuXuaI = §€Uu (’Vp’Y )aBDuXuﬁl + ’l/}pal' (732)

By once again using the gamma relation (A.7) and solving for ¢,,; we end up at

—_

Vpal = (EPWZA)MXWI + (’Y“)a/BDuXpBI - (’Yy)aﬁljpxl/ﬁf)’ (7.33)

2
which expresses the gravitino field ) completely in terms of the gauge field x correspond-
ing to the ()-supersymmetry.

Precisely as in the bosonic case we note that the first two terms in the (M,) equation
constitute the curvature form R® written in one-index form. It thus implies

Epulewa - 4€Pweabceubfyc 4 2i€puu1;u’7aXu —0. (7.34)
Solving for the gauge field f*” this yields
1 _
[ = Zep’“’RW“ + P f + e,y X (7.35)

By computing the trace of both sides we obtain

1 1 —
f= —gea’wRW“ + 56’“”\wu1%x>\[, (7.36)

It is easy to verify that these generators obey the Lorentz algebra (4.23).



7.3 The Supersymmetric Case 59

which inserted into equation (7.35) gives the gauge field

. — 1 -
£ == (2" R,," — &' Ry’) +i (Epwl/)uf’YaXuI + §€pa (EMVA@Z’MI’YVxAI)) - (7.37)

0| —

It will prove convenient to decompose the dual Riemann tensor R,,* appearing here into
its (bosonic) torsion-free and supersymmetric parts. By using equation (7.25) we can
write the curvature form as

R* = dw® + %eabcwb Aw® =d(w’(e) + K*) + %(wb(e) + K°) A (w(e) + K°)

1 1
- (dwa(e) + §eabcwb(e) A wc(e)> + (dK® + e*pe”(e) A K€) + §€achb N K¢
1
= R(e) + D(e)K“ + 5e“b,:K” A K (7.38)

where we have let R*(e) denote the purely bosonic curvature form and D(e) = d + w(e)
is the purely bosonic covariant derivative. Then we can write

B = Ry (€) + 2D (0) Ko + €006, K (7.39)

which is the dual Riemann tensor that should be inserted into equation (7.37) for the
gauge field f*. Note that all quantities appearing in the expression for f* — i.e. the
bosonic spin connection, the contorsion and the gravitino gauge field — have already
been expressed in terms of the frame field and the gauge field x,qr corresponding to the
Q-supersymmetry. So what we have found is really a solution for f®.

The (D) equation simply yields

e’ frla = X [ular¥n™, (7.40)

or equivalently -

f[,uu] = _iw[,uIXV}I- (741)
Since we have already found the solutions for the gauge fields f,, and 9,.7, in equa-
tions (7.37) and (7.33) respectively, this equation must precisely as in the bosonic case be
an identity. To verify that this identity is really satisfied by our obtained solutions pro-
vides an excellent check of our previous calculations. Since this calculation is quite lengthy
we will only perform the first steps here, and then leave the rest for appendix B.

Insertion of the dual Riemann tensor R,,,* into equation (7.37) yields

1,1 1 1
170 =5 (G R (€) = 07 B () + @ D)Ko + e T KK
+ Qiep“”q/?ulv"xyf + ig””e“”AQZMI%XM>, (7.42)

where we have also multiplied by e,?. The first two terms constitute the purely bosonic
part which we, in accordance with equation (7.16), expect to equal %S"p with S?” being
the bosonic Schouten tensor. This can easily be proven by noting that the relation
R,.%(€) = 3€7 ;R (e) implies

"R, (e) = 26”“"6”,\7,53317](6) =2(S%(e) — 9" S(e)), (7.43)
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where we have used equation (2.51) relating the Riemann tensor to the Schouten tensor.
By computing the trace of both sides we obtain

S(e) = —}leUWRWU(e). (7.44)

These results imply that the purely bosonic part of f?” from equation (7.42) can be

written as L /1 ) .
3 (36 R0~ 170 R (0)) = 3570 (7.5

just like we expected. Since we know that both the Schouten tensor and the metric are
symmetric, the antisymmetric part of f?” can be written as

1 1 .
florl = envle (iDu(e)K,ﬂ 7€ B KL+ iy > : (7.46)

In appendix B we prove that this expression for fl°¢! satisfies the identity (7.41).
The (T*) equation implies

. 1
X ™ = =2 (Opan™ + apla ). (7.47)

Since ay; is a non-abelian gauge field it has an associated field strength tensor F /f;,] on
the form of equation (3.26), reading®

Fl =2 (00" + ap"™ay 7). (7.48)
Then we can simply write
1
ix[ua[lwy]aﬂ — _gFJ;]]’ (7_49)

which is the field equation for the non-abelian gauge field.

The (S,!) equation can be written as

D[,uwll]al + (Va)aﬁf[uaXV}ﬁl = 0. (750)

This is the field equation for the spin % gravitino field. Since it is the fermionic analogue to
the spin 2 Cotton equation it is known as the Cottino equation. From the solution (7.33)
for the gravitino field, we can conclude that the Cottino equation contains derivatives up
to second order on the gauge field x,ar1-

The (K,) equation reads
D[,ufu]a - i(fya)aﬁw[ualwf]l =0, (751)

where D = d +w(e) + K is the full supersymmetric covariant derivative. Note that when
the first two terms in this derivative act on the bosonic part of f,® they recreate the
LHS of the bosonic (K,) equation (7.17), which upon multiplication by ¢,#"e,* resulted

3Cf., e.g, the gluon field strength tensor in QCD.
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in the bosonic Cotton tensor C,,(e). Since we yet have not coupled the field theory to
matter, it must still be conformally flat. This implies that the LHS of equation (7.51),
upon multiplication by £,""e,*, must yield the supersymmetric Cotton tensor Cy,,. The
(K,) equation, thus, once again results in the Cotton equation C,, = 0, which is the field
equation for the spin 2 gravitational field.

To summarize, the zero field strength equation resulted in three equations that could be
solved to express the gauge fields w,*, ¥,or and f,* in terms of a;; (appearing only in the
covariant derivatives), e,* and x,ar, one identity that these solutions satisfy and three
field equations describing the dynamics of the theory.
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Chapter 8

The Unfolded Equation

In the previous chapter we derived the field equations of our superconformal field theory
by solving the zero field strength equation stemming from Chern-Simons theory. In
this chapter we will instead employ the unfolded formulation of higher spin theory to
describe the theory. The exact relation between these two approaches is still unknown.
An understanding of this might be one of the keys in the process of utilizing the theory
to gain new insights in string and M-theory via the AdS/CFT correspondence.

The initial part of this chapter will be devoted to establishing the setup of the unfolded
formalism. In particular, we will give the explicit form of the unfolded equation in the
context of superconformal field theories. Then we will perform the explicit unfolding of
the bosonic spin 2 theory. By continuously comparing the obtained results with those
from section 7.2 stemming from the zero field strength equation we will illustrate that
the two approaches yield equivalent result in this case, something that was first observed
in [14]. Finally, we will explicitly unfold the spin 2 truncation of the full supersymmetric
theory.

8.1 The Unfolded Setup

From equation (5.4) we know that the zero-form master field appearing in the unfolded
equation (5.5) can be expanded in terms of the SL(2, R) spinors p, as

oo

O(z) =Y 6™ (2)Pay - - P (8.1)

n=0

In chapter 6 we gave two possible interpretations of p,, either as the phase-space variable
of conjugate momentum or as the momentum operator. We also expressed the generator
of special conformal transformations as K, = —3(7.)*’paps. This indicates that ®(x)
can instead be expanded in terms of products of the generators K,. However, since we
will employ the operator formulation of the algebra, ®(x) must act on a state. We let
the operators p, take the role of creation operators and introduce a vacuum |0) that is
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excited by them. The other SL(2,R) operator ¢* must then correspond to the operators
annihilating the vacuum, which we consequently denote by |0) ql

Following this analysis we can write the bosonic part of ®(z), i.e. the terms containing
an even number of p, operators, as

o0

O(2)]0), = > _(—1)"¢" () Koy [0), (82)

n=0

where K,, ., = K, ... K,, and we have employed a different normalization. Similarly,
we can write the fermionic part of ®(z), i.e. the terms containing an odd number of p,
operators, as

o) [0}, =Y (=) " (2) Koy _ayDe [0), - (8.3)

n=0

Note that the fields on the RHS will always carry a spinor index «, indicating that they
are fermionic.

Although this decomposition of the master field ®(x) into its bosonic and fermionic parts
is conceptually correct, we need to understand it in more detail to be able to solve the
unfolded equation. In particular the role played by the vacuum state will prove to be
of great importance. We have already introduced a vacuum state |0) , and argued that
it should be excited by the p, operators and annihilated by the ¢ operators. However,
when we in section 6.2 constructed the superconformal algebra we also had to introduce
the generators 777 = AN\ of the SO(N) R-symmetry, with N being the number of
supersymmetries of the theory. Also this symmetry must have associated creation and

annihilation operators which we will denote aj» and a', respectively, where i = 1,..., %
Assuming® N = 8, the complete decomposition of ®(x) must thus be of the form
®(z)0),, = [(¢ + qﬁ"ja L+ ¢a1a2a§a4) + (¢™al + ¢"*a 1 Ta,t)pa
_1(¢a + ¢azya ‘|‘ qb“ala;a;aZ)K N i(@aaiai + cpamjk T T T)Kapa
+.. ] 0) 0 (8.4)

where we have introduced a vacuum state |0), , 4.0 that is annihilated by both ¢* and ' " and
the spacetime dependence of the fields has not been written out explicitly.

It is now convenient to collect the bosonic and the fermionic states that are annihilated
by the operator ¢* into one vector each. We name them |S) , and |C) ,, respectively, and
assuming that |0), , is bosonic they must read

1, p
Sz ddl0),, | o), = ( {190 ) (8.5)

T ’r
a 0
aiazagcu 0, L10),

'To be completely rigorous we should not regard this vacuum state as a Fock vacuum but as an eigenstate
with eigenvalue zero, meaning |0) = |g = 0), a description well-known from ordinary quantum mechanics.

2Such theories are known as BLG theories and were, in the context of M-theory, introduced independently by
Bagger and Lambert in [42,43] and by Gustavsson in [44].
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Although these vectors are only annihilated by ¢, and not by a’, we will refer to them
as the |S) , and |C) j-vacua. Since the indices labelling these vacua are in different repre-
sentations of SO(8) (the so-called chiral irreducible representations 8¢ and 8. associated
with bosonic and fermionic fields, respectively) we have put a distinguishing dot on one
of them. Note, however, that |S), and |C) ; both contain 8 states. We can now rewrite
the expansion of ®(x) from equation (8.4) as

[e.e]

B(2) [0, = (=) (94 (0) Kay o 1) 4 + 971 (0) Koy apa IC)4 ) (86)

n=0

which we note resembles the expansions from equations (8.2) and (8.3) a lot. This is the
expansion of the master field ®(x) we will use in the unfolded equation.

In section 6.3 we identified the higher spin generators K,, ., as totally traceless and
symmetric in all pairs of the indices ay, ..., a, (meaning they are irreducible representa-
tions of sl(2,R)). The same must consequently hold both for the bosonic fields ¢#a1--en

and the fermionic fields ¢“@1-+%  Note, however, that also the operators K, 4, po must

be irreducible representations. This implies that also the gamma traces of the fermionic
fields must vanish, meaning

(Vay ) a1 = 0. (8.7)

These are all properties that will be frequently used when the explicit unfolding is to be
performed.

The possibility of representing the three-dimensional conformal group SO(3,2) as the
direct sum of one fermionic and one bosonic representation was first discovered by Dirac
in 1963 [45], and is referred to as the singleton representation. In the context of field
theory, this corresponds to decomposing the massless master field ®(z) |0) into the direct
sum of a spinorial master field (the second term in equation (8.6)) and a scalar master field
(the first term). Cleverly enough, the former is known as the Rac-singleton Rac?|S) ,

and the latter as the Di-singleton Di |C) 4, so the decomposition can be written as
®(2)]0) = Di & Rac.

8.1.1 Explicit Construction of the Singleton Representation

In the previous section we decomposed the master field ®(z) |0),, , into the Dirac singleton
representation by describing the SO(N) R-symmetry in terms of abstract annihilation and
creation operators a' and aj, where 1 = 1,..., % In this section we will illustrate how
this is done explicitly in terms of the operators A\’ that we in section 6.2 used to construct
the SO(N) generators T77. In this process we will understand how both A and T act
on the two singleton vacua |S), and |C) ;. This will be absolutely necessary to know

when we in section 8.3 want to solve the supersymmetric unfolded equation.

Since the operators A\’ in accordance with equation (6.17) satisfy the Clifford algebra,
they can be represented as the 16 x 16 dimensional gamma matrices of SO(8), which we
will denote I'! (we keep studying BLG theories, having N = 8). A convenient way to find
a representation of these is to construct direct products of the three-dimensional gamma
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matrices listed in appendix A. Assuming we want '/ to be real and off-diagonal matrices
we can use the construction

MNerylolelel, MP=1"% 19727,
M2 =7"2°®°®4°, M="®197209° 5
MB=re 0’ 1, IM=19+® 17!, :
M=7228+°® 1, M=120 1042

By studying the representations of v* we see that 'l = (108 108). The remaining I'! have

~° as the leftmost gamma matrix in their direct products. This implies that all I'/ can

be written in the form
- (0 o 8.9
—\ag! 0)° (8.9)

where of = (1,0f) and ¢! = (1, —Oj) for some 8 x 8 matrices af, I=2,...,8

Knowing that the operators A’ can be represented as gamma matrices 'Y, the method for

constructing the creation and annihilation operators aj and a' is well-known. We simply

let

1
2

where i = 1,..., % It is trivial to verify that these operators satisfy the commutation

relations of creation and annihilation operators, i.e.,

azT = <>\2@'71 — i)\%)a a' = %()‘21'1 + i)‘%)’ (8.10)

[P A R v/

a;,a’} =9

- { ! } (8.11)

{ai,aj} ={a",d’} =0.

By inverting the relations in equation (8.10) we find that the operators A’ can be written

as

)\Qi_l = (li + CLZ, )\21‘ = ’L(CL;r — ai), (812)

fore=1,..., % When working with this representation we should modify the extended

star product from equation (6.30) to contain the creation and annihilation operators
instead of .

In the previous section we decomposed |0) g~ L€ the set of states created by powers

of the creation operators azT acting on the vacuum state |0) 4o — into a direct sum of a
bosonic vacuum |S) , and a fermionic vacuum |C') ;. This means it can be written on the
form3

0), = (ﬂ?}ig) : (8.13)

By acting with the operators from equation (8.12) on this state, one easily verifies that

v (i) = (). ©:19

*Note that the notation in equation (8.6) thus is a little bit sloppy. Instead of writing |S), and |C), on
the RHS we should really have written the vectors (lséA) and (|CO>A )7 respectively. This subtlety is henceforth

implicitly understood.
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with T being the gamma matrix representations from equation (8.8) (at least up to
uninteresting multiplicative factors). By using that the matrices I'! can be written on
the form in equation (8.9) we can write

()~ (oe ) (8- (09 o

which tells us how the operators A? act on the different vacua. This way of representing the
gamma matrices is generally referred to as the Weyl (chiral) representation. There, the
two subrepresentations are often referred to as the S (positive chirality) and C' (negative
chirality) representations, which explains our naming of the vacua.

We also want to know how the SO(N) generators 77/ = AA7] look in this representa-
tion. By definition they can be represented as the matrices

g (a1 0\ i

where the last equality is customary notation. When T/ acts on the vacuum we ob-

tain - (’| 3‘3) _ i’ (é;;j))j]‘j ||g>>2> | (8.17)

which will be a useful fact when we in section 8.3 set out to solve the supersymmetric
unfolded equation.

8.2 Unfolding the Bosonic Equation

To illustrate the explicit unfolding procedure we will begin by solving the significantly
less complicated bosonic unfolded equation, truncated at the spin 2 level. Since we
in section 6.3 showed that the spin 2 algebra is closed, this is a consistent truncation.
In addition to showing how the field equations can be extracted, we will continuously
compare the obtained results with those stemming from the bosonic zero field strength
equation, which was studied in section 7.2. By doing so we will be able to show that the
two approaches yield completely equivalent results in this case.

The source-free, bosonic unfolded equation reads
Do(z)[0), =0, (8.18)

where the master field ®(z) can be expanded as in equation (8.2), i.e.,

o

O(x)[0), = Y (=)™ (1) Kay ., [0), - (8.19)

n=0

The exterior covariant derivative is given by D = d + A with

A= i(—z’)”An, (8.20)

n=1
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where the m-th term contains the spin s = m + 1 generators

Ay = eW0mP, @ Gm Ly et (8.21)

1ol

and we have implemented the gauge choice b = 0 that was discussed in section 7.1.1.

The LHS of the unfolded equation (8.18) thus contains terms of all spins s and all levels
n of the generators K,, ,, up to infinity. We will truncate it at spin s = 2 and level
n = 2. Due to the former we can set A = (—i)A; and due to the latter we can truncate
the expansion (8.19) of the master field after the n = 3 term*?. Hence we can write the
LHS of the unfolded equation as

Dd(z) |0), = [(d —iA) Y () Ky 0 | 10), + On =35 =3).  (8.22)

n=0

To explicitly unfold this expression into respective level n = 0,1,2, we first need to
investigate how the different generators act on the vacuum. We find that

1

Pu10), = =5 (va)apa®a” 0), = 0, (8.23)
1 B 1 BT o i @
M [0), = =5(7a)a"a"Ps [0), = =5 (7a)a"[4% Ps]10), = =5(7a)a” [0}, = 0, (8:24)
1 (0% (6% Z (0% Z
D10), = =7(a"pa +Pag®) [0), = =702 0), = =510}, (8.25)

meaning that the vacuum is translationally and rotationally invariant but not scale in-
variant, which is a reasonable result.

To derive the level n = 0,1 and 2 equations is now simply a matter of inserting the gauge
potential A; into equation (8.22) and using the commutation relations of the conformal

algebra (4.26) to eliminate the generators appearing in addition to K, ,,. Atleveln =0
we get the contribution d¢(z) |0), from the exterior derivative, but also
— "0 P, |0), = 216 (D + v M) [0), = "a |0), (8.26)

from the term —A;¢*K, in the expansion. By writing out the form-index explicitly, the
level n = 0 unfolded equation can thus be written as

(00 + b+ O(s = 3)) |0), =0, (8.27)

where O(s = 3) denotes all terms of spin 3 and higher.

At level n = 1 we have, in addition to the derivative (—4)(d¢®) K, |0),, contributions from

the first three potential terms in equation (8.22). The first one yields the contribution
(—1)f*¢K,0),, the second one yields

(—i)?wbe* My K, 0), = —ie W P K, 10, , (8.28)

4Recall that we want to keep terms of order K, in the generators after having applied the covariant derivative,
and the generators of A; appearing in this derivative may lower this level at most one step.
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and the third one yields

(—i)3¢ab€CPCKaKb |0>q — i¢abeC(KaPC — Qi(ECGde + nacD))Kb ’0>q

. 1 .
— 2p%e (KanbcD + e tept K, — §nach — znaCKb) 0),

= —i(¢"er Ko + 30" e, Ky + 20" e Ko — 20,€"K,) [0),,  (8.29)

where we have used equation (8.25). By now using our observation that the flat indices
are in symmetrized traceless representations, which implies that ¢® = ¢* and ¢,* = 0,
this can be written as

i¢™e° P.K KK, 0),, = —6i¢™e, K, |0), . (8.30)

By adding up all contributions, also writing out the form-index, we find the level n = 1
equation to read
(Duo® + [, + 69" + O(s = 3)) K, |0),, = 0. (8.31)

Here we have combined the partial derivative and the contribution from equation (8.28)
into the covariant derivative D = d + w containing only the spin 2 connection, used
extensively previously in this thesis (see, e.g, equation (7.10)).

Also at level n = 2, there are three potential terms contributing. The first contribution
reads (—1)* fP K¢ K, [0), = — f*¢"Ka |0), and the second one reads
(=)’ WM™ Koy |0), = iw ™ (Ko Mo + i€ea’ Kq) Ky |0), = 2€0."w 0™ Kyq 0),,,  (8.32)

which we note is the spin connection part of the derivative term (—i)2(D¢™) K,y |0) .
Finally, from the term (—4)*A;¢* Ko |0), we get the contribution

¢"e? PyKape |0), = 0™ e (Ko Py — 2i€qa® M, — 2inaa D) K, K, |0),
= ¢"e? (K Ky Py — 2iK e M. — 20Ky D — 2ie g, Ky M,
+ 2€40 €y’ Ky — 210K, D — 2104 K3) K. 10),,
= =" (K Ky + 405" K K, + 3ep K, K© + 465" K, K.,
+ 26, K, K¢ + 5e, K, K°) [0),
= —15¢"€.Kq|0), ,

(8.33)

where we again have used that the flat indices are in the symmetrized traceless represen-
tation. Adding up the different contributions we find the level n = 2 unfolded equation
to read

(D™ + f,"0" +15¢,"" + O(s = 3)) Ku 0),, = 0. (8.34)

Here we need to be careful, we cannot just set the expression in parentheses to zero.
While the scalar fields ¢® %" are symmetric and traceless in the flat indices, this is not
the case for the term f,%¢*. Hence, if we want to eliminate the generator K, from
the equation (which imposes the a and b indices to be in the symmetrized traceless
representation), we must only include the symmetric and traceless part of f,°¢°, which

reads fu(“gbb) — %n“bfucgbc.
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We have now derived the unfolded equations up to spin 2 at level n = 0, 1 and 2. For
clarity, we repeat our results:

n=0: 0,0+ ¢,+0(s=3)=0, (8.35)
n=1: D"+ f,"¢+6¢,* +O(s=3) =0, (8.36)
n=2: D, + f, %" — énab fue®® +15¢,% + O(s = 3) = 0. (8.37)

To solve this set of equations we will decompose each of them into its constituent irre-
ducible representations.

8.2.1 The Decomposition into Irreducible Representations

Since the n = 0 unfolded equation only carries one index, it is already irreducible. The
level n > 1 equations can, however, be split further into three irreducible parts: a trace,
an antisymmetric part and a traceless symmetric part>. We will refer to these as the
n~, n® and n* equations, respectively. To reach the n~ equations we need, for instance,
to multiply the original equations by the frame field e,*. Note that we thanks to the
vielbein postulate (2.33) can let e,* pass the covariant derivative without any correctional
term.

For n = 1 we then find the irreducible equations

n=1: D"+ f.l¢=0, (8.38)

n=1%  "D,b, + fud) =0, (8.39)

n=1":" Duev) + fium® + 66 =0, (8.40)

where we have omitted the higher spin terms. By using that the level n = 0 equa-
tion (8.35) implies ¢, = —0,,¢, these can be rewritten as

n=1: =O¢+ f.lo=0, (8.41)

n=1"  "f,,6=0, (8.42)

n=1": —D(,ﬁ,,)gb + f(MV)¢ + 6@5/“, =0. (843)

The n = 17 is the Klein-Gordon equation in curved spacetime. When we in a moment
will have found the solution for the gauge field f,, (from the n = 27 equation), we will
see how it looks explicitly. The n = 1° equation states that Jiuw) = 0, i.e., that the
gauge field f,, is symmetric. This agrees with what we found from the zero field strength
equation in section 7.2. The n = 1% can be solved for the field ¢,,, yielding

¢uu = (D(Mal/)¢ - f(MV)¢) ) (844)

S| =

which can be used to solve the n = 2 equations.

5This decomposition should be implemented for the curved and one of the flat indices; we already know that
the flat indices are in the symmetrized traceless representation in these equations.
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Similarly, we find the irreducible representations of the n = 2 equation (8.37) to read

1 1
n=2": D,p" + §fu#¢a + gf“bgbb =0, (8.45)
1
n=2"0. el (Dmf) +35 fub>¢y> =0, (8.46)
n=2": D(M¢VP) + f(uy¢p) + 15¢w,p =0, (847)

where we have repeatedly used that the n = 1° equation implied f,,, to be symmetric. We
will now solve the n = 2~ equation. By inserting the expression (8.44) for ¢,, stemming
from the n = 17 equation, it can be written as

1 1 8
D8u¢ - gDuDQb - (Dufuy)gb - 2fuy V¢ + g(Duqu)¢ - gfl/y qu = 0. (848)
The first term can be rewritten as
00,0 = D,O¢ + 4, DNM =D,0¢+R,,"D,¢ = D,O¢ + R,"0,¢, (8.49)

where we have used the Ricci identity (2.44) and that the Riemann curvature tensor
acting on the scalar field ¢ yields zero. We can then use the Klein-Gordon equation (8.38)
to write

DuD¢ = Du(fuy¢) = (Dufuy)¢ + fVVDu¢- (850)
Insertion of these results into equation (8.48) yields
(R;w - 2f/w - 2fppguu)au¢ - (Duf,uV - Dufuy)¢ = 0. (851)

The solution to this equation is simply

1 1 1
f;w = §S,uu = 5 (R,uu - ZRg;w> 5 (852)

since both expressions in parentheses then vanish. The first one vanishes directly upon
insertion and the second one after implementation of the relation in equation (2.47),
stemming from the Bianchi identity. Note that this is the exact same solution for f,, as
the one we found in equation (7.16), by solving the zero field strength equation.

By inserting the solution for f,,, into the Klein-Gordon equation (8.41) we find it to read
1
Oep — gqu =0, (8.53)

which is the correct form of the Klein-Gordon equation in curved spacetime [14]. This
indicates that the unfolded formulation we used when constructing the scalar master
field was really correct. We also want to insert the solution for f,, into the n = 2°
equation (8.46). By first using the result ¢, = —0,¢ from the n = 0 equation and the so-
lution (8.44) for ¢, from the n = 1 equation, we can write the n = 2° equation as

¢ [D,D, "¢ — (Duf,)d = 2£,10,6] = 0. (8.54)
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We now note that the Ricci identity and equation (2.50) for the Riemann tensor, can be
used to write

1
DD, 07 = SR, 0r0 = VR, 050, (8.55)

which can be applied to the first term above. We then find the n = 2% equation to
read

¢ [RD0,6 — (D,f,”)6 = 2£,70,0] = 0. (8.56)
By finally inserting the solution (8.52) for f,, this yields

"D, R ¢ = 0. (8.57)

Note that the LHS is precisely C%¢, with the Cotton tensor C® written on the form of
equation (2.56). Hence we have once again obtained the Cotton equation, just like we
did by solving the zero field strength equation.

To summarize we have now showed that the zero field strength equation and the unfolded
equation yield equivalent results for the purely bosonic theory, the solution f,, = %S w for
one of the gauge fields and the Cotton equation as the field equation. The Klein-Gordon
equation we found from the unfolded n = 1= equation only contains information on the
scalar field that is introduced together with the unfolded formalism. Since it neither
contains dynamics for the higher spin fields nor couples them to the scalar field, it carries
no physical information on the higher spin theory itself.

8.3 Unfolding the Supersymmetric Equation

To solve the supersymmetric unfolded equation, we will use the singleton expansion
constructed in equation (8.6) as our master field ®(z)[0),. The spin 2 gauge potential
appearing in the covariant derivative D = d + A is now

Al = eoP* + WM+ [ K4 arsT" + i(xarQ™ + 15,0, (8.58)

which is equation (7.6) with the gauge choice b = 0 implemented. By once again trun-
cating after level n = 2 and spin s = 2%, we find the contributing terms on the LHS of
the unfolded equation to read

D(I)(ZL‘) |O>q :(d — ’LAl) |:(¢A — inAaKa + (—i)2¢AabKab + <_i)3¢Aachabc) |S>A
(1 = i K+ ()% K )pa [C) 4 | + O(n = 3,5 = 3). (8.59)

The unfolding procedure will be analogous to the bosonic case. We will first implement
the commutation relations of the superconformal algebra to split the unfolded equation
into its different levels n, and then further decompose these into their irreducible repre-
sentations. Note that the terms appearing in the bosonic equations (8.35)-(8.37) must
once again appear’. However, there will also be supersymmetric contributions, stemming

SRecall that this is consistent since we in section 6.3 showed that the spin 2 algebra, is closed.
"But now with an additional index A on the scalar fields ¢***“" and acting on the bosonic |S) , vacuum.
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both from the new terms in the gauge potential (8.58) and from the new spinorial sin-

gleton fields goA‘ml'““”. It will also appear two new equations, the level n = 1 and n = 3

2 2
equations yielding the fermionic field equations.

At level n = 0 there are two supersymmetric contributions. From the term (—i)4;¢" |S) ,
we get the contribution

(=0)ars T 8),4 = 1ars(0')4P64|S) 5. (5.60)

where we have used our observation from equation (8.17) how the generators T/ act
on the vacuum states. Note that this is the non-abelian part of the covariant derivative
D¢* |S) 4 Wwritten in the spinor representation, where D = d + w + a as introduced in

equation (7.27). Furthermore, the term (—i)A;p4p, |C) i yields the contribution

X51Q" 0" Pa |C) 4 = XN " 0" Pa |C) 4 = —ixarp™* N |C) 4
— —ixar(6") 1 15) . (8.61)
where we have used that A and gpAa are both Grassmann odd, meaning they anti-
commute, and we in the last step used equation (8.14) telling us how A acts on the

vacuum states. By combining these contributions with the purely bosonic ones from
equation (8.35), we find the n = 0 unfolded equation to read

(D™ + 8, = ixpar(87) 1407V |S) , = 0, (8.62)

where we have written out the form-index explicitly and used that the spin connection
term in the covariant derivative does not exist for n = 0.

To derive the n = % equation, it is first convenient to derive how the bosonic generators
act on the state p, |0),. We find that

1 1 .
FPapa |0>q = _5(%1)/37(15(]73904 |O>q = _5('7(1)57616(10@(]7 + id,,) |0>q =0, (8.63)
1 i i
Mupa 0),= _5(7a>ﬁ’yqﬁp’ypa 0),= —5(%)57(55297 +00pa) 0),= —5(%a)a"py [0),, (8.64)
1 1, .
Dpa |0}, ==7(4"Ps + Psa")pa [0}y = =5 (i + Psa")pa [0}y = —iPa [0), . (8.65)

which will be used repeatedly below. Studying equation (8.59) we realize that there, in
addition to the exterior derivative dp”®|C) 4, are four more terms contributing to the
unfolded n = § equation. The term (—i)A;¢**p, |C) 4 yields the contribution

- a i 1 a [e% i 1 — i .Oz
—i(waM+ar, T ) " pa |C) 4= (—5(7 ) waSOABﬂLZGIJ(U”)BASOB )pa 1C) 4, (8.66)
which we note is precisely the spin connection and non-abelian parts of the covariant

derivative (D %)p,|C) ,, see equation (7.28). There are also contributions from the
terms

VSl 1 [S) 4 = 016 N e 1S) 4 = U1 (07) 4t pa |O) 4 (8.67)
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and
(—i)XaIQaI¢AaKa|5>A=—Xa1(7a)aBSﬁI¢Aa|S>A:—Xa1(%)QB(UI)AAQﬁAaPB|C>A, (8.68)

where we have used that ¢ and ¢4¢ by construction are Grassmann even (bosonic). The
final contribution to the n = % equation reads

—gomaebeKapa |C>A — 2 6b(€ba M, + T]abD)pa ‘C>
— @Aaaeb (e pﬁ + 277abpa) |C>
_ SOAaaeb((,yb,ya Pg + nabpa) ’O>A (869)

Here, we note that the first term can be written on the form

Aaa b(

@ wYa)a’Ps |C) i = %% (Ya)a” (1)+" + 2002 ) ps |C) 4 » (8.70)

where the first term is the gamma trace we from equation (8.7) know must vanish. The
total contribution from this term is thus

"’ PKpa |C) 4 = 3% e, IC) 4 (8.71)

By collecting the terms we then find the unfolded n = % equation to read

(D™ + 30,4 + 0,101 a0 — xupr(07) 4 (1) 0" )pa |C) 1 =0, (8.72)

with the form-index written out explicitly.

The procedure for deriving the level n = 1,% and 2 equations is completely analogous.
Since the calculations of some of the terms appearing in these equations are a bit lengthy,
and to avoid repetition, we refer to appendix C for these derivations. There we show that
the first five levels of the source-free unfolded equations can be written as

n=0: (D" + ¢, — ixpar (@) ;* Aa) 1S) 4 (8.73)
n=1: (D' +30,4 + 4, (0") 4" - Wwa( Nate")pa|C) 4 =0, (8.74)
n=1: (D™ + f.50" + 60,4 + iv)," 1(7")5a(67) 1A

= BiXpuar (07) 441 Ko |S) 4 = 0, (8.75)
n — % (DMOAM + 1O(puAaa + % Ao w“aI(UI)AA(bAa

— 2Xp81()” (UI)AAﬁbAab) aPa |C) 4 =0, (8.76)
n=2: (Du™+ £, + 150, + i), 1 (1) ga(57) 402

— 5ixpar(57) 44N Ky | S) 4 = 0, (8.77)

where all terms of spin 3 and higher have been omitted. The next step will be to split
these equations into their irreducible representations.
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8.3.1 The Decomposition into Irreducible Representations

The unfolded n = 0 equation is already irreducible and can be solved for the field ¢,4,
yielding .
ot = =Dyt + ixpar(a) i (8.78)

The n = L equation contains two irreducible representations. The n = 1~ equation is
2 2

found by computing the gamma trace of the equation, and by then subtracting this from
1

the original equation we obtain the n = §+ equation. Thus we find the equations

% (7“)704 (DMSOAQ + wuaI<UI>AA¢A - Xuﬁf<7a)6a(UI)AA¢Aa) =0, (8.79)
n= %+ : DmpAa + 3g0HAa - wHQI(UI)AAgbA — Xugl(%)'ga(al)AAqﬁAa — trace =0, (8.80)

n =

where we in the n = %_ equation have used that the field gpMA , in accordance with
equation (8.7), is y-traceless. By studying the first term we identify the n = 1~ equation

as the Dirac equation in curved spacetime. Note, in particular, that it contains terms
that couple the matter fields to gravity.

«

The term written as “trace” in the n = %+ equation simply denotes the gamma trace
from the n = %_ equation. This means that it must always vanish on shell, i.e., when
the Dirac equation is satisfied. Assuming this is the case, the n = %Jr equation can be

solved for the field ¢, yielding

. 1 . . .
SOMAQ - _g(Du‘PAa + ¢uaI(UI)AA¢A - XuﬁI(Va)Ba<UI)AA¢Aa)’ (8.81)

which can then be inserted into the higher level equations.

Before decomposing the higher level equations into irreducible representations, we will
make an important observation. The solutions we have found above for ¢,4 and ¢,
carry a curved index, whereas the n = 1 equation contains these fields with a flat index.
Hence we want to act on the n = 1 equation with a vielbein e,,,. But then we need to recall
that the vielbein postulate D,e,* = 0 only holds in the bosonic case. In equation (2.61)
we saw that the vielbein postulate of supergravity reads

Dye,® = K,,)" = €. K, e, (8.82)
where K Hb is the contorsion tensor. Since
euaDu¢Aa = D,u¢zxA - (Dueua)¢Aa7 (883)

the contorsion term will appear as a compensating term in all higher level equations.
The contorsion tensor of our theory was derived in equation (7.26). Insertion of this into
equation (8.82) yields

. - 1 oA o c
D,uelza = 1€abc <€bp XpVuXeo + §e,ub6p )\Xpﬁ)/a'X)\) €v

) o o 1 -
=1 <25gc XpTuXoCv + §Ea/w(€p AXpVUXA))
= Z(QXG,IVMXV - X},L,YVXO, + XM/YQXV + XV’YMXG)
= i(XaquXV — Xy VvXa T )ZMVaXV), (884)
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where we repeatedly have used that

XvVuXa = Xua(’)/u)aﬁxaﬁ = _Xua(%t)ﬂaxaﬁ = —XaVuXv (8’85)

and we have suppressed the vector index I labelling all x-fields. Equation (8.84) can now
be used to very conveniently derive the contorsion terms that should be included in the
irreducible representations of the level n =1, % and 2 unfolded equations.

By using what we just learned we can write the n = 1 equation (8.75) as
Dyt + fud™ + 66" + i, 1()8a(67) 10" = Bixuar(67) 140,
- Z‘(y{aI’VMXVI - )Z,ul%/XaI + )_(uI’YaXVI) =0. (886)

The decomposition into irreducible representation then reads

n=1": DHQS#A + fu“ﬁbA + i¢uﬁl(7ﬂ)ﬁa(5I)AA¢Aa - SiXMaI(‘?I)AAQOHAa

— 2iXar7" X, 97 = 0, (8.87)
n—10. v [D“(bVA + f#V¢A + Z-%ﬂl(%)ﬁa((—jI)AAwAa _ 3iXuaI(5I)AA%Aa

— iXuxe ] =0, (8.88)
n=1": D™ + fumd™ + 66 + it 11 (1) 5a(07) 44

~ 3iX(uar (@) 400 A = 2iXar v 0™ = 0. (8.89)

By inserting the solution (8.78) for ¢, we see that the first term in the n = 1~ equation
reads —J¢* so this is once again the Klein-Gordon equation, although this time with
additional supersymmetric corrections. After insertion of the solution for ¢,* into the
n = 1° equation, the first term can be rewritten as the field strength tensor for the
non-abelian gauge field. This is, thus, the field equation for the gauge field a;;. Hence,
if we insert the expression for the field strength tensor we found in equation (7.49) by
solving the zero field strength equation, this should become an identity. In the end of
this chapter we will prove this, thereby verifying that the unfolded level n < 1 equations
we have derived are consistent with the results we derived in section 7.3 from the zero
field strength equation. The n = 17 equation can directly be solved to give the field

¢;WA~

When we want to decompose the n = % equation (8.76) into irreducible representations,
we once again need to be a bit careful. If we want to set the expression in parenthesis to
zero, we need to explicitly implement the gamma tracelessness that the operator K, p,
implies. This is in complete analogy with how we explicitly had to impose symmetricity
and tracelessness in the a and b-indices when eliminating K, from the n = 2 equation
in section 8.2. By subtracting the gamma trace we find the n = % equation to read

Du@Aaa + 1()%0“1404& + fua(pAa + ¢MQI(UI)AA¢AG _ 2Xu,31(’7b)6a(0j)AA¢Aab

1 ) .
= 30" %s(0)% (£ 0™ + 7 1(01)a%0™) = 0. (8.90)
The gamma traces of the first and second terms have vanished due to equation (8.7),

i.e., the gamma tracelessness of A2

since

. The gamma trace of the last term has vanished

(7)™ = (Mo + oe) ™" = 0, (8.91)
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where the first term equals zero due to the tracelessness and the second one due to the
symmetry of ¢4 in the flat indices.

This equation can now be decomposed into three irreducible representations. We will first
act on the entire equation with the vielbein e,* to change a vector index to a curved one,
meaning we will once again need to include the contorsion terms from equation (8.84).
The irreducible representations can then be obtained in exactly the same way as for
the integer level equations, i.e., as the trace, the antisymmetric part and the traceless
symmetric part in the curved indices. Thus we find the equations

=85 Dt oA 0, (o) AR = 2xar(07)a ()P

- _ \aa 1 o . i
= 2iXary" X' " = S (V) s (£ 0™ + 0 1(0) a6 ™) =0, (8.92)

| Do, + fuo™® + 0,21 (01 a0 — 2xus1(0) 4 (1) 7% 0,24

o o 1 N . .
= X 0 = 2 () s (™ + " I(UI)AAW”))} =0, (893
Do) + 100" + fun ™ + 010" 4 oy

— 2x(u11 ()7 () 4 by M = 2iXar V) T

- %(%)“w(%)ﬁw [F020™ + 7 1(07) 4%62] = 0. (8.94)

_3
n=3

_ 3+
n=3

Since the n = %_ equation contains both gauge fields f,, and 1,47 it cannot yet be used

to find a solution expressed only in terms of the frame fields e,* and ) ,or for any of them.
This problem will, however, soon be resolved as also the n = 27 equation will contain
these two gauge fields. The n = %0 equation must be the spin % field equation, i.e.,
the Cottino equation. It will not be of interest to write it out on a more explicit form.
However, by inserting the solution (8.81) for ¢,4 we note that it, exactly as the form of
the Cottino equation we found in equation (7.50) by solving F' = 0, contains derivatives
up to second order. The %+ equation can easily be solved to give the field ¢, .

To decompose the n = 2 equation (8.77) into its irreducible parts, we first have to recall
to explicitly make the equation traceless and symmetric in the two flat indices when we
eliminate the generator K. Then we also need to include the contorsion terms from
equation (8.84). After having done so, we can decompose the equation into the usual
irreducible representations and end up with the equations

— a 1 a 1 a 1 a ; a e 'O‘
n=2": Dyt 4 S [N+ D — S 0N + i, 1(5)pa(0) 4

— 5iXpuar(67) 110" = 2ixu XM ¢ = 0, (8.95)
1 1 ‘ . i
n = 20 . 6/1,1/(@ [Du¢ub)A + §fub)¢VA + §fw/¢b)A + Z(vb))ﬂaw#ﬁl(o_l)AAngA
- 5iXua[(6|I)AASOVAa‘b) - i)zulﬂycXVllﬂsAlb)c} = 07 (896)

1 a . — Ao
n=2": D(u¢VP)A + f(uV¢p)A - gg(uvfp)a¢A + 15¢W0A + Wj(uﬂ\ll('Vp)\ﬂa(UI)AIA(pV)A

— 5Z‘X(u|a[(5'I)A|Ag0Vp)Ao‘ — 2 (Xal’}/(#xu)jepb + )ZbI’Y(MXp)Ieya)quab = 0. (8.97)
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Note that the n = 27 equation contains both f,, and 1,,;. Together with the n = %7
equation it can thus be used to solve for these fields in terms of the frame fields e,* and the
gauge fields x,q7. In analogy with what we found in the bosonic case in equation (8.57),
the n = 20 equation must be the spin 2 field equation, i.e., the Cotton equation. By
inserting the solution of the n = 17 equation for the field ¢,%4, we see that our Cotton
equation is of third order in the derivatives, which agrees with what we observed in

section 2.4. The n = 2% equation is easily solved for the field ¢,,,".

We have now proposed a set of supersymmetric unfolded equations (8.73)—(8.77) and
divided them into their constitutional irreducible representations. In the bosonic case we
could at this stage prove that these equations were equivalent to those stemming from
the zero field strength equation. We did this by showing that both the solution for the
gauge field f,,, which was f,, = %SM,,, and the field equation, which was the Cotton
equation C), = 0, that emerged were equivalent to those we found from solving F' = 0.

In the supersymmetric case this would correspond to first proving that the n = %7 and

n = 2~ unfolded equations yield the same solutions for the gauge fields f,, and ¥,.r as

F = 0did, i.e., the solutions found in equations (7.42) and (7.33), respectively. Then one

would have to verify that the n = %0 equation is really the correct Cottino equation and
can be rewritten on the form of equation (7.50) derived from F' = 0, and that the n = 2°

equation is the same supersymmetric Cotton equation as the F' = 0 equation (7.51).

Since this procedure would be very complicated in the supersymmetric case, we will
instead use another (weaker) approach to check the consistency of the unfolded and zero
field strength equations. By implementing our solutions for the gauge fields f,, and ¥,qr
from F' = 0, we intend to verify that the level n = 1° unfolded equation (8.88) is really
the same field equation for the non-abelian gauge field as equation (7.49) stemming from
F = 0. Hence, if we assume this field equation to hold true we should obtain an identity.
In the process of proving this identity we will not only need to use results from the zero
field strength equation, but also from all level n < 1 unfolded equations. By proving the
identity we will thus have checked the consistency with F' = 0 for all level n < 1 unfolded
equations derived above.

8.3.2 Proof of the n = 1° Identity

The n = 1° unfolded equation (8.88) can be written as

Dy + frand™ + 1111 (0)a (@) 4401 = Bixuiar (67) 4 0™
— X Mal X107 = 0. (8.98)

Insertion of the solutions for ¢, and gpuAa that we derived in equations (8.78) and (8.81)

from the n =0 and n = %+ equations, respectively, yields

- D[HDV] (bA + i<51)AA(D[MXV}aI)SOAa + f[/W] ¢A + iw[ltﬁlﬂ (7V})5Q(5[>AA90AQ
—i(a" o) 5 (Xjun 0" + Xt (Va) P x01800") — iXp Va1 =0, (8.99)

where the product rule has been used to cancel one of the terms emerging from the
first term of equation (8.98) with one emerging from the fourth term. We now need to
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recall what the matrices o represent. We introduced them in equation (8.9) to con-
struct the Weyl representation of the SO(8) gamma matrices I'!. Since these satisfy the
relation

e’ =1 4+ 5, (8.100)

we can by studying the representation of '’/ derived in equation (8.16) conclude that
(6’0" g = 6" o5 + (6') 5, (8.101)

which should be inserted on the second line of equation (8.99). By also implementing the
condition

Siw) = =i X = ixp Yo, (8.102)

which was derived from the (D) projection of F' = 0 in equation (7.41), we find two
more terms that cancel out. Also note that since the middlemost term on the second
line of equation (8.99) is antisymmetric in p and v but symmetric in a and 5, it must
be symmetric in the I and J indices. This means that the &'/-term emerging after
application of equation (8.101) will vanish for this term. We are thus left with

— D Dyyo™ +i(67) 4 (Dpxvjar) 0™ + 107 111 (1) e (67) 4 0™
— X () B0 + i Va1 = X0 Ve X 1o = 0, (8.103)

where we note that also the last two terms cancel out. Since the last term is the contorsion
term, this illustrates the importance of remembering to include these in the supersym-
metric unfolded equations.

Next we will use that we in equation (7.49) found the (T"7) projection of the zero field
strength equation to imply

1
X"y = -3 F,j,;f . (8.104)

as the non-abelian field equation. Furthermore, definition (3.26) of the non-abelian field
strength tensor, in the (conjugate) spinor representation, implies that

1

DyDyé" = 2 F(510)" 50" (8.105)
This gives that the leftmost term on the first line and the leftmost term on the second
line of equation (8.103) will cancel each other out. After this observation we are left with

merely .

i(aj)A'A [(D[uXu]aI> + 770[#/31(/71/])5@} SDAOC = 0. (8106)
To prove that this hold true we will insert our solution (7.33) from F' = 0 for the gravitino
field. After application of the gamma relation y#4" = €7y, 4 g"", the equation evaluates
to
i = g .Ol
E(O-I)AAep [w [<7V])a/8DpXU,BI - (/y|p)o¢|5D1/]XoﬂI + ('7|p)o/BDU|X,,]ﬁ[} QDA = 0. (8107)

Here we note that the LHS can be obtained via cycling in the four curved indices according
to

6€”” 1% DopXo] = €11 (11 DoXo — Vol DuiXo + Mo Dol X)) (8.108)
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where the other indices have been omitted for clarity. But since we are working in three
dimensions, all antisymmetrizations over more than three spacetime indices must vanish
identically. Consequently, the LHS of equation (8.107) vanishes identically.

This proves that the n = 1° unfolded equation is really satisfied by our solutions stem-
ming from F = 0. Note that if we would not have assumed the non-abelian field equa-
tion (8.104) stemming from F' = 0 to hold true, this field equation would be precisely
what we would have been left with instead of an identity. We have thereby shown that
our level n < 1 unfolded equations are consistent with the zero field strength equation,
as desired.



Chapter 9

Conclusions and Future Directions

In this thesis we have realized the superconformal algebra in terms of two SL(2, R) spinors
¢ and p, and a Grassmann odd vector A/, a construction that conveniently can be
generalized to the infinite dimensional higher spin algebra. We gave two possible ways
of quantizing this algebra, either utilizing the operator formulation or the (super)star
product.

After having introduced the unfolded formulation of higher spin theory we set out to
solve both the zero field strength equation, stemming from Chern-Simons gauge theory,
and the unfolded equation. This was performed for fields up to spin 2 in both the purely
bosonic case (following the work of [14]) and the supersymmetric case. In the bosonic case
we showed that the two approaches yielded both the same solution for the gauge field f,,
and the same field equation, the Cotton equation. Also for the supersymmetric extension
we managed to solve the zero field strength equation, resulting in explicit solutions for
the gauge field f,, and the gravitino field, as well as three field equations; the Cotton
equation, the Cottino equation and a Chern-Simons equation for the non-abelian gauge
field. We then decomposed the unfolded equation into its irreducible representations and
gave an interpretation to each of them. In particular, we showed that the n = 1° equation
is consistent with our solutions to the zero field strength equation.

A natural continuation of this work would be to explicitly solve the given n = %_ and
n = 2~ unfolded equations, and verifying that the solutions for the gauge field f,, and
the gravitino field agree with those solving the zero field strength equation. It would then
be interesting to verify that the unfolded spin % and spin 2 field equations really can be
rewritten on the form of the Cottino and Cotton equations obtained from the zero field
strength equation. If this can be achieved, it has been shown that the zero field strength

and unfolded equations yield compatible results, as in the bosonic case.

In the case of N = 8, the obtained (BLG) theory for spins s < 2 should be coupled
to three-dimensional superconformal gravity. This coupled theory was first constructed
in [46], where also its relation to M-theory was discussed. To be able to show that the
obtained results agree with this theory would be very intriguing and a first step towards
possible applications in M-theory.

An interesting extension would be to study the zero field strength and unfolded equations
for fields of spins higher than two. Using our construction of the algebra this would
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conceptually be very easy, it is merely a question of including the higher spin generators
defined in section 6.3 and truncating the unfolded equation at higher spins than two.
Hopefully this process would also uncover a possible action formulation of the higher
spin theory, with the unfolded equation as its field equation. Such a formulation may be
the key to a detailed understanding of the relation between the zero field strength and
unfolded equations.

There are also several intriguing continuations related to the AdS/CFT correspondence.
It has been shown that higher spin theories in AdS; can be constructed from complex
SL(2, C) variables which are able to relate to the SL(2,R) variables ¢® and p, that we
used to construct the three-dimensional conformal higher spin theory [31]. Since this
enables very explicit studies of the AdS,/CFTj3 correspondence in a higher spin context,
it is of great interest. A detailed understanding of this correspondence may result in a
deeper understanding of the AdS/CFT correspondence in general.

Recall also the earlier discussed observation that an infinite tower of massless higher spin
states is constructed by the product of two Dirac singletons in AdS4, which in addition
only have propagating degrees of freedom on the boundary. Since the theory living on
the boundary is a three-dimensional conformal field theory, there are hopes that theories
similar to the one we have constructed can actually be used to prove the AdS/CFT
correspondence.

A long-term goal of constructing the superconformal higher spin theory in three dimen-
sions is also to gain new insights in M-theory on AdS; x S7, via the AdS/CFT corre-
spondence. Perhaps it may even be the first step towards a complete, non-perturbative
formulation of M-theory.



Appendix A

Conventions

We here present the conventions that have been adopted in the thesis. Spinorial indices
are denoted by the first part of the Greek alphabet, i.e. by «, 3,7,6. For the curved
spacetime indices we use the remaining part of the Greek alphabet, while we for the
flat (tangent) space indices use the Latin lowercase letters a, b, .... The uppercase Latin
letters I, J, K denote the internal SO(N) R-symmetry indices.

A.1 The Levi-Civita Symbol

The Levi-Civita symbol is a totally antisymmetric tensor density which, in three dimen-
sions, is defined as

1 if (uvp) is an even permutation of (012),
P = ¢ —1 if (uvp) is an odd permutation of (012), (A1)
0 if two indices are equal.

The generalization to other dimensions is obvious. The indices are raised and lowered
using the metric g,,, meaning €,,, = GuoGungpr€’" . Two Levi-Civita symbols can be
contracted as

"Pegng = —6083"
eMPe oy = —201%
, por oA (AQ)
"€, pe = =208
"Pe€, = —06,
where the generalized Kronecker delta is defined as
z% if (11...1,) is an even permutation of (... ),
Oyt hr = —i if (v1...1,) is an odd permutation of (... up), (A.3)
0 otherwise.

Furthermore, we let e#? = \/|g|e""?, with g being the determinant of the metric, denote
the Levi-Civita tensor which is really a proper tensor and not a tensor density.

83



84 Appendix A Conventions

A.2 The Three-Dimensional Gamma Matrices

The three-dimensional gamma matrices constitute a basis for the real, traceless 2 x 2
matrices, and can be constructed from the Pauli matrices ¢* as

(0 =i = (4 §).
0 =@ = (1 6). (A4
=@ = (5 )

It is easily checked that they satisfy the Clifford algebra {~+*, v} = 2n*”. To obtain

the full basis for the real 2 x 2 matrices we also need to include the identity matrix

1= 7071,}/2'

The spinorial indices a and  are raised and lowered using the two-dimensional Levi-
Civita symbol ¢’ and its inverse €,5. From definition (A.1) of the Levi-Civita symbol
we note that we must have e’ = 4% and consequently €,5 = —7°, so that €,,¢7”" = (1),”.
By using this we find that

= (5 1) 0= (5 %) o= (8 T) @9

which we note are all symmetric. By also including the antisymmetric €,5 we can once
again form the full basis of real 2 x 2 matrices.

We also define the antisymmetrized products of gamma matrices as

7 7N T3 7 R T3 2 1 7
’YV ’7[ ’YV ]’Y’YU g (A.6)
AP = Pl — e,
These matrices satisfy some important identities, including
V=3
Y = 29"
Yy, = A (A7)

PPy = —29*
ARAY P = AP 27[“g”}p + gMAP,

which have all been used repeatedly in this thesis.

A.3 The Superconformal Algebra

We define the generators of the spin 2 conformal algebra using the two bosonic SL(2,R)
spinors ¢* and p,. Classically they can be regarded as the phase-space variables satisfying
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the Poisson bracket relation {¢%, ps}ps = 5. In the quantized case they instead cor-
respond to the position and momentum operators satisfying the canonical commutation
relation [¢%, pg] = i05. The conformal generators can then be represented as

Pa — _%(,ya) Bqaqﬁ

= —1(v")."¢"ps (A3)
D = —i(q“pa + Paq®)
= _%( a) PaDp-

To extend the algebra supersymmetrically we also need to include the generators
Qa[ — qa)\l
ST =po A (A.9)
TIJ — %()\IAJ - )\J)\I)7

where A\l is a Grassmann odd vector satisfying the Clifford algebra {\ A/} = 2677.

Q" and S, are the fermionic generators, whereas 7?7 are the generators of the SO(N)
R-symmetry “rotating” the N supersymmetries of the theory into each other.

The non-zero commutation relations of these seven generators are

[Me, M*) = ieab M°

[Ma Pb} — ab Pc
[Ma Kb} — ab Kc
[ b} — ab Mc 2Z~nabD
[ P =
D, k") =
[D Qal} — Qal
D, 8.'] = —35."
[P, S5"] = —i(7") Q"
[Ka Qﬁ[} _ ( ),BaS 1 (AlO)
[Me, Q7] = 50 (v*),
[Ma SIBI}: ( a) asl
[TIJ Qa } — 7/(5[ LQaL
[TIJ, SocK} = —Z(Sf(JLSaL

{QO&I’ Q,BJ} — _25IJ(,}/a)aﬁPa

{841 Sy} = =20"(v")as Ka

{Qa[ SﬁJ} _ _251J6a _ 25IJ(,YQ)BaMa +45§TIJ
[Trs, TFF) = =246 Ty,

We can here notice an important feature of the superconformal algebra; it is graded by
the generator D in the sense that all generators X of the algebra satisfy the relation

D, X} = iwX, (A.11)
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for some weight w. The weights of the generators are summarized in table A.1.

Weight | Generator
1 pe
1/2 Qa[

0 D, Me, T/
—1/2 Syt
-1 K¢

Table A.1: The weights of the superconformal generators with respect to the grading in D.
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Proof of the (D)-identity

Here we set out to show that the identity
floel o gaplelllyel — o, (B.1)

originating from the (D)-projection of F' = 0, really is satisfied by the expression we
found for f¢ and v,,s. In equation (7.46) we found that

1 1 _
floel = envle <§DH(6)KVU} + ZEU]chMbeC + wuv"}x,,> , (B.2)
where the contorsion, in accordance with equation (7.26), is given by
. W I 1 HUo = 1
Kap =i { €™ XurvaX' + 560" Xur1Xo" | - (B.3)

The gauge field 1,7 was in equation (7.33) found to read

(" Duxpar — (7)o" Dyuxusr + (7)o’ Duxpsr)- (B.4)

N | —

w,ual =

Let us first comment on the different derivatives appearing in these expressions. D(e) =
d + w(e) is the purely bosonic covariant derivative, D(e) = d + w(e) + a also includes
the non-abelian gauge field @ but not the contorsion, whereas D = d + w + a is the
full covariant derivative. Consequently D = D(e) + K, which can be applied to the
expression for v, above. The fact that florl in equation (B.2) contains the purely
bosonic derivative may seem like a problem. However, as it only acts on K ~ y? we
can exchange it for D(e), since the additional non-abelian terms appearing in D(e)K,°!
vanish when the internal [-indices of the x-fields are contracted as in equation (B.3).

Since the only derivative appearing after these rewritings is ﬁ(e) we will for convenience
simply refer to it as D.

From our expression for f, K, and 1 above it is obvious that equation (B.1) only contains
two kinds of terms: yDx-terms and x*-terms. We will begin by showing that the former
of these cancel out.
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B.1 Cancellation of the yDy-terms

After multiplication of both sides by (—2i), the yDx-terms on the LHS of equation (B.1)
read

LHS(xDy) :e/w[p<_z‘DuKVa} + 6™ (D) (e + (Do )7

+ (W‘TDTXM)Q‘(’YU]XV)a>
+ e (D = (7 DIx) N + (D) N, (B5)

where all y-fields also carry an internal index I which has not been written out. The sign
of the third term is explained by the relation

—()*(Dyuxr) (V)" Xy = —(Duxr8) (YY) X = (Duxa") ()5 X0y~ (B.6)

Let us now rewrite these seven terms a bit:

1
I — _ieﬂy[pDuKyo'] — El'”/[p (DMGU]T’O<XT7VX7]) —I— §DM(63€acha’_beC))

= VeI ((Duxte ) mxn + X w(Dyxn)) + %E”Upeabc((Duxa)%xc + Xa(Dyxe)
1L = e"e,™(Dyx7)* (17X )a = —(DuX?)(77X") + (D¥x0) (97X")
11 = @0(D, 573,77 = 2(D,0 ) (e, + 6,
_ €”V[p€TU]W(DHXT)7nXV + GW[p(DMXU})XV (B.7)
IV = (7" Do x,)* (v x0)a = P (7)) (Drxus) (V7)) e X
= P(Dox) e — € P(DTx )N
V = Euv[a(DuXV)Xp} — —E“V[p(Dqu)XU]
VI = —(*DUx,)l "\ = ()P (DY xu5)x" 0 = —(D¥x,) /"X
VIL = (*Dux?) Ao = () (Dux”5)x 0 = (Dux?)y"x 7.

Note that the covariant derivatives in all expressions but the first one always act on the
conjugate field y. Hence it is desirable to rewrite also the first expression on this form.
By using that

XT’YV<DMX77) = _Xm(%)aﬁ(Danw = (Danﬁ)(%)’BaXm = _(Duin)%XT (B.8)
we find that
I=e"PD, K, = 2e™Pel™ (D3 ) v xy + €7P€(DyXa) Vo Xe- (B.9)

In the list above we can identify two kinds of terms, those with a y-matrix and those
without. These kinds of terms must consequently cancel out separately.

We begin by showing that the terms without a y-matrix cancel out. Such terms appear
in the expressions denoted by II, III and IV. Collecting them they read

eV [(Dux)xw = (D7) X0 — (D)X (B.10)
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which can be written as
ij[p [(DMXU])XV - (DU]XM)XV - (DMXV)XJ]} == —66,“,[’0(DJ)ZM)XV]. (Bll)

Note that as we write out the antisymmetrization in the u and v-indices explicitly, half
of the terms will vanish as an index will be repeated in the Levi-Civita symbol, thereby
only leaving the three terms on the LHS. Since the RHS is antisymmetrized over four
spacetime indices and we are working in three dimensions it must vanish identically.

Let us now move on to the terms that include a y-matrix. These appear in all expressions
but the fifth one in our list above. To show that they vanish we first have to compute the
products of Levi-Civita symbols appearing in some of the expressions. We find that

—e eI (D) mxe = —(DPx) 7N+ (D)X = (Dux )7 X7 + (DP X7y
(DX, ) e = (DuXP)y X = (DP )7 X + (Dx" )v“’x”“r(D[ X7 xw
26V (D X )Xy = 2((DPX )v‘”‘x"} — (DuX")Y7 X! = (DX = (DPx7)y x0)
e (DyXa)Toxe = 2((DuX*)VXT = (DuxX?)V N + (Dux)vIx"). (B.12)

After these rewritings we simply add all the 7-terms from equation (B.7) together. We
identify six different kinds of terms and find directly that they all vanish identically.

B.2 Cancellation of the y*-terms

It remains to show that also the y*-terms on the LHS of equation (B.1) vanish identically.
To do this it is first convenient to note that it can be rewritten as

floel —ixloysl = 0, (B.13)

where both y and ¢ carry an internal index I which has not been written out. We note
that there are seven x*-terms which, after multiplication by a factor of (—4i), read

= —ietPe?l, K,V K, = 2i KWK+ 20K, 1P Fcoln
I = 05,176, Kpaxr = K" X, (/77X — K5, (v7 ) x”
—eorle g lul oXuYr P K"“’Xux ol — KlPrrlyvy,
I = =X, (YY" Kyaxn = €V KX (€77 + 719" — g7y + g7y x
= —Klllgely +Kn[p>znxtﬂ + Klolyvy,
+ e (K, "]>‘< VX0 = KX 0 — K0 x0) (B.14)
IV = VKX, (771" )X = €V Ko X (€7 + 471g" — 7197 + g7 ) x,
= "l (— K, %90 + KX xo + KX x0)
V = _EW[pK XU]VGX
VI = Ko x7(v#9") X = " KV o7y, x, + KPPy,
VII = KMOLX[ (7\u7a|) o] _ EuanKWX[p%XU}'
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Here we have repeatedly used that yx°! = 0 and in term I we used that
K[puKluIU] — KM[UKP]# — —K“[pK"]M,
K, K =0, (B.15)
Kl Klf] =0,
where the latter two equalities follow from [K* K??| = 0. K simply denotes the trace,
ie. K = K,"

To check that these seven terms cancel out it is useful to use equation (B.3) for the
contorsion to derive an expression for x,v,x,. By multiplying equation (B.3) by e.* and
e’ one finds that

- V.- 1 Vo -
KTp =1 (epu Xp YV Xv + ée'rpeu X,u’VVXJ) (B16)
and _
K= %EMVPXM%/X/J? (B17)
respectively. Consequently,
K., =1ie,"" Xuvrxo + €7 K. (B.18)
By now multiplying this by €,,” and using that X,7-x, = —Xu7)-X. We, after some
renaming of the indices, find that
_ ( -
Xu Y Xp = 5( wp KVU + 6/Llij()- (Blg)

This result can now be applied to several of the terms in the list above. After having
multiplied all Levi-Civita symbols together and using the relations in equation (B.15) we
end up at

I =2iK,PKW+ 2i K K
I = _%K[PU]K _ K“[pXJ]Xu — K[pU]XMXu
Il = —K[pwio]xu + K“['DXU]XM + K[PU]XMXM _ %Ka[’)K"]“ _ %K[p"]K
IV = —iK, K" — iKWK (B.20)
V= ik Kl 4 il
VI = —%K[p”]K + K[’"“'X”]Xu
VII = —iK, P K.
We identify two types of terms, Kyx and K K-terms, that must cancel separately.
By collecting all Ky x-terms we find them to yield

(=1 + 1)Ky, + (=1 + D)Koy, + (=1 + 1) K5l = 0. (B.21)
Similarly, the K K-terms yield
i2-3-1+3-1)KPK¥+i(2-1-L—14+1 - KK =0 (B.22)

This proves that also the y*-terms on the LHS of equation (B.1) vanish. Consequently we
have now proved that equation (B.1), which is the (D)-projection of the zero field strength
equation, really is an identity for our solutions for the gauge fields f and ).



Appendix C

Derivation of the Supersymmetric
Unfolded Equations

We here set out to derive the supersymmetric contributions to the unfolded equations
of level n = 1, n = % and n = 2. This is just a question of applying the commutation
relations of the superconformal algebra (6.28) to equation (8.59), which is the unfolded
equation truncated after level n = 2 and spin s = 2, and identify the terms of the different
levels. Note that the bosonic terms of the n = 1 and n = 2 equations were derived already
in section 8.2.
At level n = 1 we first find the supersymmetric contribution
. a Z a
(—i)%ar, T $2*|S) 4 = —Zaz‘j(UU)BAQbB 1S)a s (C.1)

where we have used equation (8.17). This is the non-abelian part of the term including
the covariant derivative acting on the field ¢4®. It appears in the exact same way at all
levels. We also have the supersymmetric contributions

VESLA D0 |O) 4 = —Ulpspa™ N |C) 4 = 02 (61) 1A (V) a0 Ko [S) 4, (C.2)

where we have used that K% = —%(fy“)o‘ﬁpapg implies paps = —(7*)ap ke, and

(—Kat"pa +i(7a) )i
A" (a1 Ka = X81(7a) ' Pypa) |19) 4
Aaa N4 (XaIK + x81(7a)" (v b)vaKb) 1) A
Aaa it (Xar Ko + xa1(=7"7a + 200)° . K3) 1S) 4
= —3Xar(0 I) Aot C“Ka|S>A, (C.3)

where we have used equation (8.7) for the vanishing of the gamma trace. Thus we end
up with equation (8.75) as our unfolded n = 1 equation.

By

Q

_ZXﬁIQﬁI AaaKapoz |C>A - ZSO XﬁIAI
Aaa( )

PyPa) |
By

At level n = % there is no bosonic analogue, so we have to derive all terms from
the beginning. First there is the trivial contribution —if%?°K,p,|C) ;. The term
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(—i)2A % K p,, |C) 4 then yields both the non-abelian part of the term including the

Aaa ~1J

covariant derivative Dp“?®, reading —ia; J(@™”) BAng““Kapa |C) 4, and the spin connec-

tion part
—(,DAaawabKapa |C>A — _QDAaa<Kawab + iwbEbacKc)pa |C>A

N 1 .CYCL a i C
=9 <§wb(%)a5cp‘4 —€ bcwbgoAB ) Kaps|C) 4 - (C4)

Furthermore, we also find the contribution
—iF a0 Ko |S) 4 = = iWF NN Kopa|S) = it (o)) a6 Kupa |4, (C5)
as well as
X Q0N Kap |S) 4 = =" xa1 (KaQ®" = i(7a)"5,1) K |S) 4
= 1"\ (Ka(1)” + Kp(74)"") Sy1 15) 4
= 20" xp1(0")a” () Kapy |C) 1 (C.6)
and
i P K oo |C) 4 = 10 [K e P — 2i€(€oq® My + 110 D)) Kypa | C) 4
— 204 [ K, (e My + e D) + Kp(€ca My + 10 D) + i€ca’ e K,
- inach} Pa ’C>A
= — 20 (e (7a)a” D5 + 210ePa) Ko + (e la — Nab IS e)Pa
+ NacKipa] |C) 4
=— QiQOAaabec (=7 + Mhe)o D5 + Anyepa | Ko |C) 4
=— 1Oig0Aa“bebKapa 1CY 4 (C.7)

where we repeatedly have used that the indices of the singleton fields are in the sym-
metrized traceless representations. By adding these six contributions together we obtain
the unfolded n = 3 equation (8.76).

At level n = 2 we once again find the term including the non-abelian part of the covariant
derivative, i.e., sar;(0!7)p$P*|S) .. In addition to this, we find the contributions

i)} Shp " Kapa |C) 4 = —i™ "IN Kapppa |C) 4
= it (@) ;A (P )asKas |S) 4 (C.8)
and
~x51Q P K Ky |C) 4 = — 01 P51 (KaQT — i(72)"7S]) Kopa |C) 4
= — My (KN ¢% — Ko () N py — iBKy(72) " M py)pa |C) 4
= —ip P (o N Ko + 20 A K a () 57 (1)00B52) [C) 4
= —5ig0A°‘“bXa1(5])AAKab 1S) 4 (C.9)

which give us equation (8.77) as the unfolded n = 2 equation.
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