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Abstract

This thesis investigates how sensor data of autonomous vehicles can be visualized in
order to make it easier for humans to understand and analyze the data. To achieve
this goal, the requirements of a software architecture of a tool that generates such
visuals are elicited together with the details that should be included in said visuals.
The result of this elicitation phase is used to develop such a software architecture.

Furthermore, different technologies are compared that can be used to implement
a tool that uses the created architecture. For this, a feasibility study is done that
investigates which technologies are suitable to fulfill the elicited requirements.

This thesis also finds a way how the deviations in the data of different sensors
measuring the same object can be visualized. The objects recognized by the
different sensors should be at the same place, however, it is possible that the
measurements differ. Those differences have to be visualized.

The results of this thesis for the software engineering body of knowledge include a
software architecture that is able to fulfill the elicited requirements, as well as the
results of the feasibility study, that shows what is and is not possible when using
different technologies to implement a similar tool. Furthermore, a reference solution
based on some of the technologies is implemented and described in this thesis.
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1
Introduction

Autonomous vehicles (AVs) provide the possibility for fundamentally changing the
current way of transportation. Making new generation cars and other light vehicles
with this technology can reduce the accident rate, energy consumption, pollution and
cost of congestion. The change in technology is a step by step process from human
controlled to self controlled cars [5]. Currently making the car control itself is one of
the biggest challenge for the automobile industry and also a major area of research.
Intelligent Transport System (ITS) is a global phenomenon, which applies advanced
communication, information and electronics technology to solve the transportation
problems [6]. Through intelligent active and passive safety systems, the comfort
and safety of the passengers and drivers have been improved very much in the past
decade. The former helps to mitigate or avoid accidents and the latter reduces the
severity of accidents [7].

Volvo Cars, a pioneering company in Active Safety, will bring self-driving function-
ality in their cars to customers within a few years. Volvo has access to the AstaZero
test track [2], as shown in Figure 1. On this track, the self-driving cars are tested
and a lot of data is generated through different sensors in the cars. An example
setup of sensors is shown in Figure 2. The test data is made available online in a
remote test command center. Visualization and logging of all incoming data in real
time will allow for efficient test monitoring and “on spot” test data collection and
analysis, and to perform this a tool is very much essential. Since self-driving cars
have many sensors, all the data may not be needed for humans to analyze. Therefore
an empirical study using the generated data needs to be conducted to find the level
of detail necessary for human use. This will help to better evaluate the data and
benefit the research of truly AVs.

This thesis is part of the iTRANSIT (intelligent TRAffic maNagement System)
project, a national research project on the development and testing of intelli-
gent transportation systems [8]. Researchers and engineers from Volvo Cars, SP,
Chalmers, ÅF, and AstaZero are part of this project. The goal of this project is the
possibility to develop components of an ITS, merge the data from different actors
to a global dynamic map and to create a cost efficient positioning system based on
GPS and data fusion [8].
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1. Introduction

Figure 1: The AstaZero test track [2].

Figure 2: Example setup of sensors on an autonomous vehicle [1].
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1. Introduction

1.1 Problem Domain and Motivation

AVs have multiple sensors that generate a lot of data. The problem this thesis ad-
dresses is how sensor data of AVs can be visualized in order to make it easier for
humans to analyze the data and understand the behaviour of the vehicles on the test
track. The test track includes city area, rural area, high speed area, roads with mul-
tiple lanes etc. In such situations it is crucial to know how the AVs understand these
different environments and traffic conditions in order to improve decision making in
AVs.

The raw data consists of numbers in different formats and is hard for humans to
comprehend. Visualization of this data helps researchers and engineers to under-
stand the behaviour of the AVs during testing. All the generated data will not be
needed to visualize at all times, so extraction of the necessary parameters and fea-
tures at any point of time is essential. Furthermore, some details might be more
interesting in some cases, and less useful in other cases, so one of the challenges in
this thesis is to find out the details that are supposed to be included.

The visualization of the data while the test happens on the test track is another
challenge this thesis tries to solve. This live visualization shall create the visuals
within a limited timeframe. Since the amount of generated data is very large and the
extraction has to happen fast enough to fulfill this time constraint, it is a challenge
to extract the needed information quickly. Visualization shall also be possible at a
later point in time from the tests logfiles. It is important that the visuals generated
in both modes have the same look and feel to allow efficient analysis. These visuals
help the engineers and scientists to gain insight on the behavior of AVs when different
events happen while driving and subsequently to be able to develop a system that
can guarantee safety for vehicles and passengers.

1.2 Research Goal and Research Questions

The goal of this thesis is to find out how sensor data of AVs can be visualized
in order to make it easier for humans to analyze the data and understand the
behaviour of the vehicles. To achieve this goal, a tool is developed that generates
visuals based on sensor data. The architecture of this tool is important to efficiently
generate live visual representations of sensor data. Therefore, it is essential to elicit
the requirements of this architecture. Furthermore, it is important that the right
parameters and features are included in the visuals and that they are presented in
a suitable way. This thesis tries to find out what should be included in the visuals
to make them useful for humans to analyze. There are a lot of technologies that
can be used to implement a tool that visualizes sensor data. Therefore, technologies
have to be found that are suitable to implement a tool that fulfills the elicited
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1. Introduction

requirements and creates visuals containing the useful parameters and features. It
is also important to detect deviations in the data from different sensors measuring
the same object and visualize them. These challenges are formulated as the four
research questions shown in Table 1.

Number Research Question
RQ 1 What are the functional and non-functional requirements for an ar-

chitecture model to visualize data from automated vehicles testing?
RQ 2 How can the necessary parameters and features be identified and au-

tomatically extracted from the sensor data without loss of necessary
information in order to generate a visual representation?

RQ 3 What existing technologies can be used to develop a tool that imple-
ments an architecture to visualize data from AV testing?

RQ 4 How can the generated visuals be used to identify the deviation in the
data of the same object in different sensors?

Table 1: The four research questions to be answered in this thesis.

1.3 Scope

The requirements are elicited from selected people at Volvo Cars, Chalmers Uni-
versity of Technology and from literature. Based on those requirements, suitable
technologies are chosen to implement the tool. There are a lot of available technolo-
gies that can be used for development. For this reason, a pre-selection for further
investigation based on certain criteria is necessary. The most feasible technologies
are chosen for implementation.

A self-driving car uses multiple sensors to gather all necessary data to make au-
tonomous decisions. This thesis only considers visualizing the data from some im-
portant sensors. The decision, which sensors are included depends on the data made
available from Volvo Cars. To be able to select the parameters and features to in-
clude in the visuals, the necessary information has to be available in the provided
sensor data.

The tool that is developed as a part of this thesis is a proof of concept to show that an
architecture that satisfies most important requirements can be implemented using
the chosen technology. In cooperation with the main stakeholders, requirements
are chosen for implementation based on their priority and the result is used to
demonstrate the concept. The developed tool can then be used as a base for future
development.

Multiple sensors can cover the same area and therefore identify the same objects.
The tool is also able to visualize the deviation in the data of two sensors measuring

5



1. Introduction

objects in the same area. The exact way that the overlapping is visualized will be
identified during this thesis.

This thesis gives the software engineering community knowledge about the require-
ments of a software architecture that is used to provide data visualization online
(live) and offline, as well as a reference architecture which can serve as a model
for future visualization tools with similar goals. Furthermore, this thesis gives the
reader understanding about different available technologies that can be used to de-
velop similar tools, as well as their advantages and disadvantages.

Handling large amounts of data generated from multiple sensors in a short time
is a challenge in automotive and other industries [9, 10]. This thesis investigates
how the necessary information can be extracted and visualized both live with time
constraints, as well as from a logfile. Furthermore, it shows that both ways can
create visuals with the same look and feel and provide a common way for humans
to analyze data.

1.4 Document Structure

This thesis starts with a description of the background in chapter 2, followed by an
analysis of related work in chapter 3. This gives the reader insight in the domain
and shows how other researchers have solved similar problems. Chapter 4 describes
the methods used in this thesis and shows how the research questions are answered.
The results of those methods are described in chapter 5, which provides detailed
explanation of the insights gained from conducting the steps in chapter 4. A dis-
cussion of the results is provided in chapter 6, including an analysis of threats to
validity. This thesis is then concluded and summarized in chapter 7.

6



2
Background

This chapter introduces the needed background knowledge to understand why auto-
mated driving improves the safety of vehicles and passengers and how visualization
of test data help engineers to build safer cars.

2.1 Autonomous Vehicles and Safety

Active safety is a vehicle’s ability to avoid accidents (as opposed to passive safety
that reduces the impact of accidents) [7]. To be able to provide active safety, intel-
ligent vehicle safety systems are needed [7]. Cars driving autonomously will reduce
accidents and improve safety for the passengers [7, 11, 12]. Autonomous vehicles do
not consciously break traffic laws, never drive drunk or after having taken drugs and
will react quicker than humans. According to a study in the United States in 2013
40 % of all car crashes involve alcohol, drugs, distraction or fatigue [12]. None of
those factors affect autonomous vehicles. Cars today are able to do more and more
tasks autonomously. Many new cars include features like adaptive cruise control,
lane control and parking assistance, as well as automated breaking, for instance for
a cyclist as shown in Figure 3. [11, 12]. By 2020 many large automobile companies
hope to release fully autonomous vehicles [11, 12].

There are still open issues concerning autonomous vehicles [11, 12]. Governments
have to allow the operation of self-driving cars and provide a way to certify au-
tonomous vehicles as safe for public roads. Furthermore, the liability in case of an
accident has to be clear. As of now, it is not clear if it is the car manufacturer or the
company who built the sensor or someone else’s fault if a car crashes. This becomes
even harder to decide if an autonomous vehicle crashes with a human driven one.
Some people are also sceptical to autonomous vehicles and do not want to give a
computer control over their vehicle, or simply like to drive and prefer to continue
doing so themselves. Privacy is also an issue, because autonomous vehicles are able
to gather data about where they go.

7



2. Background

Figure 3: Car autonomously breaking for a cyclist [1].

By having a high enough market share of autonomous vehicles that have the possi-
bility to communicate with each other and preferably also the public infrastructure,
congestion can be reduced [12]. This is because the safety gap between cars can be
reduced in this scenario and as a result, a better flow management is possible. Fur-
thermore, cars can be parked further away from the destination of the passengers,
by dropping them off and then proceeding empty to a nearby parking lot and pick-
ing the passengers up when they want to drive somewhere else. This will eliminate
cars circling around the block in wait of an available parking space, which results in
reduced exhaust fumes which is good for the environment.

Autonomous vehicles will allow persons to drive that are not able to do so today [12].
Old people that can’t drive anymore as well as young people that are not allowed to
get a drivers licence yet can use self-driving cars for transport. Furthermore, humans
with disabilities will benefit from this advantage. Autonomous vehicles will make
transportation available to a wider audience while improving safety for everyone.

2.2 Data Visualization

Data visualization is a fast growing field [13], as it serves as a great communication
tool [14]. It finds application in business, automobiles and most other fields. An
example of data visualization in the automobile field is shown in Figue 4. With
respect to the field of application, the following four things have to be considered
[14]:

1. What will be visualized?

8



2. Background

2. How is it visualized?

3. How much is visualized truly?

4. What has been visualized exactly?

Figure 4: Visualization of sensor data in an automobile context [1].

The first question finds out the necessary information to be visualized. The second
question identifies a visualization technique or the need to develop a new technique,
which can be used to visualize the data. The third question validates the used
technique and the fourth question explains the results obtained from visualization.

Along with the data, the users are also important and it is essential to know their
preferences. Generally, for any kind of visualization the user expects the following
features [12, 15]:

1. Overview: Have an overall view of the system.

2. Zoom: Zoom in on the interested things.

3. Filter: Filter out uninterested things.

4. Details-on-demand: Select an item or a group and get details when needed.

5. Relate: View the relationship among the items.

6. History: Replay, undo, refine, etc.

7. Extract: Extract sub-collections of the query parameters.

9



2. Background

AVs have many active safety features that are achieved through multiple sensors.
Data streams generated by sensors are continuous and can have very high data
rates and volume, so analyzing them through visuals makes it easier for the users
to acquire information and knowledge [13, 16]. In an environment where a lot of
continuous data is generated, it is almost impossible to visualize all the data, so
the user needs have to be considered in order to extract the relevant data [15].
Understanding and extracting the information from the data for further analysis is
challenging [17]. Data arrives in a bursty mode and it is hard to process all data in
real time. Handling the data rate, noises in the data, order of the data and missing
data is also challenging [13] and moreover, the data has to be sampled at a suitable
rate [17]. The data can have different parameters, and changes over time can affect
one or multiple parameters, while others such as geometry remains constant [16].
For instance, if the sensor data has the information of a car, the parameters like
height, width etc., of the car is unchanged while its position can change. So an
efficient way of handling the data can improve the performance and can make the
rendering happen in (near) real-time.

Visualising the sensor data in a browser based client increases the accessibility, but
web based 3D visualization of continuously changing data is challenging. Moreover,
transmitting the data directly to a browser has performance and scalability issues,
so the data streams have to be processed in an efficient way. For fast 3D rendering,
the system requires significant processing power and an optimized data structure
like Binary Space Partitioning [16].
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3
Related Work

This chapter presents related work in the field of sensor data visualization. To
identify related work, the literature review approach described in section 4.1 was
used. Since automated driving is a relatively new concept, not many papers have
been published on visualizing tests of AVs. Instead, this chapter presents work that
has been done on developing visualization tools for vehicles and geospatial sensor
data visualization in general.

Sedlmair et al. [9] have developed Cardiogram, a visual analytics system that sup-
ports engineers in analyzing large data sets. The data that is analyzed comes from
in-car communication networks and contains millions of messages. The tool was
created as a result of a three year field study in a large automotive company. The
goal this tool aimed to achieve was to integrate it directly in the industrial work
context. To be able to do that, the creators worked closely with domain experts to
learn their everyday work. They tested various prototypes to ensure that the tool
fulfilled the industrial work requirements.

Cardiogram was developed in close collaboration with the end users. This was done
as an in-depth long-term case study. A field study of current practices included
interviews with single engineers, user observations, as well as multiple focus groups,
that aimed to bring a common understanding between the users themselves. Fur-
thermore, the tool itself was validated multiple times using design workshops and
personal feedback as well as lab studies and field studies.

The people behind Cardiogram claim that the key to success was understanding
the available data, the tasks the engineers want to perform and the tools currently
available. Based on this knowledge the requirements of Cardiogram were identified.
The tool has to be able to handle masses of data. To be able to do this, it filters the
messages automatically and supports the error detection. Furthermore, Cardiogram
should provide new insights. This is achieved by analyzing timing aspects and
message propagation, detecting outliers and viewing correlations between messages.

The tool is implemented using a two step design. The first step contains data pre-
processing and storage. Here data filtering, error detection and data abstraction
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takes place. The second part is the visualization. Here the results of the first steps
are visualized and the correlation between time and logic becomes clear.

The process used to develop cardiogram satisfied specific factors that the authors
claim were necessary for the tool to get adopted. The tool has to be simple to use,
so that the users don’t have to spend a lot of time learning the tool. Furthermore,
strong user integration is needed through the entire design processes to make sure
that it satisfies the needs of the end users. Lastly, a tight integration to existing
tools and workflows is needed.

M. Tönnis et al. [18] have built a visualization system for spatial sensor data. The
system has two different setups; the laboratory setup and the car setup. In the
laboratory setup, the perception sensor data provided by pre-recorded scenes is
rendered in a down-scaled form. In the car setup, the sensor data is visualized
in real-time, which allows for direct inspection. In both setups, two visualization
devices have been used; a video see-through LCD flat panel (TFT) and an optical
see-through head-mounted display (HMD). Visualization schemes for spatial sensor
data and for geometric models that outline recognized objects were developed. The
main intention for the development of the system is to reduce the gap between
the interface designers and the sensing engineers during the development phase.
The idea behind this system is to check the functionality of the sensor, debug and
understand the sensor data and serve as a platform for future driver assistance
systems.

Llorach et al. [10] have built a visualization system for a Massive Multiplayer Online
(MMO) virtual regatta using a virtual globe. A regatta is a sailing race around
the world in the shortest amount of time. A MMO virtual regatta is an online
game, which allows members of the public to sail a virtual boat around the world,
competing in real-time with the real boats of the regatta. The virtual globe is the
3D representation of the globe. The work shows some of the possibilities of the
browser for visualizing large data sets of trajectories on the client.

An Itinerary of 17,000 boats sailing over the ocean around the world, featuring over
20 million points is visualized in a web browser environment. The data is presented
and drawn on the top of a virtual globe, which allows users to navigate, interact
and focus on any area and is also useful for visualizing information on the globe
from different perspectives and scales. For efficient storage, samples are added to
the data set based on some strategy and each data sample contains the latitude, the
longitude and a timestamp.

Two different approaches are proposed to visualize the data. The first approach
shows the evolution of the race over time, which renders only a part of the trajectory
of each boat. This is achieved by taking only the last samples where each boat has
gone through and a line is drawn, like a tail, behind each boat. In the second
approach, the full trajectories are progressively rendered into a framebuffer object,
resulting in a density map of the areas where users passed more often. This density
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map can be created both in real-time, as well as offline, where the latter achieve
high resolutions and detail. The path visualization shows precisely the trajectory of
each individual boat over time. The density map is useful to understand where the
players thought the winds would be better to win the race and which routes they
preferred.

Stampach et al. [19] have built a context based dynamic visualization system for
sensor data that varies in space and time. Context is defined as the synthesis of
conditions which can influence an adaptive map. Each context is a combination
of parameters, describing a user or his actual situation. Cartographic techniques
are used for monitoring, predicting and analysing the situation in space and time.
Geoinformation technologies allow users to examine and represent spatial informa-
tion on a pre-existing map through interactive cartography, described as adaptive
cartographic visualization.

A sensor network consisting of multiple sensor units serves as the source for near
real time data. Each sensor unit measures multiple characteristics (temperature and
humidity of both air and soil). A GPRS based mobile communication unit serves as
a relay station to communicate the measurement to the remote server. The remote
server stores the received data in a database. These measurements are then sent to
the web-based client applications. The clients have two different views, the spatial
(map) view and the temporal (chart) view. The user can switch between the views,
but can’t view them simultaneously.

The spatial visualization is in the form of a map, which contains predefined hierar-
chical levels of detail (from an overall view of the area of interest to the detailed view
of the immediate surroundings of the selected group of sensors). In the temporal
visualization, an interactive chart is drawn where the user is allowed to choose the
sensor and the time range. The user can also select multiple sensor measurements
and compare them to find the variations between different measurement points.
Below the chart, the user can read the statistical information about the currently
displayed selection. This view supports features like exporting the chart and print,
zooming and specifying the level of aggregation (week, month).

As multiple measurements were involved, the complexity of symbols was a big issue
and the information that was not relevant to a particular context was omitted to
manage the simplification of the symbols. Implicit symbols with reduced minimal
size without any numerical or textual content were used and by hovering the mouse
on the symbol they were enlarged and the numbers and texts in the symbol got
visible. In this way, an overview and details-on-demand were provided to the users.
The system supports the basic features as described by Fagant et al. and Zankl
[12, 15].

C. Roessig et al. [20] developed a framework that visualized information about speed,
distance and potential danger in the rear-view mirror of a car. This was done
using backward-looking cameras to gather information about approaching vehicles.
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Overlaying the collected information over all vehicles would clutter the image too
much, so the work aimed to find a better visualization technique.

Multiple ways were presented how the human perception of speed, distances and
danger can be influenced. An artificial depth-of-field can be used to draw the user’s
attention towards a specific part of the visual by manipulating depth information.
Motion blur makes the user subconsciously believe that an object moves at high
speed. Furthermore color can be used to draw the user’s attention to important
objects. A color scale from red (danger) to green (safe) can be used to classify
threat.

A camera was used to identify lanes and objects. This information was then used
for distance and velocity estimation, as well as for calculating the risk potential,
which was the estimated time to impact. The result was then visualized in different
ways. The lanes, the own vehicle can switch to can be colored in green if it is safe
to switch and red if another vehicle is too close. The artificial depth-of-field can
be used to make an approaching car look close to make the user aware of it while
making the background seem very far away. Lastly motion blur can be used to give
the user information about the speed of other vehicles.

All related work mentioned in this chapter addresses handling and visualizing huge
data sets. Most of the work covers either an online mode with live or real-time
data or an offline mode using logfiles. M. Tönnis et al. [18] have developed both
an offline mode for usage in the lab and an online mode for the car itself. These
two modes use different setups and approaches to visualize the data. The research
didn’t reveal any work where online and offline modes were realized with the same
setup and approach. This gap is addressed in this thesis.

14



4
Methods

The overall approach was divided into four different phases, as shown in Figure 5.
In the first phase, the requirements of the architecture were elicited. In parallel,
the details that needed to be included in the visuals were identified. In the second
phase, the results from the first phase were used to identify the suitable technologies
to implement a tool based on the architecture. In the third phase, the requirements
selected for implementation from the first phase were implemented using the tech-
nologies identified in the second phase. After generating the visuals, the differences
in the data of different sensors measuring same object were visualized. Once the tool
was developed, a user validation was done to understand whether the tool satisfies
their needs.

Elicit Requirements

Identify Visualization Details

Choose Technology

Development

Visualize differences

between sensors

Validation

Figure 5: The different phases of this thesis.

The goal of this thesis was to find out how to visualize sensor data to make it easier
for humans to analyze the data. To fulfill this goal, the four research questions
described in section 1.2 had to be answered. This was done using different scientific
methods: two focus groups, a stakeholder survey, an analysis of similar systems,
a literature review, a feasibility study and a data study, as well as different forms
of validation techniques. The process is described in Figure 6, which shows how
the goal is split up in the research questions. The text next to a research question
indicates the methods used to answer that specific research question. This chapter
starts with an explanation of methods used in multiple research questions, followed
by the individual research questions and the methods used to answer them.
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Goal: Visualize sensor data to improve analyzability

RQ4: Deviation in Sensor Data

RQ2: Parameters and Features

RQ1: Architecture Model

RQ3: Technologies

Focus Group

Stakeholder Survey

Analysis of Similar Systems

Literature Review

Requirements Prioritization

Focus Group

Stakeholder Survey

Analysis of Similar Systems

Literature Review

Data Study

Literature Review

Analysis of Similar Systems

Feasibility Study

Data Study

Design Science Approach

Research Questions Methods

Figure 6: The research questions and methods used to answer them.

4.1 Literature Review

Literature review was part of the methodology to answer the first three research
questions. To increase the scientific value of the research, the method was based on
the SLR (Systematic Literature Review) approach proposed by Kitchenham in 2004
[3]. The literature review consists of three parts: planning the review, conducting
the review and finally reporting the review. The first two parts consist of multiple
sub steps [3]. The entire process is shown in Figure 7.

Plan the review Conduct the review report the review

Identifying the need for a review

Developing a review protocol

Identification of research

Selection of primary studies

Study quality assesment

Data extraction

Data synthesis

Figure 7: The literature review approach as proposed by Kitchenham [3].
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A review method based on the SLR was used to summarize existing information in
an unbiased manner. First the review was planned. The rationale for the survey
and the research questions to be answered are specified in chapter 1. Since there
was a time plan for the thesis itself, no additional time plan for the literature review
was created. The review protocol contained the following information:

• Study selection criteria and procedures.

• Study quality assessment.

• Data extraction strategy.

• Synthesis of the extracted data.

The literature review was performed mainly using four different scientific databases,
namely ACM DL, IEEE XPLORE, SpringerLink and ScienceDirect. Further-
more the Chalmers library was included, which searches in 177 different scientific
databases [21]. The databases were queried with certain keywords that depended on
the research question. The results were ordered by relevance and chosen based on
different criteria. First the title of the publication had to match the research area.
If that was the case the abstract was read. If the publication matched, it was in-
cluded in the research and data was extracted from it. Sometimes it was not enough
to read the abstract. In that case, the conclusion was considered as an inclusion
criteria as well. Since the number of papers returned by a search query was usually
very large, the assessment had to stop before all papers were read. If ten papers in
a row were considered not relevant for the research, the assessment was stopped. If
a publication was included, the quality of it had to be assessed. To assure quality,
only peer-reviewed papers published in scientific journals and conference proceed-
ings were considered. Studies that were still included at that point were read by
one of the students. He took notes about everything that was important to the
research question being answered. The other student validated the notes by reading
the study as well, checking the notes of the reader and adding anything that he
considered missing. The joint result was the data extracted from the study. When
the relevant papers were read the knowledge gained from the papers was merged to
one dataset.

Instead of reporting the results of the review in a journal or conference paper as
proposed by Kitchenham, the results were merged with the results from the other
methods used in this thesis and documented in chapter 5.
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4.2 Architecture Requirements and Visualization
Details

Some methods were used to answer both RQ1 and RQ2. This includes the focus
groups and the survey. The analysis of similar systems was important for the choice
of technology, as well as the architecture requirements and visualization details.
Instead of explaining the methods multiple times in different places, all common
methods are explained in this section. Furthermore, the literature review described
in section 4.1 was used for all the research questions.

4.2.1 Focus Groups

To elicit the requirements the architecture has to fulfill and to identify the param-
eters and features that have to be included in the visuals, two focus groups were
conducted. The first one was held with engineers at Volvo Cars and the second
one with academic experts at Chalmers University of Technology. The focus group
procedure was based on the book "Understanding your Users (Second Edition)" [22]
and consisted of multiple steps. The research problem was defined in the research
questions in chapter 1.2. The questions asked in the focus group can be found in
the appendix of this thesis. The initial version of the questions were validated by
testing them with two other master thesis students. Any questions they thought
were unclear were reconsidered.

Participants were invited by the main stakeholders at the Sensor Analysis and Verifi-
cation group at Volvo Cars and the supervisors of this thesis at Chalmers University
of Technology. The participants included engineers and researchers who voluntarily
agreed to join this study. In total, four persons participated in the first study, and
two in the second.

Each focus group sessions lasted about one hour and consisted of multiple phases.
The sessions started with a short presentation of this thesis, followed by an intro-
duction of the participants. An introductory question acted as a starting point of
the discussion, before a transition question led the attendees to the topic of AVs.
The key questions aimed to give answers to the research questions and were used to
elicit stakeholder requirements. The sessions were closed by two ending questions.
The first was used to identify further stakeholders that had not been considered yet,
while the second one aimed to identify what was most important to the participants.

One of the students working on this thesis acted as the moderator who led the
discussion, while the other student took notes and audio recorded the sessions.
After the session, the two students had a debriefing session, where observations and
thought were exchanged. This was done directly after the focus group to ensure
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that no ideas got lost. After that, a transcript of the audio recording was generated
and used as a basis for further analysis.

In the transcripts, all the wishes and ideas relevant to the aim of the thesis that
were brought up were identified and written down on a sheet of paper. This was
done by reading the entire transcript from the beginning to the end and as soon
as a point was identified, a note was taken. The notes were then grouped based
on categories and duplicates were merged. Each note was then reformulated to a
requirement sentence, starting with "The tool shall be able to..." or "The user shall
be able to...".

4.2.2 Survey

After the focus groups and the analysis of similar systems, a survey was conducted
at Volvo Cars in order to validate and prioritize the known requirements and also
to elicit more requirements, as well as to gather more knowledge on the details to
include in the visuals. The survey included 8 questions (some questions contained
sub-questions) and could be answered within 5 minutes. It was hosted on a Volvo
Cars SharePoint site. Initially the survey was sent to the main stakeholder. After
that pilot survey, an invitation to participate was sent to three workgroups at Volvo
Cars, with a total of 53 recipients. The survey was left online for two weeks and
multiple reminders were sent in this timeframe to get a higher response rate. Eleven
persons answered the survey.

The survey included questions on how the engineers would like to use a visualization
tool that visualizes sensor data. This included if they want an online or offline mode
(or both), as well as on what platforms they would like to use the tool. Furthermore,
a question was included where the users could choose what features to include in
the visuals, with an option to add additional features not in the list. The survey
also had a question on what views should be included in the tool. A view in this
context is the perspective the scene is rendered from, for instance bird’s eye or first
person. As before, the participants were able to suggest their own ideas. The final
section of the survey covered what the tool should be able to do. It featured a
list of requirements gathered from the first focus group and the analysis of similar
systems. The requirements that were included in the survey had to be about a user
task and not a technical requirement. The participants were able to choose how
important they think that requirement is for them. Once more they were able to
suggest additional features. The survey ended with a field where the participants
could add additional thoughts on sensor data visualization. The questions of the
survey can be found in appendix B of this thesis.

Additional wishes and suggestions were transformed into requirements by reformu-
lating them to a requirement sentence, starting with "The tool shall be able to..."
or "The user shall be able to...".
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4.2.3 Analysis of Similar Systems

On top of the literature review, two presentations of similar tool were visited. The
presentations took place at Volvo Cars during the requirements elicitation phase of
this thesis. The reason for this was to see how other companies have solved similar
problems, as well as to see what technologies they used, what details are included
in their visuals and what views they had implemented. After the presentations the
engineers from Volvo Cars discussed the advantages and disadvantages about the
solutions from their point of view. This gave valuable input for this thesis, as well
as better understanding of the stakeholder preferences.

The first presentation was about an application from a company located in the
United States. The meeting was held online with the presenter in America and all
Volvo Cars participants gathered in a conference room. The second presentation
was from a Swedish consultancy company. They had developed a tool to visualize
autonomous vehicle sensor data online, as well as offline. This presentation took
place at Volvo Cars with some of the developers physically present in the room.

4.3 Architecture Requirements

The first research question is "What are the functional and non-functional require-
ments for an architecture model to visualize data from automated vehicles testing?".
To answer this question multiple research methods were used. A literature review
was conducted, two focus groups were held, a survey was sent out and two similar
systems were analyzed. These methods are described in section 4.1. The results
of these methods were turned into requirements, that then were prioritized. The
method for this process, as well as for evaluating the result is described in this
section.

4.3.1 Creation and Prioritization of Requirements

The methods described in section 4.3 were used to generate lists of requirements.
Each focus group, the literature review, the analysis of similar systems and the
survey generated five different requirement lists. Those lists were merged and the
duplicates were removed and some higher level requirements were split up in multiple
requirements. Each requirement was then assigned a number in the format FRXX for
functional requirements and NFRXX for non-functional requirements. Furthermore,
every requirement has a name that described the requirement in one sentence and a
longer rationale. After the creation of the requirements, they were prioritized in an
ordinal scale with high, medium and low priorities. The priority of each requirement
is assigned in three different ways, which resulted in three priorities per requirement.
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To make it possible to see the different priorities by different means, they were not
merged into one single priority.

The first priority was based on the main stakeholders preference at Volvo Cars. A
meeting was organized with the main stakeholders at Volvo Cars and the require-
ments were prioritized in the specified scale. The second priority was based on the
number of occurrences of the requirement in different elicitation methods. The re-
quirements were elicited using five different methods: Focus group at Volvo Cars,
Focus group at Chalmers, literature review, analysis of similar systems and survey.
If a requirement was repeated in three or more methods, it was assigned high prior-
ity. If it was mentioned twice it got medium priority and if it was mentioned once
it was assigned low priority. The third priority is based on the survey results. The
survey answers are based on the Likert scale, with a range from one to five. Persons
who answered with a four or a five were considered promoters of the feature and
the percentage of promoters determined the priority. 75% or higher resulted in high
priority, 50% or higher in medium priority and below 50% in low priority.

Table 2 and Table 3 give two examples how the prioritization process works. The
main stakeholder priority is set by the main stakeholder directly and is high in
these examples. In the first example, the occurrence priority is medium because the
requirement occurred in two sources (elicitation methods). The survey priority is
medium because between 50% and 75% of the participants of the survey rated the
feature four or a five on the five point scale. In the second example, the occurrence
is low because only one source mentioned the requirement. The survey priority is
high because more than 75% of the participants of the survey rated the feature four
or five.

FRXX The Requirement.

Priority Main Stakeholder Occurrence Survey
High Medium Medium

Source Source 1, Source 2
Rationale Longer Description.

Table 2: Prioritization process example 1.

FRXY The Requirement.

Priority Main Stakeholder Occurrence Survey
High Low High

Source Source 1
Rationale Longer Description.

Table 3: Prioritization process example 2.
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4.3.2 Validation

Based on the elicited requirements, an architecture was created. This architecture
was evaluated against the requirements together with the main stakeholders and
the academic supervisors of this thesis. This was done by presenting the created
architecture in the review meetings and orally explaining the architectural pattern
and design decisions. The feedback from the reviews were used to improve the
architecture.

4.4 Parameters and Features

The second research question is “How can the necessary parameters and features be
identified and automatically extracted from the sensor data without loss of necessary
information in order to generate a visual representation?” This research question
shared most research methods with RQ1. The focus groups and the survey also
included questions about the parameters and features that need to be included
visuals. In the literature review and the analysis of similar systems, the visualization
details were also taken into account. In addition, the available data was studied to
learn what information was included in the sensor data and what was possible to
visualize. The data study is described in this section.

A data study was performed to identify the parameters and features. This was done
to learn how the input is structured and to assess how it can be modelled for use
in the visualization tool. It was also important to identify the characteristics the
sensors provide (for instance distance to another object, direction to the object), to
be able to create a data model.

The data was provided as a .pcap (packet capture) file [23]. This file type is asso-
ciated with the Wireshark network protocol analyzer [24]. The file contained UDP
packages that had been sent over a network from a car to a computer for logging.
The packages could be filtered on the destination port to see only packages sent
from a specific sensor. The packages sent from different sensors structured the data
in a different way, so they had to be decoded individually. All data was contained
in large chunks of binary data and had to be extracted using its bit locations from
the sensor specification.

Currently Volvo Cars extracts the data to a Matlab file using a C program. This
code and the resulting .mat file were analyzed together to get better understanding
of how the data is extracted. Live data is not available on the network all the time,
so for testing purposes the provided .pcap file was replayed using the tcpreplay
application [25], which is available for Linux. Since the development was done
using a computer with the Windows operating system, Ubunutu was installed to
run tcpreplay, using a virtual machine. Some properties of the .pcap file had to
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be rewritten using the tcpprep and tcprewrite commands of the tcpreplay software
in order to send the packages to the correct destination address, namely the local
address of the machine where the socket for listening was running. When replaying
data using tcpreplay, packages are re-sent and the receiver sees the packages as if
they were coming from the original source.

4.5 Technologies

The third research question is "What existing technologies can be used to develop a
tool that implements an architecture to visualize data from AV testing?". To answer
this question, a literature study and an analysis of similar systems were used. This
was done to identify the technologies that were used to implement similar tools.
Furthermore a feasibility study was conducted, which is described in this section.

There are a lot of technologies available that can be used to implement a visualization
tool for sensor data of AVs. To decide on the technology to be used for development,
a feasibility study was done. First a list of possible technologies was identified that
fulfilled one of the following criteria:

• The technologies were known to the students before starting to work on this
thesis.

• They were mentioned by people at Volvo Cars or at Chalmers.

• They were mentioned in scientific publications that were read.

• They were returned by Google searches.

Every considered technology had to fulfill a list of must criteria to be considered for
further analysis. The must criteria are as follows:

• The technology or library is being actively developed.

• The technology or library can be included in another project.

• The technology or library has sufficient documentation support.

The technologies and libraries that were still included at this point were analyzed
in more detail to determine whether they can be used to fulfill the architecture
requirements. It was checked which of the most important requirements that were
identified in RQ1 could be fulfilled using the technology or library. For this a table
was created with the requirements on one side and the technologies on the other side.
Each cell in the table specifies whether the technology can satisfy the requirement
or not. To identify if it is possible, the documentation of the technology was read
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and tests were conducted if needed. The result of this study is shown in Table 10
and Table 11 in the results section.

4.6 Deviation between Sensors

The fourth research question is "How can the generated visuals be used to identify
the deviation in the data of the same object in different sensors?". To answer this
question, RQ1, RQ2 and RQ3 had to be answered first. Based on the knowledge
gained, a visualization of the deviations in the data between two sensors (if any) was
created. These visuals were iteratively improved using the design science approach.
This approach is described in this section.

The used design science approach was influenced by the design science methodology
proposed by Hevner et al. [4] and is shown in Figure 8. The knowledge base, as
shown in the right part of the figure, was the result from RQ 1-3 and a data study.
The environment, as given in the left part of the figure, is Volvo Cars with its
employees and computer systems. Based on the knowledge and business needs, an
initial version of the visual of deviation between the data of two sensors was created,
as shown in the centre part of the figure. To give clarity to the user, the visuals
were created with two different colors. This was validated by the main stakeholders
at Volvo Cars. Based on their feedback, the solution was further improved. This
process underwent several iterations that led to the final version.

Figure 8: The design science approach as described by Hevner et al. [4]
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Hevner et al. [4] proposed that the design science approach shall follow seven prin-
ciples. The method used in this thesis follows all of them:

1. The research has to produce a viable artifact, in this case piece of code that
visualizes deviations in sensor data.

2. The result has to solve a relevant business problem. Comparing the data of
different sensors to find deviations is a real world problem at Volvo Cars.

3. The quality of the created artifact has to be evaluated. This was done by
evaluating the result of each iteration with the main stakeholders.

4. The artifact has to provide a contribution to research. The approach was used
to answer one research question of this thesis with a clear research goal.

5. A rigorous approach has to be used in both designing and evaluating the
artifact. By thoroughly evaluating every iteration of the design with the main
stakeholders, this principle was satisfied.

6. The approach is a search process for an effective artifact. The goal of both
the approach and the research question behind it was to find a suitable way
to represent the deviations.

7. The last principle focuses on how to communicate the result to all audiences.
One of the advantages of visualization is the ability to communicate data more
easily. This research followed all the seven principles.
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This chapter contains the results of the methods described in chapter 4. The results
are split up per research question.

5.1 Architecture Requirements

The first research question aimed to find the functional and non-functional require-
ments of an architecture for a tool that visualizes the sensor data of self-driving cars.
The used methods resulted in a prioritized list of requirements, multiple use case
descriptions for important tasks and an architecture used for the implementation of
the tool. The results are described in this section.

5.1.1 Functional Requirements

The requirement elicitation resulted in 57 functional requirements. A sample re-
quirement is shown in Table 4. The full list of elicited functional requirements is
confidential and therefore not included in this document.

FR05 The tool shall have a view that shows the car and its sur-
roundings in bird’s eye view.

Priority Main Stakeholder Occurrence Survey
High High High

Source Focus group Volvo, Focus group Chalmers, Analysis of similar sys-
tems, Literature

Rationale Top-down view on the car and all identified objects around the car.

Table 4: An example of a functional requirement.
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5.1.2 Non-Functional Requirements

Additional to the functional requirements, the elicitation process also resulted in
10 non-functional requirements. A sample non-functional requirement is shown in
Table 5. The full list of elicited non-functional requirements is confidential and
therefore not included in this document.

NFR10 The tool shall be able to run in a browser based environ-
ment.

Priority Main Stakeholder Occurrence Survey
High - -

Source Main Stakeholder
Rationale The tool will render the scenes using HTML5 based technology.

Table 5: An example of a non-functional requirement.

5.1.3 Use Cases

For important requirements, use cases were generated. All the requirements were
assigned priorities based on different criteria. One priority was given by the main
stakeholders, one from the number of sources that mentioned the priority and one
from the validation through the survey. For requirements that only got high priori-
ties, or got high priority from the main stakeholders and medium priority otherwise,
use case descriptions were created. A sample use case is shown in Table 6 and 12
use cases were generated in total. The full list of use-cases is confidential and not
included in this document.

5.1.4 Architecture

The functional and non-functional requirements were used to create an architecture
for a tool that visualizes sensor data of AV tests. The architecture is shown in
Figure 9.

The architecture uses the Model-View-Controller pattern (MVC). In this pattern,
the architecture is split into three parts. The model, that consists of both the
Model component and the Input component, is responsible for the data in the tool
and operations on the data. The controller is responsible for manipulating the model
by sending requests to it. Finally the view is responsible for showing the data to
the user. In the MVC pattern the user uses the controller to manipulate the model,
which in turn updates the view, that is shown to the user. In other words, the user
only interacts with the controller and only sees the view. The user never interacts
with the model at all.
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Task UC2: Use offline mode
Purpose The user wants to open a log file and view a test that happened at an

earlier point in time.
Precondition File is stored on a known location and in the right format. The user

is allowed to read the file.

Subtasks
1. The user selects offline mode from the menu.
2. The tool opens a popup where the user selects if he or she wants to open a file

or a folder.
3. The tool opens a file selector to pick the file to open.
4. The user selects a file having a supported filetype.
5. The tool reads the file from the hard drive.
6. The tool sends the data to the handler for the filetype of the file.
7. The tool visualizes the data returned from the handler.
8. The tool stops visualizing when it reaches the end of the data and waits for

user input.

Variants
4a The user selects a folder.
4b The tool reads all the files having a supported file type from the folder.
4c Go to step 6.
6a Error while reading the file. Go to 3.
7a Error while handling the data. Go to 3.

Table 6: An example of a use case description.
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The Controller component has two sub-components. The first one is the UserHandler
component, that is responsible for accepting user requests. It has five interfaces, that
provide different types of functionality. Every command a user (or another program)
gives to the tool is sent through one of these interfaces. The UserHandler component
then evaluates the input and sends it to the right interface of the model part of the
tool. The second sub-component is the GUIHandler component. It provides one
interface, that is used by the graphical user interface (GUI) of the tool. If, for
instance, the user wants to apply a filter on the data before visualizing it, the tool
has to be able to show the user a list of available filters. The GUI has to send a
request to the model that keeps track of this information and get a list of all available
filters.

The Model is split into two parts. The Input component part handles the input
from the files and streams and the Model component part manages the data model.
The InputHandler is the main component in the Input component part. It receives
requests from the controller and delegates the tasks to other components through
different interfaces. The IReader interface is used to read the input from files and
streams. It has four components to read data from local files, UDP streams, Map
APIs and Mat files. The IReader implementation sends the data to an IHandler
implementation. This implementation decodes the data and extracts the necessary
parameters and features. The handler sends the result to the ModelGenerator com-
ponent, which creates an instance of the data model. This data model is returned
to the InputHandler component, that sends it to the Model component using the
IModel interface.

The ModelHandler component is the main component of the Model part and pro-
vides interfaces to the Input component and the controller. The ModelStorage
component is used to keep instances of the data model at runtime. It provides inter-
face to store, get and delete the data model instances. The FileWriter component is
used to store information persistently in files. It can store configurations, settings,
filters, logs, screenshots and videos. The FileReader component is used to load the
stored configurations, settings and filters.

The view part is responsible for generating the visual representations of the data.
The main component is the VisualHandler component, that provides the IView
interface to the model for manipulating the views shown to the user. Based on the
request, the handler forwards it to the respective IVisualGenerator implementation.
The architecture has generators for birds eye view, text view, camera view and
function view.

The logical flow in the application usually goes from the controller to the model and
finally to the view. This flow is described using the examples below:
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Example 1: The user starts the online mode.

The user invokes the startOnlineMode() function in the IUserInput interface of the
UserHandler component. The component validates the input and sends the request
to the InputHandler component using the IInput interface. To read theUDP stream,
the StreamReader component is used and the read data is sent to either the Adcan-
Handler or the SodHandler using the IHandler interface, depending on the type of
the data. The handlers use the ModelGenerator and its IModelGenerator interface
to convert the data to the tools data model, that contains the necessary parameters
and features extracted from the data.

The instance of the data model is then sent to the ModelHandler component using
the IModel interface. This component stores the instance in the ModelStorage com-
ponent using the storeModel() function in the IModelStorage interface. Based on
the active views, requests are sent to the VisualHandler component using the IView
interface. The VisualHandler forwards the information to the correct IVisualGen-
erator implementation which then uses the data to create visuals that are shown to
the user.

The StreamReader component of the Input component continuously listens for new
UDP packages and the received data is processed in the same way as described
above until the user ends the task.

Example 2: The tool has to display all active sensors.

The tool has to show a list of active sensors to the user. It invokes the getSensors()
function of the IGUI interface of the GUIHandler component. The handler validates
the request and forwards it to the ModelHandler component. The modelhandler
keeps track of the active sensors, since it receives data from the Input component.
The ModelHandler component returns the list to the GUIHandler component, which
returns it to the GUI that sent the request.

5.2 Parameters and Features

The second research question aimed to find the parameters and features to include in
the visuals. This process consisted of two parts: identifying the visualization details
that people expect to see in a visualization of sensor data in the context of AVs
and studying the data that is sent from the sensors in order to identify the object
information that is included in the data. Based on this knowledge the parameters
and features to include in the visuals were decided. The results are described in this
section.
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Figure 9: The created architecture.
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5.2.1 Sensor Data

To be able to include a parameter or feature in the visuals, the sensors that gath-
ers the data has to provide the necessary information. The data study provided
information about what is available and technically possible to show with the con-
sidered sensors. The sensors didn’t provide raw data, but already did fusion and
object recognition and provided information about the sensed objects and certain
properties of them.

Sensor 1: Radar and Camera with Integrated Fusion

This sensor is placed behind the rear view mirror and detects objects in its field of
view in front of the vehicle, which is shaped like a cone. It consists of a radar and
a camera and automatically detects objects and traffic signs by fusing information
from its two parts. The general area that the sensor can detect objects in is shown
in Figure 10. The exact angle and distances are confidential and are not shown in
the image.

Figure 10: The area sensed by the first sensor.

The information that the sensor gathers about other objects is summarized in Table
7.

Furthermore, the sensor data includes information about identified traffic signs. This
information is summarized in Table 8.

32



5. Results

Position The longitudinal and latitudinal position of the identified
object.

Velocity The longitudinal and latitudinal velocity of the object.
Acceleration The longitudinal and latitudinal acceleration of the object.
Standard Deviations Standard Deviations of the previously mentioned values.
Width The width of the object.
Height The height of the object.
Type The type of the object. For instance car or pedestrian. Can

be unknown.

Table 7: Object information in sensor 1.

Position The longitudinal and latitudinal position of the traffic sign.
Type The type of the traffic sign.
Value The value of the traffic sign.
Location Information about if the traffic sign is above the road or next to it.
Lane The lane the traffic sign is above. Only valid if the traffic sign is above

a lane.
Type1 The type of the first supplementary sign.
Type2 The type of the second supplementary sign.

Table 8: Traffic sign information in sensor 1.

Sensor 2: 360 Degree Radar

This sensor consists of four radars, placed on each of the four corners of the car.
By fusing information from the left two and the right two, object information is
gathered in its field of view, which is shaped like a circle around the car. The area
covered by the sensors is shown in Figure 11. The red boxes in the figure show the
approximate sensor placement. The exact radius, in which detections are made, is
confidential and not shown the figure.

The information that the sensor gathers about other objects is summarized in Table
9.

Position The longitudinal and latitudinal position of the identified object.
Velocity The longitudinal and latitudinal velocity of the object.
Acceleration The longitudinal and latitudinal acceleration of the object.
Length The length of the object.
Width The width of the object.
Type The type of the object.
Existence probability The probability that the object really exists.

Table 9: Object information in sensor 2.
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Figure 11: The area sensed by the second sensor.

5.2.2 Identified Parameters and Features

Based on the methods described in section 4.2 and 4.4, parameters and features to
be included in the visuals were identified. The following were considered the most
important by the study:

• Own car (including it’s GPS position)

• Lane markings (including road edges)

• Other vehicles on the road

• Parked vehicles

• Pedestrians

• Speed of the vehicles

• Static objects not on the road

• Traffic signs
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5.2.3 Included Parameters and Features

The information included in the data and the wishes of the engineers and researchers
that participated in the survey and the focus groups were used to decide what param-
eters and features to include in the visuals generated by the tool. Most participants
agreed that not all information should be shown in the visual itself, because it would
make them very cluttered. Instead the user should have the possibility to click on an
object in the birds eye view to show additional information about it. The following
information is included in the visuals, either directly in the scene or in a separate
text view:

• Own car (including it’s GPS position)

• Other vehicles on the road

• Other objects on and near the road

• Position, speed and acceleration of objects

• Width, height and length of objects

• Type of the object

• Existence probability

• Lane markings

5.3 Technologies

The third research question aimed to find the suitable technologies to implement a
tool using the created architecture. Multiple technologies were available to use, but
it was important to find the most suitable one. The results are presented in this
section.

5.3.1 Feasibility Study

The feasibility study was performed as discussed in section 4.5 A table was created
using the technology dependent requirements in the rows and the technologies, that
satisfy the selection criteria as given in section 4.5 in the columns. Each entry in the
table represents whether the technology in that column can be used to implement
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the requirement in its row. The result of this study is given in Table 10 and Table
11.

In the feasibility study, two of the requirements were merged to focus more on the
technical background of the requirements. In order to input external data into
the tool, or allow it to accept plugins, the tool has to be able to read local files.
The study contains a requirement about reading files instead of the two mentioned
requirements.

A total of 8 technologies and 18 requirements were included in the study. The
following technologies, that fulfilled the conditions from section 4.5, were included
in the study:

Three.js
Three.js is a lightweight Javascript library that can be used for creating WebGL
graphics [26]. Using this library results in fewer lines of code than when using pure
WebGL.

X3D
X3D is a file format and runtime environment used for representing 3D scenes. The
objects and actions on the objects are stored as XML tags [27]. Through X3DOM
the scenes can be integrated directly into a HTML page [28].

Node.js
Node.js is a Javascript runtime environment that is built for scalable network ap-
plications [29]. It provides additional functionality that is not available in "pure"
Javascript in the areas of networking and file system access.

Unity
Unity is a game engine that can also be used for visualization purposes. The unity
editor can be used to create applications for many platforms using Javascript or C#
as programming languages [30].

Unreal Engine
Unreal Engine is another game engine that can be used for visualization [31]. As
with Unity, the resulting application can be deployed on multiple platforms.

Java3D
The Java3D API allows a programmer to create 3D scenes in web-based Java applets
[32]. The API provides a high level of abstraction for creating and manipulating 3D
objects.

VTK
VTK (The Visualization ToolKit) is a library written in C++ that can be used for
image processing and visualization. [33] It provides many built-in algorithms for
visualization and modelling.
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Qt
Qt is a framework of libraries that enables easy cross platform application develop-
ment [34]. It aims to simplify writing code and developing for multiple screens.

T
hr
ee
.js

X
3D

N
od

e.
js

U
ni
ty

U
nr
ea
l

Ja
va
3D

V
T
K

Q
T

Listen to UDP stream
No No Yes No Yes Yes No Yes
[35] [35] [36] [37, 38] [39] [40] [41, 42] [43]

N1 N1 N2 N3

Read files
Yes Yes Yes Yes Yes Yes Yes Yes
[44] [44] [45] [46] [47] [48] [49] [49]
N4 N4 N5 N5

Undock a view
Yes Yes Yes No No Yes Yes Yes
[50] [50] [50] [51] [52] [53]
N6 N6 N6 N7 N7 N8

Display multiple views
Yes Yes Yes Yes No Yes Yes Yes
[50] [50] [50] [54] [51] [55] [56]
N6 N6 N6 N9 N10

Take screenshots
Yes Yes Yes Yes Yes Yes Yes Yes

[57, 58] [59] [60] [61] [62] [63] [64]
N11 N12 N2

Record video
Yes Yes Yes No Yes Yes Yes Yes
[65] [65] [66, 67] [68] [69] [70] [71]
N13 N13 N12 N14 N15 N15

Arguments support
Yes Yes Yes Yes Yes Yes Yes Yes
[72] [72] [73] [74] [75] [76] [77] [78]
N16 N16 N2 N5

Rotate the view
Yes Yes Yes Yes Yes Yes Yes Yes

[79, 80] [81] [82] [83] [84] [85] [86]
N17

Zoom the view
Yes Yes Yes Yes Yes Yes Yes Yes
[87] [88] [82] [83] [84] [85] [86]

N17

Write file
No No Yes Yes Yes Yes Yes Yes
[89] [89] [90] [91] [92] [93] [49] [49]

N2 N5 N5

RAM as a buffer
No No No No Yes No Yes Yes
[94] [94] [95, 96] [97] [98] [99] [100] [100]
N18 N18 N19 N5 N5

Table 10: Results of the Feasibility Study on functional requirements.

Sometimes, it was not possible to answer if the requirement could be fulfilled using
a technology by a simple yes or no. In those cases, additional notes were added.
The notes are displayed as NXX in the table. The explanations can be found below:
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Large Point cloud
Yes Yes Yes No No No Yes Yes
[101] [101] [102] [102]
N20 N21 N22 N23 N24 N25

Run on Windows PC
Yes Yes Yes Yes Yes Yes Yes Yes

[103, 104] [105, 104] [106] [107] [108] [109] [42] [110]

Run on Apple OSX
Yes Yes Yes Yes Yes Yes Yes Yes

[103, 104] [105, 104] [106] [107] [108] [109] [42] [110]

Run on Linux Ubuntu
Yes Yes Yes Yes Yes Yes Yes Yes

[103, 104] [105, 104] [106] [107] [108] [109] [42] [110]

Run on Android
Yes Yes No Yes Yes No No Yes

[103, 111] [105, 111] [106] [107] [108] [109] [42] [110]

Run on iOS
Yes Yes No Yes Yes No Yes Yes

[103, 112] [105, 112] [106] [107] [108] [109] [42] [110]

Run in browser
Yes Yes Yes Yes Yes No No No
[103] [105] [106] [107] [108] [109] [42] [110]

N26 N26

Table 11: Results of the Feasibility Study on non-functional requirements.
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1. When developing for a web browser, UDP sockets are unavailable due to se-
curity reasons. When developing for a desktop operating system, it is possible
to useUDP sockets.

2. Java3D is an API for Java, so all functionality provided in the Java language
can be used.

3. VTK can be integrated in languages like C++ or Java, so UDP sockets can
be created in the host language.

4. For security reasons, reading files automatically is not possible. The user has
to manually select the file using a file picker.

5. VTK and Qt support implementation in C++, so reading and writing files,
allocating memory and parsing command line arguments can be implemented
using C++.

6. The rendering will be done in a browser window, and the window isn’t docked
by default. It is also possible to open multiple browser windows.

7. Undocking windows is not officially supported in either Unity or Unreal En-
gine. It might be possible by rewriting parts of the game engine.

8. Integration of VTK with Qt is possible. Undocking windows can be done using
Qt.

9. Multiple cameras can be used and the “normalized viewport rectangle” can be
set for each camera to cover only a part of the screen. Multiple views can be
rendered by specifying different parts for the different cameras.

10. It is possible to create a split screen "game". By doing this every view has the
same size and the number of views are fixed.

11. The three.js renderer has a property called domElement and it has a method
called "toDataURL" to take screenshots.

12. Node.js is a server-side application and can’t do the visualization itself. By
using a Javascript library like three.js or X3D, it is possible to take screenshots
and record videos.

13. Three.js and X3D are built on top of WebGL, and using WebGL it is possible
to record a video.

14. There is a plugin called "AVPro Movie Capture" available for buying for Unity
to record videos. Other external tools can be used as well.
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15. Video capturing is not possible. Multiple screenshots can be made and then
put together to make a video.

16. The arguments can be added at the end of the url as parameters, and will be
processed similar as http GET request.

17. Node.js uses WebGL to render the data. Rotating and zooming is possible
using both Three.js and X3D.

18. Javascript based solutions dynamically allocate memory when a new value is
initialized. There is no built-in function to allocate memory, like in C or C++.

19. Node.js uses the V8 Javascript engine. V8 handles its memory itself and it is
not possible to manually allocate or free memory.

20. Potree is a library based on Three.js that can be used to render point clouds.

21. Potree is a library based on Three.js, which can be integrated with X3D to
render point clouds.

22. Node.js uses WebGL to render the data. Since both considered Javascript
WebGL libraries support point cloud rendering, node.js supports it as well.

23. There is no official point cloud support for Unity. Some free and paid third
party plugins are available.

24. There is no official point cloud support for Unreal Engine, but it is possible to
write a point cloud renderer.

25. Java3D does not support point clouds.

26. When creating WebGL code that runs in a browser based environment, some
limitations are introduced. It is no longer possible to listen to a UDP stream
or reading arbitrary local files, for security reasons.

5.3.2 Chosen Technology

Based on the result of the feasibility study and the prioritized requirements, a choice
of technology for the implementation was made. One of the important stakeholder
requirements was that the tool would run in a browser based environment. This
requirement limits the number of possible technologies.

The tool was implemented using nw.js, which is a framework that bundles Node.js
with a Chromium browser. Three.js was used for the 3D visualization and Javascript
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was used as programming language. Furthermore, HTML5 and CSS3 was used for
generating the frontend. A longer discussion of why this is the best choice for the
needs of this project can be found in chapter 6.

5.4 Implementation

After the requirements had been elicited and the technologies were chosen, the imple-
mentation started. This section describes the layout of the tool and the implemented
requirements.

Main Window

The main window is shown when the user starts the tool and it consists of three
segments. The first segment is used to display the tool’s status information:"Playing
Online" or "Playing Offline", the "Data Source", which shows the path of the source
and the name of the sensor. The user can turn the visualization of the data of a
sensor "ON" or "OFF" at any point in time.

The second segment consists of a series of 14 buttons, through which a user can use
the different features of the tool. The "Online Mode" button is used to turn on the
online mode and visualize the data received as UDP streams. The "offline Mode" is
used to turn on the offline mode and visualize the data in the file in .pcap format.
The "Close Data Source" button can be used to close the current data source of the
visualization and select a new one. The other buttons in this segment are explained
in the subsequent paragraphs.

The third segment consists of a scroll bar which shows the status of the visualization
in terms of time. The slider can also be used to jump to a specific point in time
of the visualization. It also has buttons to pause, play, stop, replay and go forward
or backward in steps of time (50ms). The user can use the screenshot and record
buttons to take screenshot and record video of the visualization. A play live button
is available, which will be active only in the online mode. In the online mode, if
the user pauses the visualization, the tool will stop visualizing but still stores any
new data arriving. When the user clicks the play button, the tool will start playing
from the time it was paused. If the play live button is clicked, it will visualize the
live data. The forward seek button will be inactive in the online mode as long as
it visualizes live data. If the user pauses the visualization or seek backwards in the
data, it will become active. The main window is shown in Figure 12.
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Figure 12: The main window of the application.

Bird’s Eye View

This window can be opened by clicking the “Bird Eye View” button in the main
screen. In this window the tool visualizes the data as 3D objects. The bird’s eye
view don’t only visualize the objects from a top-down angle, but it is also possible
to move and rotate the camera freely. In this tool, the bird’s eye view and the 3D
view are merged. Initially, when the window is opened it will show the own car, in
which the sensors are mounted, on a plane with a grid, as well as a sky box. Once
the user starts the online or offline mode by clicking the respective buttons in the
main window, the tool visualizes the data as 3D objects. The user can zoom in
or out and also rotate the camera to any desired angle. The user can also see the
current time of the visualization at the top left corner of the window. The tool uses
different colors for different objects, based on their types specified in the data. A
screenshot of the bird’s eye view is shown in Figure 13.

Text View

This window can be opened by clicking the “Text View” button in the main win-
dow. Here the user can view the parameters, like position, acceleration, velocity,
timestamp etc., of the objects that are in the current frame. This view will be
updated frame by frame as the objects are updated in the bird’s eye view. To see
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Figure 13: The bird’s eye view of the visualization.

the text data of a specific object, the user can click on that object in the bird’s
eye view. A screenshot of the text view is shown in the Figure 14. Each frame
will be associated with a scene id and the details of the object instances present in
that frame. The tool visualizes the data from two sensors and each sensor records
a list of parameters. The list mostly contains the same parameters, as well as some
parameters unique to the sensor. The “StreamId” and “Existence Probability” are
not available in one of the sensors data, so the value is set to "not set" when data
from that sensor is shown. Furthermore, the “Height” of the objects is not available
in the other sensors data, and is set to “0.00” in the text view for that sensor.

Time Series

The user can activate the time series by clicking the “Activate Time Series” button
in the main window. After activating, the user can click on an object in the bird’s
eye view for which the time series should be shown. The user can deactivate the time
series by clicking on the “Deactivate Time Series” button in the main window. The
time series of a car is shown as a blue line in the bird’s eye view of the visualization,
as shown in Figure 15.
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Figure 14: The text view of the visualization.

Figure 15: The time series view of an object.
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Show Object Ids

Each object in the bird’s eye view will be associated with a unique id. If the user
clicks on the “Show IDs” button in the main window, the objects will be visualized
in the bird’s eye view along their id’s. The id of one sensors data starts with “AD”
and another starts with “SOD”. A screenshot of the objects along with their id’s is
shown in Figure 16.

Figure 16: The objects along with its ID in the visual.

Add Map, Textures and Lane

The "Add Map" button is a toggle button, which can be used to turn on or off the
Google map, over which the tool visualizes the data. The "Show Textures" button
is also a toggle button, which can be used to show and hide textures. The own car
is shown with the texture of the Volvo S90 car and other cars with the texture of
Volvo XC90. The "Show Lane" button is also a toggle button to show and hide the
lane in which the own car is driving. The lane is added as red colored curves on
both sides of the own car. A screenshot of the bird’s eye view showing map, texture
and lane is shown in Figure 17.
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Figure 17: The bird’s eye view showing map, lane and textures.

Apply Filter

The user can select this feature by clicking the “Apply Filter” button in the main
window. When clicked, a window with available filters will be displayed. The user
can apply and remove the filters at any point of time during the visualization.
Currently the user can filter “cars only” to see only the cars in the visualization,
“Positive Latitude” to see the objects on the right side of the own car and "Negative
Longitude" to only see the objects behind the own car. A screenshot of the window
is shown in Figure 18.

Create Filter

The user can use this feature by clicking the “Create Filter” button in the main
window. A filter can be created by providing the filter name and other properties
specified in the window. It is not necessary to provide all the properties listed.
Instead the user can create a filter for whichever of the properties that are desired.
The created filter will be shown in the “Apply Filter” window, from where the user
can use it. A screenshot of the window is shown in Figure 19.
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Figure 18: Apply filter window.

Figure 19: Create filter window.
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Reload Handlers

Each type of sensor has its own handler, which is responsible for extracting infor-
mation from the sensor’s data and converting it to the tools data model. The sensor
specific information is stored in XML files and each sensor type has its own genera-
tor to generate its handler from the XML file. If there are any changes in the sensor
specific information, the user can update the corresponding XML file and click the
"Reload Handlers" button, which will regenerate the handlers. This makes it easy
for the user to update the handlers without having to change the code itself.

Show Deviations

This feature helps the user to compare the data from multiple sensors. The tool
handles the data from two different sensor types, whose field of view overlaps. This
means that the two sensors can capture data of same object. This feature automat-
ically identifies such objects and highlights them with red color for one sensor and
black for the other. Once activated, the user can use the same button to hide the
deviations again. This feature is described in more detail in section 5.4.1.

Implemented Requirements

This list summarizes the requirements implemented in this tool.

• The tool has an online mode, which listens to UDP streams on a specified port
number.

• The tool has an offline mode, which reads the UDP stream data from a file in
.pcap format.

• The tool can visualize the data of multiple sensors at the same time in the
coordinate system of the own car.

• The tool can show combination of multiple views at the same time.

• The tool can show the car and its surroundings in bird’s eye view.

• The tool can show the properties of the objects in the sensor data in text form,
for instance, type, position etc.

• The user can change the size of the views.

• The user can undock any view in the tool.
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• The tool can display the time series of an object.

• The tool can visualize the data at a particular timestamp.

• The user can scroll through time in the offline mode.

• The tool can visualize the difference by comparing the data between a sensor
and the reference sensor.

• The tool can show the ID of the objects in the view.

• The tool can show the visuals over a map.

• The tool can show the lane in which the own car is driving.

• The user can click on an object in the visual and view the details of the object
in the text form.

• The tool can listen to UDP stream for the input in the online mode.

• The tool can replay the data captured in the online mode.

• When replaying data in online mode, the tool can also jump to visualize the
live data.

• The user can take screenshots of the bird’s eye view in different camera angles.

• The user can record a video of the bird’s eye view.

• The user can call the viewer with arguments to open a file and select a start
and end time.

• The tool can play back the data in the memory while still recording real time
data.

• The tool visualizes objects in different color in the compare sensor mode.

• The user can rotate the bird’s eye view.

• The user can zoom the bird’s eye view.

• The user can apply filters to see objects with certain properties and focus on
what they want to analyse.

• The user can create their own filters based on the available parameters in the
data.
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• The user can pause the visualization in the offline and online mode.

• The tool can jump to a specific point in time of the visualization.

• The user can to go forward and backward in time frame by frame(in steps of
50ms).

• The tool can show the list of active sensors including the time when the last
package was received.

• The tool can visualize the data from new sensors, if the handlers to read the
data are provided.

• The online and offline mode have the same look.

• Scrolling forward and backward in time is equally fast.

• The tool runs on a Windows PC.

• The tool runs on chromium web browser bundled along with the nw.js tool.

5.5 Deviation between Sensors

The fourth research question aimed to find a good way to visualize the deviations in
the data of different sensors measuring the same object. As described in chapter 4,
the design science approach was used to create a solution that then was iteratively
improved. The results of the different iterations are described in this section.

5.5.1 Iteration 1

To visualize the deviations in the data of two sensors of the same object, a decision
has to be made what conditions have to be fulfilled for two objects to be counted as
the same object. In the first iteration, all objects whose center point where no more
than two meters apart in latitude and longitude direction were treated as the same
object. The two meters were based on the average size of objects identified by the
sensors. To visualize the deviations, one object was rendered as a red box, while the
other was rendered as a black box. The boxes overlapped in the visual, making the
deviation between them clear. An example is shown in Figure 20.

The approach was validated with the main stakeholders at Volvo Cars and they
generally liked the idea. They didn’t want to depend on an algorithm to decide
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Figure 20: The same object recognized by two different sensors. Iteration 1.

which objects to compare and wanted a way for the user to select the objects. This
idea was used as an input for iteration 2.

5.5.2 Iteration 2

In iteration 2 the main goal was to enable the user to select two or more objects
and show their data in a separate view to compare them. The tool already had the
possibility to select an object in the view to show its details and this was used as
basis for implementing the second iteration. In addition to left-clicking on an object
to select it, the user was made able to right-click on one or more objects to select
them. As soon as one object was selected with left-click and one or more objects
were selected with right-click, the text view changes to a table with all the objects
on one side, and all data about the objects (position, speed, etc.) on the other side.
The data in this table is then updated every time a new scene is rendered. The user
can exit the compare sensor mode and go back to the normal text view by clicking
the "Unselect Comparison Objects" button.

To make it clearer what objects are being compared, the colors of the objects in
the visuals change when this comparing mode is active. The "main" object, that is
selected with a left-click, becomes red while all objects selected with a right-click
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becomes black. This way it is easy to follow the selected objects as they move
through the scene.

The visualization in the bird’s eye view is shown in Figure 21 and the text repre-
sentation of this comparison is shown in Figure 22.

Figure 21: Comparison of different objects in the scene. Iteration 2.

Figure 22: Comparison of different objects in the text view. Iteration 2.

The second approach was again validated with the main stakeholders at Volvo Cars.
The tool showed the absolute values of all selected objects, but the stakeholders
thought that it would be better to only show the absolute values of the main selected
object (the one that had been chosen by a left click) and values relative to the main
selected object for all other objects (the ones selected by right click). Furthermore
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it should be clearly visible in the text representation which one of the objects is the
main selected object. This feedback was used as input for iteration 3.

5.5.3 Iteration 3

As stated before, the main idea of this iteration was to make the information in the
textual representation relative to the main selected object. The updated text view
displays the difference of its own values to the absolute values of the main selected
object. Furthermore, the row describing the main object is now red, while the text
about the other objects is black. These are the same colors that are used in the
visual itself. The visual representation, that has not changed since iteration 2, can
be seen in Figure 21. The updated textual representation can be seen in Figure 23.

Figure 23: Comparison of different objects in the text view. Iteration 3.

The implementation was once more validated with the stakeholders at Volvo Cars.
They were satisfied with the solution, however, the comparison table was lacking the
type of the object, which was added as a small fix. In a later review meeting, one
of the main stakeholder commented that the objects should be semi-transparent,
instead of having a solid color. This was also implemented as a small fix and a
screenshot of this is shown in Figure 24.

Since the stakeholders were satisfied with the solution and didn’t propose any addi-
tional functionality, it was decided to end the process after three iterations. Addi-
tional ideas how the comparison of sensor data can be improved in future is included
in chapter 7 of this thesis.

5.6 Validation

The developed tool was validated with 7 different users in the Sensor Verification and
Analysis group of Volvo Cars. Initially, a demonstration of the various functionalities

53



5. Results

Figure 24: Comparison of different objects with transparent color.

of the tool was given to individual users. Some of the users also tried some hands-on
themselves with the tool. Once the demo was finished, they were asked to answer
6 questions. The first four questions used a 1-10 likert scale, where 1 was the worst
score and 10 the best. The last two questions were used to get additional feedback.

The first question was "How well does the tool fit your analyzing needs?" The average
number of points was 7.71. Some users noted that some features were missing, which
reduced the score. All the responses can be seen in Figure 25.

Figure 25: Validation question 1.

54



5. Results

The second question was "How clear is it what the objects in the visual represent".
This question aimed to learn if visualizing the objects as cubes with different colors
and sizes was a good way of representing the data. The average number of points
was 7.43. The users mainly complained about the missing legend, which resulted
them in not knowing what a cube of a specific color represents. All the responses
can be seen in Figure 26.

Figure 26: Validation question 2.

The third question was "How well are deviations in sensor data visualized", this
question aims to find whether the users were able to see the deviations in the data
of an object sensed by different sensors. The average number of points was 8.14.
Generally most users appreciated this feature and one user asked to have a com-
parison with the own car data, instead of having to select another object. All the
responses can be seen in Figure 27.

Figure 27: Validation question 3.

The fourth question was "How happy are you with how to find information about
objects in the tool (position and distances in the bird’s eye view, rest in text view)?".
This question aims to find whether the information that the users expect is included
in either the visuals or the text view, and that it is included at the right place.
Most of the participants were satisfied with the information representation and the
average number of points was 9.
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Figure 28: Validation question 4.

The fifth question was "What feature(s) are you missing in the tool?". This was a
open question that resulted in the following list:

• Camera overlay.

• Legend for objects in the visuals.

• Instructions how to use the tool.

• Point cloud overlay.

• Description of the buttons in the main view when the user hovers over them.

• Reading databases that specify how the information is stored in the sensor
data and extract the information accordingly.

• Save created filters and load them when the application is started.

• Showing raw data in the visuals.

• A deviation view relative to the host car.

Most of those requests were also mentioned in the elicitation phase, but they were
not part of the tool for priority and scope reasons.

The last question was "Do you have any final comments?". This question aimed to
get an overall view of the tool and the participants impression about the tool. Most
of the participants liked the tool very much. All the comments were "Very good" or
something similar. There was no additional feedback about the tool.
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Discussion

The goal of this thesis was to find out how sensor data of AVs can be visualized in
order to make it easier for humans to analyze the data and understand the behaviour
of the vehicles on the test track. In this chapter the results of the different phases
of this thesis and how they relate to this goal are analyzed and discussed.

Kobayashi et al. [14] says that a visualization tool serves as a good communication
tool and also that any such tool needs to answer four questions. The first question
is to find out the necessary information to be visualized. This is achieved through
different methods: two focus groups, a stakeholder survey, an analysis of similar
systems, a literature review and a data study. The second question is about the
identification of the right technologies to implement the tool. This is achieved
through the use of a literature review, an analysis of similar systems and a feasibility
study. The third question is about the validation of the used technique to visualize
the data. The stakeholders were also involved in the technology selection and after
the selection a prototype of the tool was developed and validated by the stakeholders
in a review meeting. The fourth question is about the results obtained from the
visualization, which are presented in chapter 5.

6.1 Elicitation phase

The first step in this thesis was to elicit the requirements of the architecture and the
parameters and features to include in the visuals. A lot of ground work was done
to decide on the methods that were used to do this.

To avoid bias from any of the main stakeholders at Volvo Cars or the students, it
was decided to do a focus group. This was done, because focus group interviews are
unstructured and are more open for discussions and that can help to bring out more
ideas. In order to make the tool usable not only for the engineers at Volvo Cars,
but also to other people working in this domain, it was decided to organize a second
focus group at Chalmers. After the focus groups, a survey was done to validate the
elicited requirements from the focus groups and also to elicit more requirements.
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The decision to do a survey was taken because people may get more ideas after
seeing some real requirements and as planned, the decision helped to elicit some
additional requirements.

During the requirement elicitation phase many different requirements were gathered.
Some of them were mentioned repeatedly, like the bird’s eye view, while others were
the wishes of only one single person, like acoustic feedback for important events.
All of the wishes were converted into requirements, where the ones that were only
mentioned rarely got a lower priority. While all requested features can help some
people analyze the data being visualized, the implemented tool focuses on the ones
with the highest priority. However, the created architecture aims to fulfill all of the
requirements. Furthermore, most of the participants mentioned the basic features
(overview, zoom, filter, details-on-demand, relate, history and extract) as stated by
Fagant et al. and Zankl [12, 15]. All those features got high priority through the
prioritization process and are part of the implementation as well.

In the focus groups and the survey, the participants focused more on the features
they expected from the tool, instead of non-functional properties of a tool. The
elicited non-functional requirements are either platform requirements, i.e. what
operating systems shall be supported, or very abstract (for instance, the online and
offline mode shall have the same look). People expect the tool to start and load files
"fast", but it is hard to specify what amount of time is allowed to still call it "fast".
The participants of the focus groups talked on a higher level of abstraction, making
it hard to deduct non-functional requirements.

Eliciting what parameters and features to include in the visuals was very challenging.
When asked what people want to see, most people gave an answer in the sense of “all
the normal things”, with some people giving a few examples, for instance other cars
or road edges. People appeared to not have given much thought to what specific
things they want to see, or thought it is obvious. This problem also appeared
in the survey where most people chose almost all the provided options, making a
selection hard. Zankl [15] says that in an environment where lots of continuous data
is generated, it is impossible to visualize all the data. As said, only the position and
the size of the objects are shown in the visual itself, while other details are shown
in a text view.

Another source for parameters and features was the literature study. This study gave
some valuable ideas what to visualize, but as Keim et al. [113] and Zankl [15] stated,
it is important to involve humans in the process of deciding what parameters and
features to extract from a large data set in every specific context. Work on similar
projects, even in the same area, had different goals in mind and for them different
details were important than what is the case in this thesis. Furthermore, as stated
in the related work chapter (chapter 3), very little work has been done on the topic
of visualizing tests of autonomous vehicles. In the end the literature survey gave
less input on what parameters and features to include in the visuals as expected.
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The expectations on both the tool itself, as well as how the visuals should be created
were different depending on the asked person. People who have different roles have
a different way of looking at things. What is very important to one person is not
interesting to everyone else. This makes it challenging to create visuals that are
helpful for everyone. Details that provide valuable insight for someone could be
unimportant clutter to others. Creating different visuals for all groups of people
is a contradiction to the idea of developing one tool for everybody to use. All the
wishes mentioned in the elicitation process were turned into requirements. These
requirements were then prioritized in three different ways. To get an overall view of
the requirements and to avoid bias from any person or group, the decision was taken
to prioritize the requirements in three different ways. The requirements which falls
into the selection criteria mentioned in chapter 4 are considered for implementation.

6.2 Architecture creation

The created architecture follows the MVC pattern. The user interacts with the
controller, that manipulates the model, which in turn updates the view. This ap-
proach was chosen to get a clear separation of concerns and a visible information
flow through the architecture.

An early version of the architecture consisted of two tiers: One that was responsible
for reading the input and one that created the visuals. The two parts could then be
implemented using different technologies. In that case, one part could be written
in a lower level language like C or C++, which can be used to create sockets, read
the input and extract information from the input, while the visualization part could
be written in Javascript and a WebGL based technology for creating the visuals.
However, this approach would require communication between the two parts over
either the localhost or by reading and writing to common files, or establishing some
form of shared memory. This overhead would interfere with the “live” requirement
on the visualization. The created architecture was evaluated in the review meetings
with the main stakeholders and the supervisors to get their feedback and this idea
was eventually dropped.

Based on the knowledge gather while creating the early version and the feedback
from the main stakeholders and the supervisors, it was decided to create an archi-
tecture, which bundles backend and frontend of the tool as a single entity. This
way, communication between the backend and frontend was avoided. The current
architecture has three main components, the model, the view and the controller.
Each component in the architecture was assigned with a single and clearly defined
purpose. The controller receives all inputs from the user and passes it to the model.
The controller has two sub-components, one to handle the GUI related tasks and
another to handle the user input tasks. The model component is divided into two
main components, the Input component and the Model component. The Input com-
ponent is responsible for handling the received inputs and the Model component is
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responsible for handling the created models and further they are subdivided into
additional components based on their roles. The view component has different com-
ponents for each view. For instance, the BirdsViewGenerator component is used to
generate visuals in the bird’s eye view and the TextViewGenerator component is
used to generate the text view of the data model. Furthermore, the architecture has
well defined interfaces and as a result, information hiding is enabled. All informa-
tion regarding a component is private and if any external component needs access,
it can be done through the interface of each component. This also makes it easier to
replace any component if necessary and thereby reduces the coupling. Low coupling
is also achieved by avoiding circular dependencies. None of the component in the
architecture depends on each other. The relevant modules are packed in same com-
ponent and they interact well and thereby increase the cohesion between different
components. The architecture is simple to read, as the flow is in one direction. The
controller modifies the model and the model updates the view and there is no cross
reference at any level.

The architecture also fulfills the elicited non-functional requirements. The models
are generated based on the timestamp and they are stored in the RAM until the user
closes the application. The user can jump forward or backward in time or replay from
any point in time to view the data in the visual at that time, and this increases the
availability of the data to the user. Furthermore, each component in the architecture
is allocated with single responsibility, for instance the ModelGenerator component
generates models for the features it receives, BirdsViewGenerator generates only the
bird’s view of the visual. Thereby the responsibilities are allocated clearly and this
improves adaptability of the tool.

6.3 Technology selection

One of the main stakeholder requirements of the visualization tool was that it would
work in a browser based environment. This would ensure that the tool runs on many
different platforms with little to no porting issues due to the fact that HTML5, CSS3,
Javascript and WebGL are available in most modern web browsers. However, there
are several security considerations that made a pure browser based implementation
impossible by design. An unrestricted access to websocket communication and the
local filesystem could be used by hackers to cause a lot of damage. Every time
a person visits a malicious homepage, multiple requests could be sent from the
visitors computer and by that, making him or her participate in a distributed denial
of service attack. Furthermore, the website would be able to read arbitrary file on
the user’s hard drive and send the contents to the hacker. Because of this potential
for misuse, it is unlikely that the security restrictions will be lowered in future and
thus making a pure browser based implementation possible.

This thesis also considered direct memory management to use a fixed amount of
RAM as a buffer for the gathered data as one of the requirements. When the buffer
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is full, the oldest data should be deleted to make room for new measurements. The
investigation showed that modern programming languages use automatic garbage
collection to delete objects from the memory that are no longer referenced. It is not
possible to allocate a fixed amount of memory and manage it in the program in Java
or Javascript. C and C++ provide a method to allocate a fixed amount of memory
that is reserved until it is actively freed using another method. The C++ based
solutions weren’t optimal for a browser-based implementation. This led to a conflict
between the requirement that the tool shall run in a browser and the requirement
that the tool should be able to manage the memory itself. A trade-off had to be
made and based on the prioritization process, the browser support was considered
more important.

The nw.js framework, formerly known as node webkit, was chosen to implement the
tool. This is a mostly web based solution with a node.js part for mitigating the
limitations of a pure online solution. An application written only with modern web
technologies like HTML5, Javascript, CSS3 and WebGL should run in all browsers
on all platforms, including mobile, with only minor layout differences. The usage
of nw.js limits the supported platforms to those supported by the webkit as well,
namely Windows, Linux and Mac. This trade-off was necessary to overcome the
limitations from a pure web-based solution mentioned above. Furthermore nw.js
comes with a bundled chromium web browser, which is the only one that can be
used for the user interface.

An alternative to using nw.js is to write a server-side application in node.js and use
any browser as frontend to render the user interface and the visuals. This solution
is similar to nw.js, that bundles both parts into one application. Both solutions
were evaluated with the main stakeholders and based on the discussions it was
decided to use the nw.js based solution to implement the tool. If the node.js and
any web browser solution had been used, there might have been compatibility issues
when either a new web browser version is installed or node.js is updated. Nw.js
allows bundling itself with code written for it and shipping an executable containing
node.js, the chromium browser and the application together. All users using the
tool have the same version of node.js and the web browser. This approach mitigates
compatibility issues.

Three.js, a Javascript and WebGL based library, was chosen for the front-end 3D
rendering along with nw.js. Initially X3D, a XML based technology for 3D rendering,
was considered. In X3D it is needed to regenerate all XML tags over and over again
in every frame when objects are dynamically generated. In three.js it’s enough to
create objects once and they can be cloned when necessary. On basis of the hands-on
experiments done with three.js and X3D, it was decided to choose three.js for the
generation of the 3D scenes.

Instead of the node webkit, a game engine could be used to generate the visuals.
For this thesis, Unity and Unreal Engine were considered. While both could be
used to generate the visuals, they are optimized for their main purpose, which is
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game development. None of them is able to open multiple views and they are also
not optimal for creating the non-visualization parts of the application i.e. the user
interface and the background logic.

Java with its 3D library Java3D could have been used to implement the tool. It
fulfills almost all requirements and Java is a widespread language. However, there
is an issue with the browser support of Java applets. Most browsers have stopped
or plan to stop supporting browser plugins, a feature that is needed for Java applets
to work. Oracle, the owner of Java, has notices this and plan to stop supporting
applets themselves with the release of next major version of Java, Java 9 [114]. It
will be replaced by a new technology called Java Web Start, but this transition
phase makes it hard to develop code that reliably will work for a longer period of
time. However, it would still be possible to develop a non-browser-based application
that can run on any platform that has a Java runtime environment.

Two desktop frameworks were also considered to develop the tool: The visualization
toolkit and Qt. Even though these frameworks don’t support web browsers for the
front-end, they were considered to make a comparison study and to find one or a
combination of technologies which can make the development of the tool simple and
efficient. Both VTK and Qt fulfilled most of the requirements. Qt was also used
in one of the similar systems studied in the requirement elicitation phase described
in section 4.2.3. The reason it wasn’t used for the tool developed in this thesis is
that it does not use browser-based technologies, which is a important requirement
for this thesis. If less emphasis is put on this aspect, these frameworks are good
solutions for writing a visualization tool for live sensor data.

Most investigated technologies were able to fulfill most of the requirements, but all of
them had some disadvantages. Using a framework for C or C++ gives more control
over the memory and low level operations and enables the developer to create an
efficient program that fulfills all feature requirements. AWeb-based solution however
will run on many platforms but have the limitations mentioned earlier, that were
introduced for security reasons. In the end the choice of technology depends on
which requirements are considered as most important for the person or organization
doing the implementation.

6.4 Development

The development was done using nw.js, a framework using node.js in the background
and Javascript as programming language. As identified in the feasibility study, it is
possible to implement most of the requirements using those technologies and during
the implementation no new technology dependent problems were discovered. This
validates the results from the feasibility study. The tool fulfills all the requirements
selected for implementation. The exact list of implemented requirements is specified
in chapter 5.
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The visuals should be created "live" when the vehicle is on the road. When the work
on this thesis started the word "real-time" was used to describe the time constraint.
However, real-time can’t be guaranteed, since the data is generated at a remote
location, sent via UDP and then processed in Javascript. Every step takes some
time and there is no way to show that all “real life” events end up in the visual
within a certain, very small, timeframe. The “live” implementation, that the tool
uses to create visuals in online mode, stores all newly read packages to a buffer. An
interval is used to periodically render the contents of the buffer and then empty it .
This way a maximum timeframe can be specified from the receiving of the data to
when it is rendered. This is also known as “soft” or “near” real-time.

One aspect that was hard to estimate through the feasibility study alone was the
performance of the implementation. To really be sure that a solution is able to
handle and visualize data in a fast manner, it has to be developed first. Some
simple tests are not enough to ensure feasibility. This is even more important in
online mode, where too slow data processing will lead to new measurements building
up a queue and the visualization to fall further and further behind. This led to a
small problem in the implemented solution. In offline mode, the file is read and
the data model is created. At every timestamp, all data instances whose timestamp
falls within certain limit of time difference are collected. Those instances are then
visualized and after a short wait the process is repeated for the next timestamp.
This searching process takes too much time if the data has to be processes and the
necessary parameters and features have to be extracted at the same time. For that
reason a different approach was used in online mode. All new measurements are
stored in a buffer in addition to the data model. Instead of searching through the
data model each time a new frame is to be rendered, the content of the buffer is
rendered instead. If the user wishes to go back in time while using the online mode,
the offline mode algorithm is used to search the data model. This ensures good
performance in online mode, even if the data model has a large amount of data,
gathered through a long timespan of recording.

In online mode the tool keeps recording data until the user ends either the program or
the data receiving. Since no data is deleted while the online mode is running, the tool
will run into a memory problem eventually. This problem is related to the memory
allocation issue in section 6.3. One possible solution would be to periodically check
if there are measurements older than a specific amount of time and actively delete
them. This could however delete unnecessary many measurements since the amount
of time not necessarily correlate with the number of received measurements, which
depends on the number of sensors and how often they send data. If the test crew
goes on lunch break and no new measurements arrive during that period of time,
there is no need to delete "old" measurements, since no new ones arrive. This issue
is not solved in this thesis, but is added as a suggestion for future work.

The created 3D environment with a movable camera has a lot of advantages over just
watching a video of an AV test. In the tool it is possible to pause the visualization
at an interesting event and move the camera to a angle where it is easiest to see
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what is happening in that situation. It is then possible to click on the different
objects involved in the situation to get more details about how the sensors sees the
objects. In combination with the ability to go forward or backward frame by frame
(jumping forward or backwards a small amount of time), it is possible to analyze a
situation quickly by accessing the detailed information in an easy way. This directly
improves the analyzability of the data.

One requirement of the visualization tool was to be able to hover over an object
in the visualization to show its details, instead of having to click on it. From an
implementation perspective this is easy to do, as the code that currently happens
on a mouse click event has to be executed on a mouse move event instead. However,
there is a performance problem with that solution. To find out what object is be-
hind the mouse cursor a technique called ray tracing has to be used. This technique
involves sending a ray through the scene and calculating what objects it hits. Even
without reflection or refraction, this takes some time to calculate. If these calcula-
tions are done every time a frame is rendered, the performance of the visualization
in total decreases, as a simple test while implementing the requirement for clicking
on objects showed. While showing some information in a tooltip while hovering over
an object would improve the analyzability of the data, this solution is not feasible.

The time series helps the user to analyze the path history of the selected object, in
the view of the sensor. As mentioned in chapter 1, the collected data is numeric and
is very hard for humans to understand. The time series will draw a line representing
the path of the object from its entry into the field of view of a sensor till its exit.
This also helps the user to validate the sensor readings. For instance, if the object
jumps from one position to another, or travels back in comparison to its previous
position, then the user can easily see that in the visual through the time series lines.

The decision to use a framework for creating the visuals instead of creating them in
pure WebGL made the implementation easier. Three.js (and the alternative, X3D)
allows creating 3D scenes without having to learn or spend time on "low-level" com-
puter graphic concepts like fragment- and vertex shaders, or matrix transformations.
Adding anisotropic filtering, to make distant objects appear sharper in the visual,
was implemented using one line of code. The same feature in pure WebGL would
have been harder to implement. The decision to use Three.js therefore increased the
development speed.

One of the challenges described in the introduction of this thesis was that the online
and offline mode should have the same look and feel. As of now, different tools are
used for analyzing online and offline data at Volvo Cars. There is a wish to be able
to use the same tool with the same functionalities in both online and offline mode.
The tool that was developed in this thesis had this in mind during the design phase
and all functionalities of the tool is available both online and offline. This makes
analysis much more convenient, as there is only one user interface and the same way
to control the tool, no matter whether a logfile or live data is being analyzed.
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6.5 Deviation between Sensor Data

The comparison of data from multiple sensors is a good way to validate the data
collected by the sensors. In an ideal world, sensors would provide exact measure-
ments and the computer making autonomous decisions about how the car should
drive could rely on the collected data. However, in reality there will always be mea-
surement errors and to validate how well a sensor works in certain conditions, it is
important to be able to compare the data to some other value. The comparison can
be either to another sensor, or in a testing scenario, where the objects location are
known, to the ground truth. Knowing how large the deviation in the measured data
is from the truth helps to analyze the data of AV tests.

In this thesis, two different approaches to compare different objects were used. The
first approach compared the position of every object sensed by one sensor with the
position of every object sensed by another sensor. If the center points of the objects
were within two meters of each other in both latitude and longitude direction, they
were considered to be the same object, which was shown in the visual. The second
approach was to let the user choose what objects to compare. In the first approach,
the user can’t miss any overlaps of objects, but calculating all the distances every
frame takes time and requires a strong processor. The second approach gives the
user more control and is faster, but the user has to know what to look at and can’t
depend on the tool to find the overlaps.

The identification of deviations in the sensor data was done as an iterative approach
and in each iteration constructive feedback was given by the main stakeholders.
It shows their interest in this feature and the results in each iteration. In each
iteration the results are further improved, based on the discussions and feedback.
Even after finishing the iterative approach, new ideas to improve the visualization
can be generated. In this thesis, the color of the objects that are compared was
changed from a solid black and red to semi-transparent versions of those colors.
This made the overlaps even more visible. Instead of eliciting the requirements
of this feature in the beginning and then doing the implementation, the iterative
approach led to a better solution, because people get more ideas when they see a
solution. It is hard to think of the "best" way to create an artifact at once, without
undergoing several iterations.

6.6 Validation

As stated by Logre et al. and Broring et al. [13, 16], the visuals help the users
to analyze the test data and acquire information and knowledge about the data.
This fact was validated in the review meetings with the main stakeholders. In the
meetings, the stakeholders were able to see the visuals and immediately knew what
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was happening on the screen. This would not have been possible with only the text
data.

To understand the general view of other users about the implemented tool, a user
evaluation was done after the development. The feedback of the user evaluation
was mostly positive. In the evaluation a question was asked about what features
was missing in the tool and the most common answers were camera and point cloud
overlay. These were part of the requirements identified in the elicitation phase,
but that were not implemented because of their priority or the scope of this thesis.
The same is true for most other requirements mentioned in the validation. The
fact that the requirements that were elicited and not implemented are mentioned
again in the validation phase shows that the elicitation phase resulted in the correct
requirements.

In total, the persons that participated in the validation seemed very satisfied with
the tool. The lowest rating received on any of the questions was a six, and the
lowest average was 7.43, on the question "How clear is it what the objects in the
visual represent". Two of the seven participants requested for a legend to explain
the different colors used for different objects in the visual. By adding a legend, the
information becomes more clearer and the rating would probably rise.

6.7 Threats to Validity

In this section the threats to validity of the research performed in this thesis is
outlined.

6.7.1 Construct Validity

In the literature survey, the assessment stopped when ten papers in a row were
considered not relevant for the study. This was done because the searches returned
many papers and not all of them were relevant to this thesis. The papers were
ordered according to how relevant the search algorithm of the database thought it
matched the search query. However, this priority might not be the same as how
relevant the paper is for the topic of this thesis. By ordering the papers wrong and
stopping the assessment too early, important papers could have been missed.

The analysis of similar systems was done by attending two presentations at Volvo
Cars. The companies that held the presentation had been invited by Volvo Cars
and the tools that were presented aimed to achieve similar goals as the tool that
was developed as a part of this thesis. However, there is no guarantee that the two
presentations actually presented the requirements that are most important for a
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vehicle sensor data visualization tool. The similar systems could have implemented
requirements that are not needed, or missing other requirements, or both.

This thesis only considered parameters and features that could be found in the
data of the two sensors that were included in the data study. Other sensors, that
either are used currently or are added later, might include additional visualization
details that are not considered in this thesis. This may result in the elicited list
of parameters and features to include in the visuals becoming incomplete or out of
date.

In this work, three different approaches were used to prioritize each requirement. For
some of the requirements this worked very well, and the same or at least a similar
priority was elicited using every different technique. However, for other requirements
the priorities differed based on the used technique. Additionally, some requirements
seemed to be very important to some people, and less important to others. This
makes it unclear if the prioritization techniques measured the importance of the
requirements correctly.

The feasibility study was conducted mainly using the official documentation of the
considered technologies. The resulting feasibility table therefore shows if the docu-
mentation claims it is possible, and not that an example implementation was created
that definitely shows that it is possible. While it is likely that the information is
true, this thesis gives no information on how well the technology is able to fulfill a
specific requirement. Furthermore, only some suitable technologies were chosen for
the feasibility study. There could be others that are just as, or even more, suitable
for implementing a visualization tool.

The offline mode of the tool was tested with a logfile containing test data with a
duration of one minute, so there may arise performance or scalability issues when
data of longer time is used. The online mode of the tool was not tested with real live
data. Instead, it was tested by replaying the one minute log file from the Ubuntu
operating system installed in a virtual machine using the tcpreplay tool [25]. The
replayed data was captured by the visualization tool in Windows. Therefore, when
live data is sent directly from the test, performance issues may arise.

6.7.2 External Validity

Two focus groups were conducted, one at Volvo Cars and one at Chalmers Uni-
versity of Technology. In both cases the supervisors of this thesis took the first
contact to the participants and asked who was willing to participate. This is a very
convenient sampling approach, but there is no guarantee that the people who are
willing to participate in the focus groups are representative for the entire population.
Furthermore only four persons participated in the first focus group and two in the
second. Thus, the small sampling size makes it hard to generalize the results.

67



6. Discussion

A similar threat is present for the results of the survey. The survey was sent to
three groups in one department at Volvo Cars and was left online for approximately
two weeks. During this time, 11 out of 54 persons responded. This is again a
convenient sampling method, as only people who wanted to participate, did so.
The small sample makes it hard to generalize the results to the entire population.
Additionally, because only people from one department at Volvo Cars was invited to
participate in the survey, the results can’t be generalized to the automobile industry
as a whole or even to other areas without collecting further data.

6.7.3 Internal Validity

The questions for the focus groups and the survey were created by two students
without much experience in qualitative data elicitation. This might have led to
unintended effects on the outcome of the data elicitation, even though the questions
merely were used as guidelines for the otherwise open discussion. The same is true
for the analysis of the collected data, since the students weren’t experienced with
interpreting tones, body language and similar aspects of the participants.

Between the initial requirements elicitation phase and the final validation of the tool,
a new visualization software that had been developed by a consultancy company was
released at Volvo Cars. Some people who were either involved in the development
of this software, or had used it, were part of the validation of the tool developed in
this thesis. There is a risk that the expectations of the people who had worked with
this software before the validation of the tool changed. This might have influenced
the result of the validation.

Some of the participants of the requirements elicitation process were also part of
the evaluation of the tool. Therefore, the feedback of those participants might be
influenced, based on what they expected or what was discussed during the elicitation
process.
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This thesis showed that visualizing sensor data makes it easier for humans to an-
alyze the data. To do this, the requirements of a software architecture of a tool
to visualize sensor data were elicited. Furthermore, the thesis investigated which
parameters and features humans like to see in the visuals to be able to draw con-
clusions about what is happening in the scene. A feasibility study was conducted
to decide on what technologies are suitable for developing a tool using the created
software architecture. Based on the elicited requirements, the created architecture
and the technology study, a visualization tool was developed to demonstrate the
feasibility of the solution. The tool was then used to generate visuals showing the
differences in the data of multiple sensors measuring the same object to visualize
the deviations in the sensor measurements.

This thesis elicited requirements through multiple sources for a tool that is used to
visualize the sensor data in the context of AVs. Every method used in the elicitation
process resulted in many unique requirements. This shows the importance of eliciting
requirements through multiple sources instead of relying on single source. When
people are involved in the process, their expectations and views may change and it
is important to create a solution that satisfies the needs of all the stakeholders.

The created architecture follows the MVC pattern and standard design principles. It
also satisfies all the elicited requirements and therefore serves as a good reference for
developing similar tools in the context of visualization of sensor data from vehicles.

When creating visuals from sensor data, it is important to consider the needs of
the users. If the visuals should be useful for people with different roles, it is worth
to consider to make it possible to filter out some information, based on the needs
of the viewer. Furthermore, not all details have to be included in the visual itself.
Instead, an easy way has to be available for the user to access additional information
about the objects in the visual. For any visualization tool it is important to elicit
the needs of the humans who will work with the visuals and the tool itself.

The choice of technologies to use for implementing a visualization tool depends on
how the stakeholders want to use the tool. Web based technologies can be used
to create a tool that runs on many devices and operating systems, but they have
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many limitations for security reasons. Desktop based implementations provide more
functionality but are often tied to one or a few operating systems. This issue becomes
even more serious when developing a tool for both desktop and mobile operating
systems. In the end, the stakeholders have to make a choice what is most important
for them. The feasibility study table gives insight about the possibilities of using
different technologies to implement the requirements considered in this thesis.

Comparing the data of different sensors, or the data of one sensor to the ground
truth provides an excellent way of validating said data. There are different ways
these comparisons can be visualized, based either on automatic overlap detection,
or by allowing the user to select different objects and compare them. A combination
of using colors in the visualization and a text representation in a separate window
gives the user a good way to analyze the data.

Visualization makes analysis of sensor data much easier for humans. By using a tool
with the right architecture and suitable technologies to create visuals that include
the necessary information for researchers and engineers, it becomes possible to draw
better conclusions from AV tests. This will in turn aid the pursuit of creating fully
autonomous vehicles in the near future.

7.1 Future Work

This section outlines possible future work that hasn’t been included in this thesis
for scope or time reasons, but still give valuable contributions to the thesis topic or
improves the developed tool.

There are more ways to visualize deviations in the sensor data. For instance, it is
possible to draw all the objects recognized by one sensor in the same color, and
have a different color for each sensor. This approach can be combined with the
automatic overlap detection and showing non-overlapping objects in a very light
version of a color and as soon as two objects recognized by different sensors overlap,
their color can be changed to a darker version of the same color to make the overlap
clearly visible in the visualization. It is also possible to define one of the sensors as
a reference sensor and visualize it in a stronger color, while visualizing data from all
other sensors in a lighter color. Both solutions make deviations clearly visible and
help humans to analyze the data.

The visuals generated by this tool only show data from sensors on one car. As a
next step, information from different vehicles or even static points could be added
to a common picture. In that case, not only deviations in the data from different
sensors on one car about an object can be analyzed, but also where different cars
think the same object is placed. To make this possible, all vehicles could make their
sensor data available on a network interface and the tool could read measurements
from all the senders by collecting everything that is online.
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The tool stores all data it receives in order to make it possible for the user to go
back in time and look at older data. When using online mode over a longer period
of time the gathered data takes up a lot of space. If old data is never deleted, the
entire RAM will get filled, making it impossible to store new data. A concept has
to be developed how the data management is to be handled. A solution created in
C or C++ has the ability to allocate a fixed amount of memory for this data buffer
and delete the oldest entry when this space is used, but other solutions have to be
found for Java or Javascript based implementations.

The requirement elicitation phase resulted in a requirement to overlay object data
over a camera image, and another requirement to overlay the data over a point cloud
(LIDAR output). The prioritization process gave a high priority for the camera
overlay. However, the test data that was used while developing the tool did not
contain any camera data or point clouds, so this thesis focused on other requirements.
In future this would be a valuable addition and improve the analyzability of the data.
Both of the requirements were mentioned in the validation of the developed tool as
well.

Textures and well-designed models make the visuals look more natural and makes it
easier for the human who uses the tool to imagine what is happening in the scene.
For the visuals created in this thesis, boxes of different sizes and colors were used to
represent different types of object. For some object types textures were used, but
the textures only consisted of six images applied to the different faces of a box. For
an improved version of the tool, 3D models of cars, trucks, pedestrians and similar
objects can be created and higher quality textures can be applied to them.

As of now, only .pcap files are supported as input for the tool. Since a lot of people
work with Matlab files, a future version of the application should be able to open
and read this type of files as well. Furthermore, the application could add support
for a file type that is associated with the application. Once the needed information
is extracted from a data source and converted to the applications data model, the
data that is kept in the tool can be stored in a file and loaded again at a later
point in time. Since this file type would store the data in the tools data model, no
conversions are necessary when loading the file, which makes starting faster.

The requirements of the architecture and the parameters and features to include
in the visuals were elicited at Chalmers University of Technology and Volvo Cars.
Even though that gave valuable input to this work, as a next step, the requirements
could be elicited at other companies or institutions as well. This would broaden the
scope and validate the results of this thesis.

The data used in this thesis was object data that had already been processed and
fused. This process consists of multiple steps and an error could happen in any of
them. To be able to analyze where in this process the fault is and therefore know
why the AV don’t behave as expected, the result of every step of this process should
be visualized. This was a requirement that was elicited in the requirement phase of
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this thesis. As that requirement was assigned low priority, it was not considered for
the implementation. This could be addressed in the future. The same is true for
visualization of raw data, that has not been processed or fused.
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A
Focus Group Questions

A.1 Opening Question

Please introduce yourself and tell us what you work with.
Motivation: This question starts the conversation and gives a short background of
the people participating in the study.

A.2 Introductory Question

Do you have experience in working with or have knowledge about visu-
alization tools? Please share your views.
Motivation: This question brings out the ideas and views of the participants on
different visualization tools currently available in different contexts.

A.3 Transition Question

What are your general views and opinions on visualization tools in the
context of sensor data of Autonomous Vehicles(AV)?
Motivation: This question helps the participants to focus more towards the context
of the key questions.

A.4 Key Questions

How do you analyze sensor data today and draw conclusions from it?
Motivation: This question helps to understand the current way of working.

I



A. Focus Group Questions

What are the main challenges you are facing when analyzing data?
Motivation: This question helps to understand the critical areas which need more
attention and also the discussion will help to find solutions or a way to move forward.

What are your goals for visualizing the sensor data?
Motivation: This question helps to learn the advantages the participants expect
from the visualization and the reasons behind requested features.

How would you like the data generated from AV tests to be visualized
(e.g 2D, 3D, camera angle)?
Motivation: This question elicits if a simple birds-eye-view 2D model is preferred
for analyzing data or if people prefer a 3D environment where they can freely move
the camera and see what is happening from different angles.

What is the necessary information that has to be included in the visuals?
(e.g. speed, distances, moving objects around the car etc.)
Motivation: It is not possible to include every single detail in a visual. This question
gathers knowledge about what people think is important.

We are developing a tool that visualizes the sensor data. What features
would you expect from a tool like this?
Motivation: The tool should satisfy the needs of the users. By including them from
the beginning and asking them what they expect will help to elicit the requirements
of the tool.

A.5 Ending Questions

Will visualization of sensor data be helpful to other people as well? Who
do you think it will be helpful for?
Motivation: This question aims to identify further stakeholders that haven’t been
considered yet.

What did you think was most important? What did we not cover that
we should have?
Motivation: This question aims to find open issues and new questions for the survey.
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B
Survey Questions

Figure 29: First survey question.

Figure 30: Second survey question.
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B. Survey Questions

Figure 31: Third survey question.

Figure 32: Fourth survey question.

Figure 33: Fifth survey question.
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B. Survey Questions

Figure 34: Sixth survey question.

Figure 35: Seventh survey question.

Figure 36: Eight survey question.
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C
Statement of Contributions

Finally, the contributions of the two students working on this thesis is presented.
Most of the work was done by both students, and the final thesis document has
been reviewed by both of them. The individual contributions is listed in the sections
below.

The introduction, including the research goal and the research questions were created
in collaboration by both students. The same is true for the methods used in this
thesis. In the results and discussion section one of the students wrote a section that
then was updated by both students together.

Matthias Pernerstorfer wrote about autonomous vehicles and active safety in general
in the background section, and about Cardiogram and the visualization in the rear
view mirror of a car created by C. Roessig et al. in the related work section. In the
tool, he worked on handling the data from the first sensor, showing object id’s in the
visual, making objects clickable in the visual, showing the time series of an object,
filters, and overlaying a map over the data. He also did the implementation of the
visualization of deviations in the sensor data, though the ideas of how to visualize
it was joint work. Furthermore, he worked on handling the different windows of the
application and the communication between them. He also worked on the creation
of the visuals and creating objects based on the data, as well as loading textures for
the ground grid, vehicles and the sky.

Rajesh Thangaswamy wrote about the general background of Data Visualization in
the background section and about the visualization system for spatial sensor data
by M. Tönnis et al., visualization system for a Massive Multiplayer Online (MMO)
virtual regatta using a virtual globe by Llorach et al. and context based dynamic
visualization system for sensor data that varies in space and time by Stampach et
al. In the development of the tool, he worked on handling the data from the second
sensor and visualizing it. He also worked with extraction of GPS data, lane data
and visualize it. Furthermore, he worked on the slider bar to show the visualization
status, the player controls to control the visualization. He also worked with taking
screenshot of the visualization and record video features of the tool. He also worked
with the general text view and GUI of the tool and also with the creation of visuals
in the bird’s eye view together with other student.
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