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Abstract

To overcome the problems of ohmic and dielectric losses in conventional microstrip and

coplanar (CPW) transmission lines at mm wave and sub-mm wave frequencies, a novel low-

loss low-cost waveguide and transmission-line technology has been proposed, referred to as

the gap waveguide technology. The presence of small geometrical details in the gap waveg-

uide structure requires a fine discretization of the current in method of moment (MoM)

codes leading to a large matrix equation. Moreover, an electrically large structure leads to

a large matrix equation as well. The solution of this multi-scale problem is therefore time

demanding and memory consuming. Hence, the fast analysis and optimization of these

gap waveguides requires the development of tailored numerically efficient computational

electromagnetic methods.

In this thesis, we study a number of efficiency enhancement techniques that can be em-

ployed to expedient the numerical analysis of conventional MoM codes. Starting with the

parallel-plate Green’s function concept, we examine different methods for the fast compu-

tation of the parallel-plate dyadic Green’s function, among which the Shanks-accelerated

spatial Green’s function method, the Ewald summation method, and the spectral-domain

summation method. It is found that for our type of problems, where only few digits of ac-

curacy is required, the Shanks-accelerated spatial Green’s function method is the preferred

method among the others to compute the parallel-plate dyadic Green’s function.

After formulating and computing the parallel-plate Green’s function, the MoM and its appli-

cations for the numerical evaluation of electromagnetic structures is studied in more detail.

Toward this end, we first describe the procedure for the development, discretization and

solution of the electric field integral equation (EFIE). Afterwards, the verification of the

herein implemented MoM is examined through the in-house developed CAESAR software,

and the numerically computed results are validated for several parallel-plate waveguiding

structure through the commercially available HFSS software.

To further accelerate the numerical computations, we study the Padé approximation method

in conjunction with an adaptive frequency sampling scheme for minimizing the number of



v

frequency samples that are needed for the prediction of the input impedance characteristics

of a multi-port structure within a certain bandwidth. The adaptive estimation method is

verified through a circuit model as well as for a parallel-plate waveguiding structure.

Finally, the Characteristic Basis Function Method (CBFM) is studied as another numer-

ically efficient method which can be used to solve large electromagnetic problems. We

describe the proposed procedure for generating Characteristic Basis Functions, which are

macro-domain basis functions defined on each building block of a geometrically subdivided

structure. Furthermore, translation symmetry is exploited and the Adaptive Cross Approx-

imation is used to improve the computational efficiency. Numerical results are presented to

demonstrate the accuracy and the computational efficiency of the proposed CBFM compared

to a conventional MoM approach and the HFSS software.
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Chapter 1

Introduction

In this chapter, we introduce the concept of the gap waveguide technology, and provide a

brief motivation for the numerical modeling and studies that are performed in this thesis.

Afterwards, a short description of the chapters is given.

1.1 The Gap Waveguide Technology

The gap waveguide is a recently developed technology aimed to be used for high frequency

applications, i.e, at millimeter and submillimeter wave frequencies [1]. This novel low-

cost technology is a metal-only structure and therefore overcomes the dielectric losses of

conventional transmission-line structures at high frequencies. The herein considered gap

waveguide employs perfect electric conductors as the upper and lower ground planes of a

parallel-plate waveguide. One of the plates usually consists of a ridge, Fig. 1.1(a), or a

groove, Fig. 1.1(b), surrounded by a bed of nails or metal pins [2]. This bed of nails, which

is applied to realize the perfect magnetic conductor condition, creates a high impedance

condition when the parallel-plate distance is smaller than a quarter wavelength. For the

ridge gap waveguide, it is then possible to excite a quasi-TEM wave which is confined

only along the ridge in an octave bandwidth. A structure that can be used instead of the

bed of nails, for realizing an artificial magnetic conductor (AMC) is the mushroom-type

EBG. This structure is more suitable for low frequency applications due to its compact

size compared to the metal pin structure [3, 4].
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Gap waveguides can be realized in ridge, groove, or microstrip transmission-line technology.

The ridge gap waveguide supports a quasi-TEM mode, while the groove gap waveguide can

support TE/TM modes as in conventional rectangular waveguides. The microstrip type

of gap waveguides, used in low frequency applications, are compact in size and work as

inverted microstrip lines. An advantageous property of gap waveguides is that no metal

contact is required between the upper and lower plates of the parallel-plate waveguide,

since the bed of nails which surrounds the ridge or groove prevents the fields from leaking

transverse to the propagation direction. It is pointed out that ideal rectangular waveguides

should not have air gaps between metal parts, which cannot easily be achieved at high fre-

quencies, so that the leakage problem is almost unavoidable in rectangular waveguides [5].

(a) (b)

Figure 1.1: A possible realization of a ridge and Groove gap waveguide.

1.2 Motivation

At this moment, the numerical analysis of gap waveguides using commercially available

CEM software tools is a very time-consuming (if not impossible) task. This is caused

by the tiny geometrical details that the gap waveguide exhibits, which in turn requires

a fine discretization of the geometrical structure and Maxwell’s field equations. On the

contrary, the whole structure itself can be electrically large and thus represents a multiscale

problem. This leads to an extremely large matrix equation requiring huge amounts of RAM

memory and very large solve times. Hence, there is an urgent need to develop customized
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computational electromagnetic (CEM) codes to expedient the numerical analysis of the

next generation waveguiding structures.

To allow for a fast numerical analysis (and optimization) of these gap-waveguide structures,

it is proposed to employ advanced Green’s function approaches to analytically account for

the EM fields generated by an elementary current inside a perfect electrically conducting

enclosure (rectangular box and/or parallel plates). Accordingly, an integral equation is

formulated for the equivalent unknown current representing the physical one. The method-

of-moments is then used to discretize the integral equation to arrive at a relatively large

matrix equation. The size of this matrix equation can be reduced further by employing

the Characteristic Basis Function Method. The resulting system of linear equations can

then be solved very rapidly.

1.3 Outline

In Chapter 2, the thesis starts with a geometrical description of the recently proposed gap

waveguide structures and the motivation to consider the infinite parallel-plate waveguide as

the basic structure in the numerical analysis. The mathematical formulation of the prob-

lem is developed afterwards, which includes the formulation of the electromagnetic fields

radiated in free space for an infinitesimal dipole and through using the magnetic vector and

electric scalar potentials. After defining the free space Green’s function, the electric field

integral equation is derived and descretized using Galerkin’s method. The dyadic parallel-

plate Green’s function is formulated through three orthogonally-polarized dipole currents

located in between two infinite parallel-plates forming the waveguide. Afterwards, different

acceleration methods are introduced for the fast computation of the dyadic parallel plate

Green’s function. Starting with the infinite spatial summation, the corresponding Green’s

function series is transformed to the spectral domain. The Ewald method is presented

which is a combination of the spectral and spatial summation. Finally, two techniques

utilizing the Shanks transformation and the asymptotic form of the Hankel function are

shown to further accelerate the computation of the dyadic parallel-plate Green’s function.

In Chapter 3, the numerical evaluation of the dyadic Parallel plate Green’s function is

studied through different acceleration methods and convergence results are presented to

compare the computational efficiency of the different techniques.
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The method of moments is described in detail in Chapter 4, where the selection of basis and

test functions, the moment matrix computation, the singularity in the potential integrals,

and the solution of the moment matrix equation are discussed. Also, the application of

the moment method to a waveguide structure is examined through the CAESAR software

and the numerical results are compared to those obtained from a simulation done with the

HFSS software.

In Chapter 5, the Padé rational function fitting model is introduced. This rational function

is used for the interpolation of frequency dependent data sets. The method is applied to

a parallel-plate waveguiding structure of two monopoles, in order to rapidly compute its

impedance characteristics in a frequency range of 10− 60 GHz. Accordingly, an adaptive

frequency sampling scheme is developed for minimizing the number of required frequency

sampling points.

In Chapter 6, the Characteristic Basis Function Method (CBFM) is described to solve an

electrically large groove gap waveguiding structure. After formulating the basic principles

of the entire-domain basis function method, we explain the methodology of employing

characteristic basis functions and describe a procedure for generating them. Also, we

introduce the adaptive cross approximation (ACA) algorithm for the fast generation of the

reduced matrix resulting from the application of the CBFM. We conclude by presenting

the accuracy and efficiency of the CBFM through several numerical examples.

Finally, in Chapter 7, the conclusions and recommendations are presented.



Chapter 2

Mathematical Problem Formulation

This chapter starts with the derivation of the field equations for an electric dipole point

source located in a parallel-plate waveguiding region. This is done with the help of a mixed

potential formulation. Afterwards, the Electric Field Integral Equation (EFIE) is devel-

oped and we see how the application of the moment method can be used to determine the

equivalent electric current distribution. Finally, several methods for accelerating the evalu-

ation of the infinite series summation arising in the dyadic parallel-plate Green’s function

computation are described, among which are the Shanks-accelerated spatial summation, the

spectral, and the Ewald summation method.

2.1 Introduction

Consider Fig. 2.1, which illustrates an example of a ridge-gap waveguide that has been

manufactured and measured [5]. It is shown that the propagating electric field is confined

in the gap formed by the ridge and the top ground plane, which therefore demonstrates

a close resemblance with the TEM stripline transmission line. Indeed, below the parallel-

plate cut-off frequency, when the distance between the upper metallic surface and the

bottom ground plane is smaller than λ/4, a single dispersion-free quasi TEM-wave can be

excited that can propagate over an octave bandwidth [1, 3].

In the stop-band, the pins inside the PEC box prevent the fields from leaking towards
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its sidewalls, so that one can remove the sidewalls without affecting the field propagation

characteristics at these frequencies. Hence, the equivalent structure that can be analyzed

constitutes a bed of nails which is connected only to the bottom (or top) plate of a parallel-

plate waveguide. Consequently, in a method-of-moment (MoM)-based approach, it suffices

to employ the simpler parallel-plate instead of the more complex cavity Green’s function,

which simplifies the numerical analysis of gap waveguide structures – operating in the stop

band – significantly. Furthermore; the MoM matrix-fill time can be reduced, since the

translation symmetry of the computed reaction integrals between pairs of basis functions

can be exploited.

Figure 2.1: Left: ridge gap-waveguide with S-bended ridge. Right: (a) ideal PMC-PEC

waveguide boundary conditions for TEM-mode propagation; (b) PMC realization using a

bed of nails; (c) stripline transmission line equivalence.

Before formulating the parallel-plate Green’s function, we need to recall some of the basic

mathematical field formulations. We will use equivalent current sources and the corre-

sponding Green’s function to compute the magnetic vector and electric scalar potentials,

A and ϕ. The radiated electric and magnetic fields, E and H , can be determined accord-

ingly.

In Sec. 2.3 we take a closer look at several possible ways to compute the parallel-plate

Green’s function summation representing an infinite series of dipole fields. We will con-

sider the convergence of these infinite series as a function of the position of the source and

observation point. The spatial domain summation, the spectral domain summation, and
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Ewald’s summation method are described first, which is followed by the Shanks transforma-

tion and the asymptotic form of the Hankel function that are all considered as accelerating

methods.

2.2 Fields from Sources in Free Space

Maxwell’s equations describe how the electric and magnetic fields, E(r) and H(r), are

related to the volumetric electric current distribution J(r) and the electric charge dis-

tribution ρ(r). These equations have a unique solution, provided that a complete set of

boundary conditions is given and that the medium parameters, ε(r) and µ(r) are known,

which are the permittivity and permeability of the medium, respectively. In frequency

domain, Maxwell’s equations for the fields in free space (i.e. ε(r) = ε0, µ(r) = µ0) are

defined as:

∇×E = −jωµ0H (2.1a)

∇×H = J + jωε0E (2.1b)

∇ ·E =
ρ

ε0
(2.1c)

∇ ·H = 0. (2.1d)

Since H is solenoidal, see Eq. (2.1d), it can be expressed in terms of a magnetic vector

potential A as

∇ ·H = 0⇒H = ∇×A. (2.2)

Upon using the fact that a vector quantity with zero curl can be described as the gradient

of a scalar potential, we have that

∇× (E + jωµ0A) = 0⇒ E(r) = −jωµ0A(r)−∇ϕ(r)−C (2.3)

where ϕ is an electric scalar potential, yet to be determined, and C = 0 since E = 0

at infinity. To define the electric scalar and magnetic vector potentials, we use Maxwell’s

equations and the vector identity ∇×∇×A = ∇(∇ ·A)−∇2A to arrive at

∇ (∇ ·A)−∇2A = J − jωε0 (∇ϕ+ jωµ0A) (2.4)
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which can be written as

∇ (∇ ·A+ jωε0ϕ)− J = ∇2A+ k2
0A (2.5)

where k0 = ω
√
ε0µ0 is the free space wavenumber. Next, we choose that

∇ ·A = −jωε0ϕ (2.6)

which is known as the Lorenz gauge. By substituting this relation in (2.5), we obtain the

inhomogeneous Helmholtz wave equation for the magnetic vector potential:

∇2A+ k2
0A = −J . (2.7)

Taking the divergence of (2.3), using Maxwell’s equations, and (2.6), we obtain the inho-

mogeneous wave equation for the electric scalar potential ϕ:

∇2ϕ+ k2
0ϕ = − ρ

ε0
. (2.8)

The well-known general solutions for the magnetic vector potential and electric scalar

potential in Eqs. (2.7) and (2.8) are given by [6]

A (r) =

∫∫
V

∫
G (r − r′)J (r′) dV ′ (2.9a)

ϕ (r) =
1

ε0

∫∫
V

∫
G (r − r′) ρ (r′) dV ′ (2.9b)

where the free space Green’s function is defined as

G (r − r′) =
e−jk0|r−r′|

4π |r − r′|
. (2.10)

Substitution of (2.6) in (2.3), leads to a single potential formulation for the E-field, that is

E =
1

jωε0

(
∇ (∇ ·A) + k2

0A
)
. (2.11)

Upon applying the current continuity equation ∇′ · J (r′) = −jωρ (r′), the electric scalar

potential is given as

ϕ (r) =
−1
jωε0

∫∫
V

∫
G (r − r′)∇′ · J (r′) dV ′. (2.12)

In conclusion, if the current J(r) is known, the magnetic vector and electric scalar poten-

tials A and ϕ can be computed, after which the radiated E and H fields can be evaluated

through (2.11) and (2.2).
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2.3 Dyadic Parallel-Plate Green’s Function

In the previous section we derived the free-space Green’s function, which is the solution for

the electromagnetic field of a point source in free space. The free space Green’s function is

used in this section to derive expressions for the electromagnetic field generated by a point

source in a parallel-plate waveguide region: the dyadic parallel-plate Green’s function.

Since each pin in the parallel-plate waveguide can be considered as an actual radiating

element generating the scattered field, it is possible to represent the volumetric current

density J supported by each pin by an equivalent surface current density JS , through the

application of the surface equivalence principle [6, pp. 329-333]. Each pin can then be

replaced by a suitable surface current density, representing the physical current.

We will consider the field of an electric dipole current inside the parallel-plate waveguide as

shown in Fig. 2.2(a). The two infinite parallel plates are separated by a distance d along the

z-axis. The repeated application of the image principle for an x-polarized or z-polarized

dipole [7, p. 184], leads to an infinite summation of electromagnetic fields generated by the

resulting images of the original dipole [see Fig. 2.2(c) and (d)].

After defining the free space Green’s function as in Eq. (2.10), the dyadic parallel-plate

Green’s function G can be defined as

G(r, r′) = Gxxx̂x̂
T +Gyyŷŷ

T +Gzzẑẑ
T (2.13)

where T is the transposition operator. Since Gxy is the x-component of A as a result of a

y-polarized dipole current, it is herein zero. Note that for free space

G = GI, where G (r − r′) =
e−jk0|r−r′|

4π |r − r′|
(2.14)

and where I is the 3× 3 identity matrix defined as

I = x̂x̂T + ŷŷT + ẑẑT . (2.15)

Using the Dyadic Green’s function, the magnetic vector potential, A, is expressed as

A =

∫∫
S

G (r, r′) · JS (r
′) dS ′ (2.16)

where S is the support of the equivalent surface current density JS ,

JS (r
′) = Jxx̂+ Jyŷ + Jzẑ (2.17)
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x̂

r

PEC

PEC

J = Iℓδ(r − r
′)ẑ

r
′

ẑ d
r

PEC

PEC

r
′

J = Iℓδ(r − r
′)x̂

(a) (b)

r

2d

ẑ

x̂

n = 0

n = 1

r

2d

n = 0

n = 1

(c) (d)

Figure 2.2: (a) z-polarized and (b) x-polarized electric Hertzian dipole currents in between

two infinitely large parallel PEC plates separated by a distance d; (c) and (d), the repeated

application of the image principle for both dipole polarizations, respectively.
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and hence,

G (r, r′) · JS (r
′) = GxxJxx̂+GyyJyŷ +GzzJzẑ. (2.18)

Next, upon using the image principle, the expression for the dyadic Green’s function com-

ponents in the spatial domain can be obtained. As shown in Fig. 2.2, the x component of

the Dyadic Green’s function due to an x-polarized dipole, Gxx, can be written as the sum

of two infinite summations corresponding to the images of the original dipole; one array

of dipoles polarized along the positive x-axis and the other one along the negative x-axis,

each with a dipole separation distance 2d. Similarly, in case of a z-polarized dipole, Gzz is

written as the sum of two infinite summations due to the images of a z-polarized dipole,

whose images are all polarized along the positive z-axis. In conclusion,

Gxx =
∞∑

n=−∞

e−jk0
√

(x−x′)2+(y−y′)2+(z−z′+2nd)2

4π
√

(x− x′)2 + (y − y′)2 + (z − z′ + 2nd)2

−
∞∑

n=−∞

e−jk0
√

(x−x′)2+(y−y′)2+(z−(d+(d−z′))+2nd)2

4π
√
(x− x′)2 + (y − y′)2 + (z − (d+ (d− z′)) + 2nd)2

Gyy = Gxx

Gzz =
∞∑

n=−∞

e−jk0
√

(x−x′)2+(y−y′)2+(z−z′+2nd)2

4π
√

(x− x′)2 + (y − y′)2 + (z − z′ + 2nd)2

+
∞∑

n=−∞

e−jk0
√

(x−x′)2+(y−y′)2+(z−(d+(d−z′))+2nd)2

4π
√
(x− x′)2 + (y − y′)2 + (z − (d+ (d− z′)) + 2nd)2

.

(2.19)

By substituting (2.18) in Eq. (2.16), one can write that

∇ ·A =

∫∫
S

∇ · (G (r, r′) · JS (r
′)) dS ′ =

∫∫
S

∂x (GxxJx) + ∂y (GyyJy) + ∂z (GzzJz) dS
′.

(2.20)

Also, we have that

∂x (Gxx (r, r
′) Jx (r

′)) = Jx∂xGxx = −Jx∂x′Gxx = Gxx∂x′Jx − ∂x′ (GxxJx) (2.21)

and similarly that ∂y (GyyJy) = Gyy∂y′Jy−∂y′ (GyyJy). To also rewrite the term ∂z (GzzJz)

in a different form, we first note that (2.19) is of the form Gxx = Gyy = A − B, and

Gzz = A + B. This means that ∂z (GzzJz) = Jz∂zGzz = −Jz∂z′A + Jz∂z′B, since ∂zA =

−∂z′A and ∂zB = ∂z′B. Accordingly, this can be written in expanded form as ∂z (GzzJz) =

A∂z′Jz − ∂z′ (AJz)−B∂z′Jz + ∂z′ (BJz), which finally yields

∂z (GzzJz) = (A−B) ∂z′Jz − ∂z′ (A−B) Jz = Gxx∂z′Jz − ∂z′ (GxxJz) . (2.22)
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Upon substituting the above results for the partial derivatives in (2.20), and using that

Gxx = Gyy, gives

∇ ·A =

∫∫
S

[Gxx∂x′Jx − ∂x′ (GxxJx) +Gxx∂y′Jy − ∂y′ (GxxJy) +Gxx∂z′Jz − ∂z′ (GxxJz)] dS
′

=

∫∫
S

Gxx (∂x′Jx + ∂y′Jy + ∂z′Jz) dS
′ −
∫∫
S

∂x′ (GxxJx) + ∂y′ (GxxJy) + ∂z′ (GxxJz) dS
′

=

∫∫
S

Gxx∇′
t · JSdS

′ −
∫∫
S

∇′ · (GxxI · JS) dS
′. (2.23)

Applying the 2-D version of Gauss’ theorem,∫∫
S

∇′ · (GxxI · JS) dS
′ =

∮
∂S

(GxxI · JS) · ν̂dl′ (2.24)

where ν̂ is the outward pointing unit vector along the edge ∂S, and JS · ν̂ = 0 at ∂S,
Eq. (2.23) and then (2.11) and (2.3) are finally evaluated as

E =
1

jωε0
∇

∫∫
S

Gxx∇′
t · JSdS

′

+
k2
0

jωε0

∫∫
S

G · JSdS
′

=
1

jωε0
∇

∫∫
S

Gxx∇′
t · JSdS

′

− jωµ0

∫∫
S

G · JSdS
′.

(2.25)

By comparing Eq. (2.3) with Eq. (2.25), the electric scalar potential ϕ is found to be

ϕ =
−1
jωε0

∫∫
S

Gxx∇′
t · JSdS

′. (2.26)

2.3.1 Spatial Summation

Equation (2.19) shows that the dyadic Green’s function can be written as an infinite sum

of free-space Green’s functions. Similarly as defined in (2.14), the Green’s function for a

homogenous medium, G, is the field radiated by a single point source, which is given by

G =
e−jkR

4πR
(2.27)
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where k = ω
√
µε and R is the distance between the source point r′ = x′x̂+ y′ŷ + z′ẑ and

observation point r = xx̂+ yŷ + zẑ, i.e.,

R = |r − r′| =
√
(x− x′)2 + (y − y′)2 + (z − z′)2. (2.28)

For 1D periodic infinite arrays of equally strong and equidistant point sources placed along

ẑ

dz

Spherical WavesCylindrical Waves

ρ̂

Figure 2.3: Line array of point sources spaced a distance dz apart, which individually gen-

erate spherical waves (observation point near one of the sources), but collectively generate

cylindrical waves (observation point away from the sources).

the z-axis, see Fig. 2.3, the periodic Green’s function is given by the superposition of the

homogenous-space Green’s functions as

G =
1

4π

∞∑
n=−∞

e−jkRn

Rn

(2.29)

where

Rn =
√

x2 + y2 + (z − ndz)2 =
√

ρ2 + (z − ndz)2 (2.30)

where ρ2 = x2+y2 and dz is the distance between the point sources located along the z-axis.

Also, note that dz = 2d in accordance with one of the infinite summations in (2.19).

If the observation point is close to one of the source points, that source will contribute

significantly to the total sum. On the contrary, the fields of the surrounding sources have

to travel a certain distance to reach the observation point and are therefore weaker. In that
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case, the above sum converges relatively fast. However, if the observation point is taken

away from the 1-D array of point sources, more terms start to contribute almost with equal

strength to the sum. This effect is enhanced if the distance dz between the point sources is

relatively small. In that case the above sum is slowly convergent. In conclusion, the above

spatial summation of the fields is preferred if the observation point is taken close to the

line of the sources, relative to the plate distance d or source separation distance dz.

As a physical motivation one could refer to Fig. 2.4. It can be seen that a cylindrical-wave

expansion seems more appropriate for observation points farther out from the source point,

while the spherical type of wave expansion is best suited near the source point.

d
ρ

Expansion

Wave

Cylindrical

AssymptoticAssymptotic

Cylindrical

Wave

Expansion

Cylindrical Wave Expansion Spherical Wave Expansion Cylindrical Wave Expansion

Spherical Wave ExpansionSpherical Wave Expansion

Cylindrical + Cylindrical +

Figure 2.4: An illustration of the radiated field of a z-oriented dipole centered inside a

parallel-plate waveguide. Physics shows that a spherical-type of wave expansion is best

suited near the source point, while a cylindrical-wave expansion seems more appropriate

for observation points farther out and for a small plate distance d. Furthermore, the fields

in the intermediate region may be best described by a hybrid method.

2.3.2 Spectral Summation

As explained above, when the fields of more point sources contribute significantly, as in

case of observation points away from the 1D array of point source, and/or small dz, the

summation of spectral terms is desired instead. Physically, this can be understood by real-

izing that each point source emits a spherical wave and, on account of Huygen’s principle,

all spherical wave fronts together form a cylindrical wave which propagates away from the

line array as shown in Fig. 2.4. Accordingly, the field at a distance from the line array is

better represented in terms of cylindrical waves.
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To derive the spectral summation of the 1-D periodic Green’s function, we first use the

identity [8]

G =
e−jkR

4πR
=

1

2π3/2

∫ ∞

0

e−R2ϵ2+ k2

4ϵ2 dϵ. (2.31)

Assuming that there are losses in the homogenous medium, the complex ambient wavenum-

ber has a negative imaginary part, so that k = kr+jki = |k|ejϕk with ϕk = arctan(ki/kr) <

0. Also we have ϵ = ϵr+jϵi = |ϵ|ejϕϵ with ϕϵ = arctan(ϵi/ϵr) < 0. The convergence of (2.31)

is then ensured when [9]

3

4
π + ϕk > ϕϵ >

π

4
+ ϕk for ϵ→ 0 (2.32)

π

4
> ϕϵ >

−π
4

for ϵ→∞

hence, for a line array of point sources, we have that

G =
1

2π3/2

∞∑
n=−∞

∫ ∞

0

e−R2
nϵ

2+ k2

4ϵ2 dϵ =
1

2π3/2

∫ ∞

0

∞∑
n=−∞

e−R2
nϵ

2+ k2

4ϵ2 dϵ

=
1

2π3/2

∫ ∞

0

∞∑
n=−∞

e−[ρ2+(z−ndz)2]ϵ2+
k2

4ϵ2 dϵ

=
1

2π3/2

∫ ∞

0

e−ρ2ϵ2+ k2

4ϵ2

∞∑
n=−∞

e−(z−ndz)2ϵ2dϵ. (2.33)

Next, the slowly convergent series summation can be transformed into a rapidly converging

one through Poisson’s summation formula. As derived in Appendix A, we have that

∞∑
n=−∞

e−(z−ndz)2ϵ2 =

√
π

dzϵ

∞∑
n=−∞

e−(
πn
dzϵ

)
2

ej
2π
dz

nz, (2.34)

so that Eq. (2.33) can be written as

G =
1

2πdz

∫ ∞

0

e−ρ2ϵ2+ k2

4ϵ2
1

ϵ

∞∑
n=−∞

e−(
πn
dzϵ

)
2

ej2π
nz
dz dϵ

=
1

2πdz

∞∑
n=−∞

ej2π
nz
dz

∫ ∞

0

e−ρ2ϵ2+ k2

4ϵ2
−( πn

dzϵ
)
2

ϵ
dϵ. (2.35)

Furthermore, upon defining

α2
n = k2 −

(
2πn

dz

)2

= k2 − k2
z,n where kz,n =

2πn

dz
(2.36)
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we have that

G =
1

2πdz

∞∑
n=−∞

ejkz,nz
∫ ∞

0

e−ρ2ϵ2+
α2
n

4ϵ2

ϵ
dϵ. (2.37)

Next, we use the identity [10]

1

4j
H

(2)
0 (αnρ) =

1

2π

∫ ∞

0

e−ρ2ϵ2+
α2
n

4ϵ2

ϵ
dϵ (2.38)

where H
(2)
0 is the Hankel function of zero order and second kind. So that the 1D periodic

Green’s function in the spectral domain is finally written as [11]

G =
1

4jdz

∞∑
n=−∞

H
(2)
0 (αnρ)e

jkz,nz (2.39)

or as

G =
1

4jdz
H

(2)
0 (kρ) +

1

2jdz

∞∑
n=1

H
(2)
0 (αnρ) cos(kz,nz) (2.40)

where

αn =

{ √
k2 − k2

z,n, k2 > k2
z,n

−j
√

k2
z,n − k2, k2 < k2

z,n

(2.41)

Here, αn is the nth transverse wavenumber, along ρ. For a lossless medium, when αn > 0,

the harmonics represent radially outward propagating waves, while αn = −j
√

k2
z,n − k2

corresponds to radially attenuating waves.

Asymptotic form of Hankel function for large arguments

Hankel functions, which are also called Bessel functions of the third kind, are a linear

combination of the Bessel function of the first and the second kind. Hankel functions of

the second kind are defined as:

H(2)
ν (z) = Jν(z)− jYν(z) ν = 0, 1, 2, ... (2.42)

where Jν(z) and Yν(z) are Bessel functions of the first and second kind, respectively. To

increase the speed of the numerical computation in (2.39), it is recommended to use the
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asymptotic approximation of the functions for large arguments. The asymptotic expansion

for the Hankel function of the second kind, when ν is fixed and |z| → ∞, has the following

analytical form [12, p. 364]

H2
ν (z) ∼

(
2

πz

)1/2

e−j(z− νπ
2
−π

4
) (−2π < arg(z) < π) . (2.43)

In Chapter 3 the relative error between the zeroth-order Hankel function and its asymptotic

form will be examined. It will be concluded, based on an empirical study, for which

argument the relative approximation error is in the order of a certain specified accuracy.

2.3.3 Spatial and Spectral Summation (Ewald’s Method)

As it has been shown in Fig. 2.4, for a dipole located inside a parallel-plate waveguide,

the fields in the intermediate region may be best described by a hybrid mode. It means,

rather than summing the fields either in the spatial or spectral domain, one can perform

the summation in both the spatial and spectral domains simultaneously using Ewald’s

summation method. Potentially, Ewald’s summation requires to sum only a few spectral

and spatial terms, since it exhibits Gaussian decay for the spectral and spatial summation.

As in (2.33), the periodic Green’s function is first written in integral form, but then split

up as [8, 13]

G =
1

2π3/2

∞∑
n=−∞

∫ ∞

0

e−R2
nϵ

2+ k2

4ϵ2 dϵ

=
1

2π3/2

∞∑
n=−∞

[∫ E

0

e−R2
nϵ

2+ k2

4ϵ2 dϵ+

∫ ∞

E

e−R2
nϵ

2+ k2

4ϵ2 dϵ

]
(2.44)

where E is the so-called Ewald splitting parameter. Next, we can define that

G = Gspatial +Gspectral (2.45)

where the spatial part of the Green’s function is defined as [9]

Gspatial =
1

2π3/2

∞∑
n=−∞

∫ ∞

E

e−R2
nϵ

2+ k2

4ϵ2 dϵ (2.46)

and the spectral Green’s function as

Gspectral =
1

2π3/2

∞∑
n=−∞

∫ E

0

e−R2
nϵ

2+ k2

4ϵ2 dϵ. (2.47)
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Since the convergence of the Ewald summation depends on the convergence of both the

spectral and the spatial parts, the path of integration is the same as given in (2.32),

except that the point ϵ = E must be included along the integration contour. The path of

integration is shown in Fig. 2.5.

0 E

3/4π + φk

π/4 + φk

π/4

Re(ǫ)

Im(ǫ)

Figure 2.5: The region of convergence of (2.47) which is also given in (2.32).

With reference to (2.46), let us first evaluate

I =
1

2π3/2

∫ ∞

E

e−R2
nϵ

2+ k2

4ϵ2 dϵ. (2.48)

By making use of the substitution

u = Rnϵ+ j
k

2ϵ
(2.49)

we will choose that

ϵ =
1

2Rn

(
u+

√
u2 − j2kRn

)
, so that dϵ =

1

2Rn

(
1 +

u√
u2 − j2kRn

)
du

(2.50)

which yields

I =
1

4π3/2

ejkRn

Rn

∫ ∞

RnE+ jk
2E

e−u2

(
1 +

u√
u2 − j2kRn

)
du

=
1

4π3/2

ejkRn

Rn

∫ ∞

RnE+ jk
2E

e−u2

du+
1

4π3/2

ejkRn

Rn

∫ ∞

RnE+ jk
2E

e−u2

(
u√

u2 − j2kRn

)
du. (2.51)
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Next, since the complementary error function is defined as [12, p. 297]

erfc(z) =
2√
π

∫ ∞

z

e−t2dt (2.52)

the first term on the right-hand side of (2.51) can directly be evaluated as

1

4π3/2

ejkRn

Rn

∫ ∞

RnE+ jk
2E

e−u2

du =
1

8π

ejkRn

Rn

erfc

(
RnE +

jk

2E

)
. (2.53)

The second term on the right-hand side of (2.51) can be evaluated in a similar manner.

Using the change of variable

w2 = u2 − j2kRn (2.54)

we choose that

u =
√

w2 + j2kRn, so that du =
w√

w2 + 2jkRn

dw (2.55)

which yields

1

4π3/2

ejkRn

Rn

∫ ∞

RnE+ jk
2E

e−u2

(
u√

u2 − j2kRn

)
du =

1

4π3/2

e−jkRn

Rn

∫ ∞

RnE− jk
2E

e−w2

dw

=
1

8π

e−jkRn

Rn

erfc

(
RnE −

jk

2E

)
. (2.56)

Hence, Eq. (2.46) can therefore be evaluated as

Gspatial =
1

8π

∞∑
n=−∞

1

Rn

[
ejkRnerfc

(
RnE +

jk

2E

)
+ e−jkRnerfc

(
RnE −

jk

2E

)]
(2.57)

where the complementary error function is defined in (2.52). This function is approximated

by erfc(z) ∼ e−z2/(
√
πz) for large arguments [12, pp. 297-304], which shows the Gaussian

exponential convergence of (2.57).

To evaluate Gspectral, we can follow the procedure up to (2.37), except that the integration

limits are different, i.e.,

Gspectral =
1

2πdz

∞∑
n=−∞

ejkz,nz
∫ E

0

e−ρ2ϵ2+
α2
n

4ϵ2

ϵ
dϵ. (2.58)
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Due to the limited integration limit, Eq. (2.58) is not the integral representation of the

Hankel function, although it does represent a spectrum which is close to the cylindrical

wave spectrum. Upon performing the change of variable u = ϵ2, we have that du = 2ϵdϵ

and obtain (see also [10] which uses a similar approach)

L =
1

4πdz

∞∑
n=−∞

ejkz,nz
∫ E2

0

e−ρ2u+
α2
n

4u

u
du. (2.59)

Next, we utilize the Taylor expansion

e−ρ2u =
∞∑
q=0

(jρ)2q

q!
uq. (2.60)

Accordingly, we can write (2.59) as

L =
1

4πdz

∞∑
n=−∞

ejkz,nz
∞∑
q=0

(jρ)2q

q!

∫ E2

0

uq−1e
α2
n

4u du. (2.61)

Changing to the variable t = E2/u, where du = −E2

t2
dt, yields

L =
1

4πdz

∞∑
n=−∞

ejkz,nz
∞∑
q=0

(jρE)2q

q!

∫ ∞

1

e
α2
nt

4E2

tq+1
dt. (2.62)

Finally, with the qth order exponential integral defined as [12, p. 228]

Eq(z) =
∫ ∞

1

e−zt

tq
dt (q = 0, 1, ...;Re{z} > 0) (2.63)

we arrive at [9]

Gspectral =
1

4πdz

∞∑
n=−∞

ejkz,nz
∞∑
q=0

1

q!
(jρE)2qEq+1

(
−α2

n

4E2

)
(2.64)

where Re{−α2
n

4E2 } > 0. We note the property that [12, p. 229]

Eq+1(z) =
1

q
[e−z − zEq(z)] (n = 1, 2, ...) (2.65)

which is useful for the numerical evaluation of (2.64). Hence, only the exponential integral

E1(z) needs to be evaluated numerically. This integral is defined as [12, p. 228]

E1(z) =
∫ ∞

z

e−t

t
dt |argz| < π (2.66)
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where a branch cut exists along the negative real axis. We should note that in the absence

of losses, all propagating waves have α2
n = k2− k2

z,n > 0, which causes the argument of the

exponential integral in Eq. (2.64) to become negative. To resolve this ambiguous condition,

small ambient losses can be considered so that Im(−α2
n) > 0. In case of lossless media,

evaluation of Eq+1(z) can be done by using the formula E1(−z + j0+) = −Ei(z)− jπ, [12,

p. 228], with

Ei(z) = −P.V.
∫ ∞

−z

e−t

t
dt z > 0 (2.67)

where P.V. denotes the Cauchy principal-value integration [12, pp. 228-235]. The expo-

nential integral for small arguments can be evaluated as

Ei(z) = γ + lnz +
∞∑
n=1

zn/(nn!) (2.68)

for z > 0, where γ ≈ 0.57721566 is the Euler constant. Once E1(−z + j0+) is obtained,

Eq+1(−z + j0+) follows directly from (2.65).

Ewald’s splitting parameter extraction

To obtain an optimum value for the Ewald splitting parameter E = E0, we first examine

the convergence of Gspectral and Gspatial given in (2.64) and (2.57), respectively, for large n.

The complementary error function for large arguments behaves as

erfc(z) ∼ e−z2/(
√
πz) (2.69)

so that, in the spatial summation,

e−(RnE± jk
2E

)2 = e−(R2
nE

2±jkRn− k2

4E2 )

= e
−R2

nE
2(1± jk

RnE2−
k2

4R2
nE4 )

∼ e−R2
nE

2

for large value of n.

(2.70)

In the spectral summation, the exponential integral behaves for large arguments as

Eq+1(z) ∼ e−z/z (2.71)

which leads to the expression exp( α2
n

4E2 ) for large values of n. The optimum splitting pa-

rameter, E0, can be found by setting the rates of decay equal to each other, which means
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that α2
n = −4R2

nE
4
0 , so that

E4
0 = − α2

n

4R2
n

= −
k2 −

(
2πn
dz

)2
4(ρ2 + (z − ndz)2)

=

(
nπ
dz

)2
− k2

4

ρ2 + (z − ndz)2

=

π2

d2z
n2 − k2

4

d2zn
2 − 2(zdz)n+ ρ2 + z2

=

π2

d2z

d2z
=

π2

d4z
as n→∞

(2.72)

and this gives

E0 =

√
π

dz
. (2.73)

At high frequencies, some of the terms in the Ewald formulation, i.e. those that arise

from the complementary error functions and the exponential integral in (2.57) and (2.64),

can become very large. These terms are primarily due to the propagating terms, such as

n = 0 in the spatial sum Gspatial in Eq. (2.57). Also the exponential integrals can lead

to numerical instabilities when they have very large arguments. The large terms in the

Ewald representation almost cancel each other, which causes loss of accuracy and overflow

errors. This numerical instability at high frequencies or large inter-element spacings dz

leads to another choice of the Ewald splitting parameter, rather than the optimum one given

in (2.73). In [10] it is suggested to increase the splitting parameter for higher frequencies to

improve the numerical inaccuracies. The presented algorithm in [10] is applied to periodic

structures when the observation point is near the array of sources.

2.4 Shanks transformation

To compute the radiation from periodic structures, we could evaluate the spatial Green’s

function series in (2.29). However, this series alone is usually slowly convergent for large ρ

and small d. This slow convergence would lead to long computation times when the method
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of moments is applied. To reduce this time, we have to improve the convergence rate of

the spatial Green’s function series. The Shanks transformation is one of the accelerating

method which is capable of improving the convergence of single or doubly periodic Green’s

functions considerably [14]. Although other methods have been proposed in [15] where the

Shanks transformation is used in combination with Kummer’s transformation or Poisson’s

transformation, repeated application of Shanks transformation alone can already have great

effect in reducing the Green’s function evaluation time (note that Poisson’s summation

formula is discussed in more detail in Appendix A).

Considering the following summation to be evaluated

S =
∞∑

m=−∞

f(m) (2.74)

and defining the partial sum Sn as

Sn =
n∑

m=−n

f(m) (2.75)

a new sequence is formed as {Sn}n∈N which approaches to S when n→∞. The motivation

of the Shanks transformation is based on the assumption that the partial sum Sn, for large

values of n, behaves as

Sn = S + αqn (2.76)

where |q| < 1 causes the sequence to converge to S when n→∞. Based on Eq. (2.76) the

partial sums for n− 1, n, and n+ 1, for large n are

Sn−1 = S + αqn−1, Sn = S + αqn and Sn+1 = S + αqn+1. (2.77)

Solving these equation for the unknown S leads to the Shanks transformation T of the

sequence Sn, which is computed as [16]

T (Sn) =
Sn+1Sn−1 − S2

n

Sn+1 − 2Sn + Sn−1

. (2.78)

The new sequence of T (Sn) converges faster than the original sequence Sn. To realize

an even faster convergence, repeated application of the Shanks transform can be applied,

that is, T 2 (Sn) = T (T (Sn)). Also, it is shown that the Shanks transformation can be

implemented by the recursion relation [17]

es+1(Sn) = es−1(Sn+1) +
1

es(Sn+1)− es(Sn)
s = 1, 2, 3, ... (2.79)
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where

e0(Sn) = Sn and e1(Sn) =
1

e0 (Sn+1)− e0(Sn)
. (2.80)

The even order terms e2p(Sn) are equal to the result of the pth application of the Shanks

transformation of the partial sum Sn approximating the sum S. To terminate the Shanks

transformation, a condition can be defined as∣∣∣∣e2p+2(Sn−1)− e2p(Sn)

e2p+2(Sn−1)

∣∣∣∣ 6 ϵc. (2.81)

Here, ϵc is the convergence factor. The criterion in (2.81) has to be satisfied for three

successive values of n for the Shanks transformation to terminate.

2.5 Conclusions

In this chapter different approaches for the fast computation of the dyadic parallel-plate

Green’s function have been described. We derived the Green’s function formulation for

an infinitely large parallel plate structure in the spatial domain by considering a point

source within the parallel plate region after which the image principle was invoked to

obtain an infinite 1-D array of point sources in free space. The obtained formulation

in the spatial domain is then transformed to the spectral domain by application of the

Poisson summation formula, which is useful for large observation and small plate separation

distances. Also, to increase the convergence rate of the series summation in the near field

of the point source, the Ewald method is presented which decomposes the spatial Green’s

function series into the two parts Gspectral and Gspatial, which are both dependent on a

splitting parameter E, used to control the convergence rate. This splitting parameter has

been extracted by equating the asymptotic convergence rates of both Gspectral and Gspatial

in the Ewald summation. Finally, the Shanks transformation is described to increase

the convergence rate of the spatial summation in order to reduce the evaluation time of

the infinite Green’s function series summation. Also, for the spectral summation, the

Hankel function is replaced by its asymptotic form when the argument of the Hankel

function becomes large. It is pointed out that the latter form of acceleration is applicable

in the spectral summation method, while the Shanks transformation is mostly applied to

accelerate the slowly convergent spatial domain series.



Chapter 3

Green’s Function Analysis Results

In this chapter, the computational methods described in Chapter 2 for the numerical evalu-

ation of the dyadic parallel-plate Green’s function are examined in more detail. Results are

provided showing the convergence rate and evaluation time for each of the methods. These

results are useful for the appropriate selection of a specific summation method in order to

increase the computational efficiency of the parallel-plate Green’s function evaluation.

3.1 Introduction

In the previous chapter we described the dyadic parallel-plate Green’s function for a line

array of point sources. Several computational methods have been described in order to

evaluate the resulting Green’s function in an efficient manner. Starting from the spatial

domain representation, the Green’s function has been transformed to the spectral domain.

The former is efficient for observation distances near the source point and for large plate sep-

aration distances, while the latter spectral approach converges rapidly for far observation

points and small plate separation distances. Furthermore, the Ewald method is described

as an alternative way to represent the Green’s function summation in the near-field region.

The Shanks transformation and the asymptotic form of the Hankel function can be applied

to accelerate the spatial and spectral Green’s function evaluation, respectively.

Given a desired specified error, element spacing, and distance to the line array to evaluate
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the Green’s function, our objective is to find the number of required summation terms and

the corresponding evaluation time for the different methods alluded to above. A quantita-

tive comparison regarding the efficiency of the methods can be performed with relative ease

for the spatial and spectral summation method, however, for the Ewald summation more

parameters have to be considered, such as the optimal Ewald splitting parameter in (2.73),

which is itself dependent upon the element spacing. Below we examine the differences in

accuracy, evaluation time and the minimum number of terms for computing the dyadic

Green’s function for several positions of the observation points to the line array of sources,

as well as for different inter-element spacings.

3.2 Numerical Examples

The numerical examples that are presented in this chapter have been computed in Matlab

(operating system: Windows Vista Business). The computations have been carried out by

a 2.3 GHZ AMD Athlon(tm) 64 X2 Dual Core Processor 4400+, equipped with 4 GB of

RAM memory.

3.2.1 Evaluation of the spatial and spectral summation

The minimum number of required terms needed in the spatial and spectral summations to

achieve convergence can be examined with the aid of Fig. 3.1. The total number of terms

N is increased, while the dipole separation distance is fixed at dz = 3/8λ. Clearly, the spec-

tral summation has (visually) converged already for N = 3, while the spatial summation

needs at least 201 terms to achieve a similar result. If the observation point approaches

the line array, the accuracy of the spatial summation increases, as expected. These qual-

itative observations are in agreement with the physics-based reasoning performed earlier

for Fig. 2.4.
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Figure 3.1: On the left: evaluation of the spatial summation, Eq. (2.29). On the right:

evaluation of the spectral summation, Eq. (2.39). The number of the terms N is increased,

dz = 3/8λ.
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3.2.2 Relative spectral summation error as a function of element

spacing dz, and radial observation distance ρ

The convergence rate of the spectral summation can be examined through the relative

error defined as

Error =

√
|Gexact −Gspectral|2

|Gexact|2
× 100% (3.1)

where Gexact constitutes the reference solution, which is taken to be the spectral or spatial

Green’s function, evaluated for a sufficiently large number of terms. In Fig. 3.2 one can

observe that the relative error for the spectral summation is increasing for a larger plate

distance dz, while it is decreasing for larger ρ. This is in agreement with the physical

interpretation given earlier for Fig. 2.4. Also, for small values of ρ, i.e. when it tends to

zero, one encounters a singularity in the Hankel function, which clearly exacerbates the

convergence rate.

To have a more quantitative comparison of the different methods, the minimum required

series evaluation time is also computed to reach a specified accuracy for different values

of dz and ρ. Considering T Spectral
0 as the required time to evaluate a single series term in

the spectral summation, and NSpectral as the number of spectral terms needed to reach the

relative accuracy ϵ, the total evaluation time can be written as

T Spectral = T Spectral
0 NSpectral(ϵ, dz, ρ). (3.2)

The results for the total evaluation time, T Spectral, are also visualized in Fig. 3.2, where

T Spectral
0 = 0.14882 sec.

3.2.3 Relative spatial summation and Shanks transformation er-

ror as a function of element spacing dz, and radial obser-

vation distance ρ

The relative error and the total evaluation time of the Shanks-accelerated spatial summa-

tion is computed in an analogous manner as done for the spectral summation. As is shown

in Fig. 3.3, the change in the relative error for different values of dz is not very large as

compared to the change in case of the spectral summation, but we can observe that the
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Figure 3.2: Relative error for the spectral summation as a function of the number of terms

and evaluation time.
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relative error for both the spatial and Shanks-accelerated spatial summation is increasing

for larger ρ. It is clear from Fig. 3.3 that the application of the Shanks transformation

relative to a straightforward spatial summation leads to a lower number of series terms to

reach a specified error. This effect is enhanced after repeated application of the Shanks

transformation. The total series evaluation time for the spatial summation is computed

as in (3.2), albeit that for the Shanks accelerated spatial summation the following relation

applies:

T Shanks,n = T Spatial
0 [NShanks,n(ϵ, dz, ρ)− n] + T Shanks,n

e (3.3)

where T Shanks,n
e is the infinite-sum extrapolation time needed after summing N − n spatial

terms. Fig. 3.3 depicts the variation of the relative error versus the evaluation time for the

Shanks transformations of order 1 to 4, together with the spatial summation for ρ = .1λ

and ρ = .5λ. It should be noted that the evaluation time for different order of Shanks

transformations depends on the required accuracy. For example, for the desired accuracy

of 0.01 percent, the evaluation time for the Shanks transformation of order 2 and 3 is less

than the Shanks transformation of order 4.

3.2.4 Relative Ewald summation error as a function of element

spacing dz, and radial observation distance ρ

The convergence error of the Ewald sum is evaluated in the same way as mentioned in (3.1),

where Gexact is the spectral summation evaluated for a sufficiently large number of terms to

reach the required accuracy (i.e. the reference solution). The relative error as a function

of the required number of terms is shown in Fig. 3.4, where the splitting parameter is

the optimum one as derived in (2.73), i.e. E0 =
√
π

dz
, for four element spacings ranging

from 0 to λ. As it is mentioned in Sec.2.3.3, this choice of Ewald splitting parameter does

generally not lead to a stable scheme as we may encounter accuracy problems for larger

element spacings and at high frequencies. The number of q terms in (2.64) is set to Q = 20

which is large enough, so that the convergence rate is only related to the number of terms

N . One observes in Fig. 3.4 that the relative error is not further decreased by increasing

the number of terms N , primarily due to the finite numerical accuracy with which the

exponential integral E1(z) and error functions in Gspectral and Gspatial can be evaluated,

respectively. The other factor we can compute for the Ewald summation is the evaluation

time for one term, TEwald
0 = 2.5144 sec, which is much larger than T spectral

0 = 0.14882 sec.
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Figure 3.3: Relative error for the spatial summation and the Shanks transformation as a

function of the number of terms and the total series evaluation time.
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Also, an acceptable relative error is obtained for different plate distances when the obser-

vation points are at ρ = 0.01λ, or 0.1λ, while for the observation points ρ = 0.001λ, and

0.5λ the obtained result is either unstable or does not reach the desired accuracy level.

To avoid the stability problem of Ewald’s method, another method is considered based on

Kummer’s transformation in [18].

With reference to the series evaluation time for a single term in (3.2) and (3.3), the compu-

tation times for evaluating only one spatial, spectral, or Ewald term are shown in table 3.1.

To minimize estimation error, we have computed the average evaluation time for a suffi-

ciently large number of realizations.

Table 3.1: Series evaluation time for a single term as used in (3.2) and (3.3).

T spatial
0 [sec] T spectral

0 [sec] TEwald
0 [sec]

3.1843× 10−6 1.4882× 10−4 2.5144× 10−3

3.2.5 Asymptotic form of the Hankel function for large argu-

ments |ραn|

The asymptotic expansion for the Hankel function of the second kind, when ν is 0 and

|z| → ∞, has the following analytical form [12, pp.364]

H2
0 (z) ∼

(
2

πz

)1/2

e−j(z−π
4
) (−2π < arg(z) < π) . (3.4)

It is pointed out that the Hankel function argument αnρ, is always real or negative imagi-

nary for lossless media otherwise. Considering the relative error between the actual Hankel

function and its asymptotic expansion (as shown in Fig. 3.5; top), it can be verified that

the maximum of the relative error occurs when the argument of the Hankel function is

completely real. An approximate analytical function for the relative error between the

asymptotic expansion of the Hankel function and the actual Hankel function can then be

found. By synthesizing the worst-case approximation error with a 6th order polynomial, a

good empirical approximation of this relative error ϵ (in decibels) is then found to be

ϵ(|z|) = 0.0001× |z|6 − 0.0022× |z|5 + 0.0295× |z|4 − 0.1939× |z|3

+ 0.6754× |z|2 − 1.3173× |z| − 0.1685 + .05 for 0 ≤ |z| ≤ 10.
(3.5)
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If the approximation error computed by our approximate function exceeds a maximum

specified error level, then the regular Hankel function should be applied, instead of its

asymptotically expanded form.
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Figure 3.4: Relative error of the Ewald summation as a function of the number of terms.

3.3 Conclusions

In this chapter we examined the convergence properties of different acceleration methods

introduced before in Chapter 2. Starting from the spatial domain method, we then con-

sidered the dyadic Green’s function in the spectral domain which consists of a Hankel

function of zero order and second kind. Since the Hankel function for large arguments is

vanishing faster, the spectral domain summation is converging faster on account of the



34 Green’s Function Analysis Results

Real part

Im
ag

in
ar

y 
pa

rt

Relative error in dB

 

 

−0.5 0 0.5
−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

−5

−4

−3

−2

−1

0

1

0 1 2 3 4 5 6 7 8 9 10
−2

−1.5

−1

−0.5

0

0.5

1

|z|

R
el

at
iv

e 
er

ro
r 

in
 d

B

 

 

Relative error
6th empirical error

Figure 3.5: On the top: contour plot of the relative error between the Hankel function and

its asymptotic form. At the bottom: 6th order polynomial approximation of the relative

function evaluation error.
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Hankel function argument which depends on the plate distance dz, the modal index n, and

the distance from the line array ρ. In other words, we conclude that for a larger distance

to the line array of sources, the higher-order modes are small enough so that only a few

modal terms contribute to the spectral summation.

From the spatial summation evaluation of the dyadic Green’s function, it is shown that the

relative error is increased for a larger distance to the line array for a given parallel plate

distance. Also, we observed that the relative error dependence on dz is negligible, while

in the spectral summation this dependence can be recognized easily due to the Hankel

function argument αnρ.

We also made a comparison of the spatial summation convergence rate after applying

the Shanks transformation. It is concluded that for a repeated application of the Shanks

transformation, we can achieve a larger convergence rate (i.e. less number of terms) as

compared to the spatial summation alone.

The Ewald method has been examined for different values of dz and ρ, where we encoun-

tered a large relative error when the parameter ρ exceeds one wavelength.

Finally, an empirical model to approximate the relative error between the Hankel function

and its asymptotic form for large arguments has been developed. This polynomial can

be used to decide for which arguments of the Hankel function the asymptotic form of the

Hankel function should be used to reduce the evaluation time of the spectral summation.
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Chapter 4

The Method of Moments

In this chapter we discretize and solve the Electric Field Integral Equation (EFIE) which

was developed in Chapter 2. Toward this end, we describe the selection process of a set

of suitable basis and test functions. The computation of the moment matrix elements, the

singularity problem arising in potential integrals, and the solution of the moment matrix

equation are described briefly afterwards. Finally, the method of moments is applied to

a structure consisting of two monopole antennas that are isolated by a row of pins in a

parallel-plate waveguiding region.

4.1 Introduction

The method of moments (MoM) is a widely-used numerical method to compute the impedance,

radiation and propagation characteristics of electromagnetic structures such as antennas,

scatterers, and waveguides [19]. In this method, a continuous operator equation with lim-

ited spatial domain, which is here the EFIE, is transformed into a matrix equation. This

discretization is realized by choosing a suitable set of basis functions for the unknown

current distributions. That is, the total (equivalent) currents are expressed in terms of a

linear combination of basis functions. In addition, the operator equation must be tested

through a suitable set of weighting functions to arrive at a matrix equation that can be

solved for the unknown expansion coefficients for the current [20].
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4.2 Electric Field Integral Equation

In the previous section, the free space electromagnetic fields which exist outside the source

area have been determined through evaluation of the A and ϕ potentials. In this section,

an integral equation is developed for the equivalent electric current through imposing the

electric field boundary condition at the support region of this source current.

Consider an electromagnetic field {Ei,H i} and an impedance sheet which is illuminated

by this field in free space. The treatment of the parallel-plate Green’s function is discussed

in Sec.4.5. The incident field on the impedance sheet induces a current which gives rise to

the scattered field {Es,Hs}. Using the linearity of Maxwell’s equations, the total resultant

electric field is

E = Ei (r) +Es (JS , r) for r ∈ R3 (4.1)

where the scattered field Es(JS) is assumed to be generated by the current density JS .

If JS is the equivalent induced current on a conductor surface with an equivalent sheet

impedance ZS , the electric field must satisfy the impedance boundary condition [6]

[Ei (r) +Es (JS , r)]tan = ZSJS . (4.2)

Substituting (2.9) and (2.12) in (2.3), the scattered field Es is found to be given as

Es = −jωµ0A−∇ϕ

= −jωµ0

∫∫
S

G (r − r′)JS (r
′) dS ′ +

1

jωε0
∇

∫∫
S

G (r − r′)∇′ · JS (r
′) dS ′


(4.3)

where the free-space Green’s function G is defined as

G (r − r′) =
e−jk0|r−r′|

4π |r − r′|
. (4.4)

Finally, substituting (4.3) in (4.2) yields, in terms of potentials, the equation

−Ei
tan = (−jωµ0A−∇ϕ)tan − ZSJS (4.5)

which is known as the Electric Field Integral Equation (EFIE). The EFIE can be solved

for the unknown current density JS through the method of moments as described below.
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4.3 Discretization of the EFIE

To discretize and solve the EFIE in (4.5), we first expand the surface current JS in terms

of N basis functions, i.e.,

JS (r
′) =

N∑
n=1

Infn (r
′) (4.6)

where In are the unknown expansion coefficients and {fn} is the set of basis functions, yet
to be specified (see Sec. 4.4). The substitution of the expansion for the current in (2.9)

and (2.12) yields

A (r) =
N∑

n=1

In

∫∫
Sn

G (r − r′)fn (r
′) dS ′ (4.7a)

Φ (r) =
−1
jωε0

N∑
n=1

In

∫∫
Sn

G (r − r′)∇′
t · fn (r

′) dS ′. (4.7b)

Here, ∇′
t = ∇′ − ∂nn̂ is the surface divergence operator with respect to the primed coor-

dinates, and Sn is the support of basis function fn defined as the spatial region where the

basis function attains a nonzero value. The EFIE in (4.2) can be written in the abstract

operator form

−Ei
tan (r) = L {JS (r)} (4.8)

where L is the EFIE operator. Next, substituting (4.6) in (4.8) yields

−Ei
tan ≈

N∑
n=1

InL {fn (r
′)} . (4.9)

Now we define a field approximation error – or residual field function – R as

R(r) = Ei
tan +

N∑
n=1

InL {fn (r
′)} (4.10)

The objective is to minimize R at the points on the surface S which have considerably

large field intensities. There exists a specific form of testing called point matching, in

which R is enforced 0 at N distinct points [19]. The alternative and more general (weak)
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form of testing can be achieved through multiplying the residual functions by N weighting

functions, i.e.,

⟨R,wm⟩ =
∫∫
Sm

R(r) ·wm(r)dS = 0 for m = 1, 2, ..., N, (4.11)

where Sm is the mth support of the mth weighting function wm, and ⟨·, ·⟩ denotes the

symmetric product. The weighting functions in the point-matching method are real-valued

and chosen as wm(r) = p̂mδ(r − rm), where p̂m is the polarization vector at the mth test

point rm. In Galerkin’s method, which is the method that will be used in this thesis, the

weighting functions are selected to be equal to the basis functions, i.e., wm = fm for all

values of m. Using Galerkin’s method, Eq. (4.10) is converted into the matrix equation

N∑
n=1

ZmnIn = Vm for m = 1, 2, ..., N (4.12)

where

Zmn = ⟨L {fn} ,fm⟩ and Vm = −⟨Ei,fm⟩. (4.13)

The matrix element Zmn represents the reaction integral between the electric field radiated

by fn which is tested by fm. It is pointed out that the numerical evaluation of Zmn

would be more difficult if fn and fm overlap due to the singularity encountered in the

Green’s function, i.e. when the source and observation points coincide (see Sec. 4.5.3).

When applying Galerkin’s method to discretize the EFIE using real-valued basis and test

functions, there exists a symmetry in the Z matrix, i.e. Zmn = Znm for all m and n values.

Also, to obtain a unique solution for the In coefficients, we need at least N test functions

and the matrix Z has to be a full-rank matrix.

4.4 Choice of Basis and Test Functions

In the process of selecting basis an test functions, both the mathematical and computational

aspects should be considered. Basis functions can be of the entire and/or sub-sectional do-

main type, where the entire-domain basis functions are supported by the entire surface,

while the sub-sectional type is supported by different and smaller parts of the surface.

Commonly, the matrix elements for sub-sectional basis functions, each of which is of low



4.4 Choice of Basis and Test Functions 41

order, are easier to evaluate than for entire-domain ones, although the size of the moment

matrix may become larger. In the following we will apply Galerkin’s method and employ

real-valued subsectional type of basis functions, not to only model the currents on arbitrar-

ily shaped structures, but to ease the discretization of the EFIE operator as well. Upon

considering the EFIE in (4.5), and by expanding the current JS in accordance with (4.6),

we obtain

−jωµ0⟨A,fm⟩ − ⟨∇Φ,fm⟩ −
N∑

n=1

In⟨ZSfn,fm⟩ = −⟨Ei,fm⟩ (4.14)

where m = 1, 2, ..., N . The potentials A and ϕ are given in (4.7a) and (4.7b), respectively.

Upon defining the outward pointing unit vector ν̂ normal to the edge of the basis function

support, and by applying Gauss’ surface divergence theorem, it is concluded that it is

beneficial to require that fm · ν̂m = 0 along the surface boundary Sm. In fact, this

requirement means that the basis function current vector is parallel to the edges of its

support surface, so that we can write (4.14) as

−jωµ0⟨A,fm⟩ − ⟨Φ,∇t · fm⟩ −
N∑

n=1

In⟨ZSfn,fm⟩ = −⟨Ei,fm⟩. (4.15)

To be able to satisfy the boundary condition for the electric field on the surface of the

current sheet, the basis functions should be selected in a way that the resulting radiating

electromagnetic fields (after applying the EFIE operator) are functions of finite energy.

The low-order Rao-Wilton-Glisson (RWG) type of basis functions [21] is an appropriate

choice to satisfy the required finite energy conditions and leads to an easy evaluation of

the moment matrix elements. Assuming that the support of the nth RWG basis function

fn is made of two planar triangles, T+
n and T−

n , which have a common edge length ln as

shown in Fig. 4.1, the surface current density at position r within the triangles is defined

as

fn(r) =


ln

2A+
n
ρ+
n r ∈ T+

n

ln
2A−

n
ρ−
n r ∈ T−

n

0 otherwise

so that ∇t · fn(r) =


+ ln

A+
n

r ∈ T+
n

− ln
A−

n
r ∈ T−

n

0 otherwise

(4.16)

where ρ±
n = ±(r− r±

n ), with r±
n the corner vertices as indicated in Fig. 4.1(a), and A±

n are

the triangle surface areas. These RWG basis functions can be allocated once the conductor

surface has been triangulated. It is preferred that the edges of the mesh have equal lengths

(equilateral mesh) to increase the solution accuracy and to obtain a moment matrix with

a good (low) condition number [22].
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Figure 4.1: RWG basis function parameters.

4.5 Moment Matrix Computation

4.5.1 Free Space Green’s Function

As described in the previous sections, the element Zmn of the moment matrix for a perfect

electric conductor (PEC) is computed as

Zmn =

∫∫
Sm

Es (fn) · fmdS. (4.17)

This reaction integral can be computed accurately through standard Gaussian quadrature

rules for triangular surfaces of sufficiently high order, whenever the scattered electric field

can be well-approximated by polynomial functions [22]. The minimum size of the mesh

density for an accurate phase representation of the surface current is typically about 10/λ,

except near conductor edges where the tangential component of the current tends to infinity

and therefore requires a higher mesh density.

Considering the discredited EFIE in (4.15), each of the moment matrix elements corre-

sponding to non-overlapping basis functions can be evaluated numerically through Gaus-

sian quadrature rules for triangles. For RWG test functions, the second term in (4.15) is

then evaluated numerically as

⟨Φ,∇t · fm⟩ ≈ lm

P∑
p=1

wp

[
Φ
(
r+
m;p

)
− Φ

(
r−
m;p

)]
(4.18)

where r±
m;p is the pth location/quadrature point inside the triangle of the mth RWG test

function, lm is the common edge of the two triangles T±
m in the mth RWG, and wp is the pth
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weighting coefficient. Following the same numerical integration approach, the first term

of (4.15) is evaluated as

⟨A,fm⟩ ≈
lm
2

P∑
p=1

wp

[
A
(
r+
m;p

)
· ρ+

m;p +A
(
r−
m;p

)
· ρ−

m;p

]
(4.19)

where ρ±
m;p = ±(r − r±

m;p). The expression involving the incident field Ei can be obtained

in a form similar to (4.19). The surface impedance term in Eq. (4.15) is computed as

N∑
n=1

In⟨ZSfn,fm⟩ =
N∑

n=1

InZ
IBC
mn (4.20)

where, if ZS is selected as a constant value, the matrix ZIBC can be written as the product

of ZS with the Gram matrix of the basis functions [22]. Substituting Eqs. (4.18)-(4.20)

in (4.15), and replacing A and ϕ in (4.7) with their discredited approximations, a series

of linear equations is obtained of the form ZI = V. The element Zmn of the matrix Z is

computed as

Zmn = ZPEC
mn − ZIBC

mn = ⟨Es (fn) ,fm⟩ − ⟨ZSfn,fm⟩ (4.21)

where the symmetric product of the basis functions fn and fm on the triangle T can be

given in terms of its area A, triangle’s vertices
{
r
[T ]
1 , r

[T ]
2 , r

[T ]
3

}
, and the orientation of the

current for fn and fm in that triangle [22]. Also, for the elements of the excitation vector

we have that

Vm = −⟨Ei,fm⟩. (4.22)

Next, upon using the basis function description in (4.16), and by the application of Gaus-

sian quadrature rules, we numerically evaluate the potential integrals as

A±
mn;p ≈ ±

ln
2

P∑
q=1

wq[G(r±
m;p − r+

n;q)ρ
+
n;q +G(r±

m;p − r−
n;q)ρ

−
n;q] (4.23a)

Φ±
mn;p ≈ ∓

ln
jωε0

P∑
q=1

wq[G(r±
m;p − r+

n;q)−G(r±
m;p − r−

n;q)] (4.23b)

where G is the free space Green’s function defined as

G
(
r±
m;p − r±

n;q

)
=

e−jk0|r±
m;p−r±

n;q|

4π
∣∣r±

m;p − r±
n;q

∣∣ . (4.24)

In both the expressions for computing the elements of Z and V, the Gaussian quadrature

rule is chosen to be of the same order as the one used to test the electric field.
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4.5.2 Parallel-Plate Green’s Function

In the previous section, discretized expressions for the magnetic vector and electric scalar

potentials, A and ϕ, have been derived [see Eq. (4.7)], where the free-space Green’s function

has been applied. Below we derive the discretized form of these potentials for the parallel-

plate Green’s function. With reference to (4.7a), and by the application of the Gaussian

quadrature rules, the magnetic vector potential is discretized as

A±
mn;p ≈ ±

ln
2

P∑
q=1

wq[G(r
±
m;p − r+

n;q)ρ
+
n;q + G(r±

m;p − r−
n;q)ρ

−
n;q] (4.25)

where G is the dyadic parallel-plate Green’s function as defined in (2.13) and (2.19). That

is, the diagonal matrix elements of G, which are Gxx, Gyy and Gzz, are computed as

Gxx =
I∑

i=−I

e−jk0|r±
m;p−r±

n;q+2idẑ|

4π
∣∣r±

m;p − r±
n;q + 2idẑ

∣∣ − I∑
i=−I

e−jk0|r±
m;p−r±

n;q+(2id−2(d−z±n;q))ẑ|

4π
∣∣r±

m;p − r±
n;q + (2id− 2(d− z±n;q))ẑ

∣∣
Gyy = Gxx

Gzz =
I∑

i=−I

e−jk0|r±
m;p−r±

n;q+2idẑ|

4π
∣∣r±

m;p − r±
n;q + 2idẑ

∣∣ + I∑
i=−I

e−jk0|r±
m;p−r±

n;q+(2id−2(d−z±n;q))ẑ|

4π
∣∣r±

m;p − r±
n;q + (2id− 2(d− z±n;q))ẑ

∣∣
for I →∞.

(4.26)

By evaluating Gxx as T (Gxx), where T is the Shanks transformation defined in (2.78), the

convergence rate of this partial summation can be improved considerably.

Likewise, the discretized version of the electric scalar potential (2.26) becomes

Φ±
mn;p ≈ ∓

ln
jωε0

P∑
q=1

wq[Gxx(r
±
m;p − r+

n;q)−Gxx(r
±
m;p − r−

n;q)]. (4.27)

4.5.3 Singularity treatment in Potential Integrals

As mentioned in Sec. 4.5.1, the reaction integrals between distant sources and observation

basis functions can be computed using Gaussian quadrature rules. However, the potential

integrals have a singular kernel when the source and the observation basis functions share

a common edge, a single vertex, or coincide completely with each other. Considering the

potential formulations as in (4.7), the singularity is of the type 1/R and occurs if r = r′.
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Hence, without regularizing the kernel of the integral equation, Gaussian quadrature rules

cannot be used for the numerical evaluation of self reaction integrals.

In computing the reaction integrals for a pair of source and observation triangles, 4-D

integrals (2D for computing the potentials and 2D for computing the reaction integral)

need to be evaluated [22]. Different numerical and analytical approximations for these

integrals have been given for different types of source and basis functions [23]. Herein, we

apply the singularity subtraction method to the 2-D inner integral (i.e. the evaluation of

the potential integrals) for sources with linear variation over their triangular support. In

this method we subtract the static potential from the time harmonic one as follows

∫∫
Tn

e−jk0R

R
dS ′ =

∫∫
Tn

(
e−jk0R − 1

R

)
dS ′ +

∫∫
Tn

1

R
dS ′ (4.28a)

∫∫
Tn

ρi′

n(r
′)
e−jk0R

R
dS ′ =

∫∫
Tn

ρi′

n(r
′)

(
e−jk0R − 1

R

)
dS ′ +

∫∫
Tn

ρi′
n(r

′)

R
dS ′ (4.28b)

where i′ ∈ {1, 2, 3}. Note that the static 1/R potential has been extracted from the time-

harmonic potential.

The method applied here to extract the Green’s function singularity is described in [24],

where a residual function with enough regularity has been retained. This methodology can

be applied to perform a semi-analytical evaluation of the electric potential integral for a

linear-varying current defined on the source triangle Tn whose electric field is observed at

the pth quadrature point on the triangle T±
m of the mth observation RWG. Accordingly,

the following terms are extracted and added to the Green’s function:

Φ±
mn;p = ∓

ln
4πAnjωε0

∫∫
Tn

e−jk0R

R
dS ′

= ∓ ln
4πAnjωε0

∫∫
Tn

(
e−jk0R − 1

R
+

k2
0

2
R

)
dS ′

∓ ln
4πAnjωε0

∫∫
Tn

(
1

R
− k2

0

2
R

)
dS ′ (4.29)
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where R = |r±
m;p − r′|. Similarly, the magnetic vector potential is written as

A±
mn;p = ±

ln
8πAn

∫∫
Tn

ρ′
n

e−jk0R

R
dS ′

= ± ln
8πAn

∫∫
Tn

ρ′
n

(
e−jk0R − 1

R
+

k2
0

2
R

)
dS ′

± ln
8πAn

∫∫
Tn

ρ′
n

(
1

R
− k2

0

2
R

)
dS ′. (4.30)

Note that, in case the pth observation quadrature point r±
m;p coincides with the qth source

quadrature point rn;q, we should use that

lim
R→0

{
e−jk0R − 1

R

}
= −jk0. (4.31)

The residual parts in (4.29) and (4.30) are evaluated numerically, while the remaining in-

tegral terms can be evaluated in closed-form. The terms that can be evaluated analytically

are of the type

Kα
1 =

∫∫
Tn

RαdS ′ (4.32a)

Kα
2 =

∫∫
Tn

Rα(r′ − q)dS ′ (4.32b)

where α = −1, 1, 3, ..., Rα = |r − r′|α for any observation point r, and q is a corner

vertex of triangle Tn from which the current originates. These integrals can be evaluated

analytically using the relations given in Appendix B.

4.6 Matrix solution

After discretizing the EFIE, we can consider the solution of the matrix equation ZI = V,

where Z is a symmetric, square and complex matrix of size N × N . The expansion co-

efficient vector I, which is of size N × 1, can be determined through the application of

a standard Gaussian elimination method, that is, factorizing the matrix Z to obtain the

matrix equation

LUI = V. (4.33)
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It is assumed that the matrix Z is an invertible matrix, which means it has rank N . The

singularity-free characteristics of the matrix Z can be assured by its condition number,

which can be determined through the Singular Value Decomposition (SVD) method. Using

the SVD method, a matrix A ∈ CM×N is factorized as

A = UDQH (4.34)

where U and Q are unitary matrices, which means U−1 = UH and Q−1 = QH , where the

superscript H denotes the complex conjugate transpose and D = diag(σ1, σ2, ..., σN) is a

diagonal matrix holding the singular values. Application of the SVD method to ZI = V,

and solving for I, yields

I = QD−1UHV =
N∑

n=1

1

σn

(u∗
n · V)qn (4.35)

where un and qn are the left-singular and the right-singular vectors of the matrix A,

respectively. The stability of the solution vector I for small changes in Z, can be measured

by the condition number of the matrix Z , which is defined through the 2-norm as

κ(Z) = |Z||Z−1| = σmax(Z)

σmin(Z)
. (4.36)

4.7 Numerical Results

In this section we describe the simulation results of the antenna structure as shown in

Fig. 4.2. The accuracy of the moment method as described in this chapter has been assessed

through using the in-house developed CAESAR software. The CAESAR software is a

combination of an electromagnetic solver and a microwave circuit simulator which is based

on the method of moments [25]. Since CAESAR employs only the Shanks transformation

for the fast computation of the dyadic Green’s function, the primary objective of the

numerical simulations is to study the accuracy of the Shanks transformation for different

number of summation terms and orders on the computed S-parameters.

The parallel-plate waveguide structure in Fig. 4.2(a) consists of two monopole antennas and

a row of pins to minimize the electromagnetic coupling between the monopoles (parallel-

plate waveguide not shown). The sizes of the pins have been designed for a groove gap

waveguide with a parallel plate distance of 7.25 millimeter and for a central operating
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frequency of 14 GHz [26]. In this work, two kind of source excitations have been considered

for exciting the antenna structure: (i) the voltage-gap excitation and; (ii) the coaxial probe

excitation. In Fig. 4.2 and Fig. 4.3 the analyzed antenna structure with voltage-gap and

coaxial probe excitation along with the magnitude of the average current distribution on

the pins and monopoles are shown. As shown in Fig. 4.3(a), given the dimensions of the

air coaxial probe, its characteristic impedance is given for TEM-mode propagation as [27]

Z0 =
1

2π

√
µ0

ε0
ln

(
b

a

)
(4.37)

which is Z0 = 49.9745Ω in our case.

In Fig. 4.4 it is confirmed that for a Shanks transformation of order 2, using only 5 terms,

higher accuracy is achieved for the input reflection coefficient of the antenna structure, both

for a voltage-gap and coaxial probe excitation, as opposed to a zeroth-order Shanks trans-

formation. The antenna analysis has also been carried out using the HFSS software [28]

and been compared to the results obtained with CAESAR. While the RWG basis functions

are used in the application of the moment method in the CAESAR software, in the HFSS

simulations, the Finite Element Method (FEM) is employed where the whole structure is

subdivided into several smaller regions and a local function is used to model the field in

each sub region. These smaller regions are called tetrahedra, where a single tetrahedron is

basically a four-sided pyramid. The simulated results for the S11 and S22 parameters are

shown in Fig. 4.5. As shown in Fig. 4.5, there is a good agreement between the results

obtained with CAESAR and those simulated in the HFSS software.

The effects of the row of pins on the mutual coupling between the two monopole antennas

for the voltage-gap and coaxial probe excitation has been simulated both in CAESAR and

the HFSS software. In Fig. 4.6 we observe that there is at least 10 dB loss in the S21

parameter for both types of ports, which is due to the field blockage caused by the row of

pins. We also examined the field blockage effect due to the row of pins when the top lid is

removed. In Fig. 4.7 there is no obvious difference in field blockage level when there is no

top lid, specifically at the operation frequency of 14 GHz.
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4.8 Conclusion

In this chapter a detailed description of the method of moments is presented which provides

a deeper insight in the steps that are required to discretize the EFIE operator and to solve

dielectric-free waveguide and antenna structures. The application of this numerical method

to a parallel-plate waveguide structure, excited by a pair of monopole antennas that are

separated by a row of pins, has been examined through the CAESAR and HFSS simulators.

From the obtained results, we can see how the order and number of terms in the Shanks

transformation affect the accuracy of the computed S-parameters. Also, it is observed

that there exists a closer match between the HFSS and CAESAR results when the coaxial

probe is used as the excitation source, compared to the voltage-gap generator.
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Figure 4.2: Geometrical dimensions and magnitude of the current of two monopole-

antennas with voltage-gap excitations.
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Figure 4.3: Geometrical dimensions and magnitude of the current of two monopole-

antennas with coaxial excitations.
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Figure 4.4: Input reflection coefficient of the two monopole-antenna structure for different

Shanks terms and orders, with voltage-gap and coaxial probe excitation.
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Figure 4.5: S11 and S21 parameter of the two monopole antenna structures with (a) voltage-

gap and (b) coaxial probe excitation, simulated in CAESAR and HFSS.
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Figure 4.6: Field blockage effect due to the pins; S21 parameter.
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Chapter 5

Padé Adaptive Frequency Sampling

Method

In this chapter we introduce the Padé rational function fitting technique to interpolate

the input impedance of antenna and waveguide structures in the frequency domain. An

adaptive frequency sampling method is proposed to determine a few coefficients that can

be used to accurately reconstruct the input impedance matrix at any frequency within the

modeled frequency range. The method is applied to a parallel-plate waveguiding structure

of two monopoles in order to predict the input impedance matrix over a frequency range

of 10 − 60 GHz. Finally, the performance of the adaptive frequency sampling method is

studied.

5.1 Introduction

In Chapter 2 and 3 we described and applied different computational methods to increase

the computational efficiency for the evaluation of the dyadic parallel-plate Green’s function.

In the following, we propose another method to speed-up the numerical computations for

wide-band antenna and waveguide systems. The objective is to minimize the number

of frequency samples needed to predict the port input impedance characteristics over a

large bandwidth. For this purpose we propose to use the Padé rational function fitting

model, which is commonly used for model-based parameter estimation (MBPE) in the
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frequency domain [29]. The MBPE technique is used to avoid obtaining all the samples of

the measured data by performing a coarse sampling of the data while using interpolation

functions to predict remaining samples. These fitting models can be handled analytically

and are more appropriate for optimization purposes as opposed to the numerical data.

The Padé rational functions, can be used to represent complicated pole-zero functional

forms. Since the spectral input impedance characteristics exhibit this pole-zero behavior,

the Padé approximation seems a logical choice for the interpolation of frequency dependent

data. Starting with a rational function pole-zero fitting model to interpolate the input

impedance data, we will see that a single set of polynomial coefficients in the numerator

and denominator can be used to reconstruct the entire input impedance at any frequency

within the range of the corresponding fitting model [30].

5.2 Equivalent Circuit Model of a Dipole Antenna

As it is mentioned in the introduction, input impedance characteristics typically exhibit a

pole-zero functional form. To justify the use of the Padé rational function fitting model

for this type of sampled data, we start with a simple example of a dipole antenna with

arbitrary length and will derive the equivalent circuit of this dipole antenna as a function

of the frequency f , or as the total length to wavelength ratio 2h/λ [31].

The input impedance, Zin, is a function of frequency and can be expressed as the ratio of

two polynomials, where the zeros of the numerator are the zeros of the impedance function

and the zeros of the denominator are its poles. It can be understood from the typical

frequency behavior of Zin of a dipole antenna, that there exist a pole at f = 0 which can

be modeled by a capacitor C0. At higher frequencies, this capacitor will be short-circuited

and a series inductor, L0, can be considered instead. In fact, up to the first resonance, the

graph of the input impedance looks very similar to a cascaded network of RLC resonant

circuits, where R is the radiation resistance. Considering the length of the dipole antenna

in the range of 0 < 2h/λ < 2, our equivalent circuit consists of three series impedances,
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Z0, Z1 and Z2, which is shown in Fig. 5.1. So the input impedance Zin can be written as:

Zin = Z0 + Z1 + Z2 (5.1a)

Z0 =
1

jωC0

+ jωL0 (5.1b)

Z1 =
jωR1L1

jωL1 +R1(1− ω2L1C1)
(5.1c)

Z2 =
jωR2L2

jωL2 +R2(1− ω2L2C2)
. (5.1d)

Fig. 5.2 shows the input impedance Zin versus f for a center-fed cylindrical dipole with

2h/a = 1808, where a is the radius of the antenna wire. Depending on the length of the

dipole in wavelengths, the number of parallel RLC networks can be determined and is

related to the number of resonances [31].

C1

Zin

R2

R1

L0

C2

C0

L1

L2

Figure 5.1: Input impedance of a center-fed dipole antenna for 0 < 2h/λ < 2 [31].

5.3 Padé Approximation Theory

As shown in the previous section, the input impedance Zin(f) of a dipole antenna can

be written as a ratio of two polynomials. Based on this knowledge, we can use the Padé

rational function fitting model as a natural curve fitting technique exploiting the physics

of the problem [30]. This technique employs two low-order analytical formulas as fitting

models, while the coefficients of these fitting models are obtained numerically by matching



58 Padé Adaptive Frequency Sampling Method

0 50 100 150 200 250 300 350 400 450 500
0

500

1000

1500

2000

2500

Frequency (MHz)

 

 

Real part of Zin

0 50 100 150 200 250 300 350 400 450 500
−2000

−1500

−1000

−500

0

500

1000

1500

2000

Frequency (MHz)

 

 

Imaginary part of Zin

Figure 5.2: Input impedance model of a center-fed dipole antenna for 0 < 2h/λ < 2,

L0 = 0.196 µH, C0 = 3.149 pF, R1 = 2400 Ω, L1 = 0.645 µH, C1 = 1.51 pF, R2 = 1550 Ω,

L2 = 0.0752 µH, C2 = 2.972 pF.

them to the sampled values. One form of these fitting models used by the MBPE is

represented by:

F (f) =
N(f)

D(f)
=

N0 +N1f
1 +N2f

2 + ...+Nnf
n

D0 +D1f 1 +D2f 2 + ...+Dd−1fd−1 + fd
. (5.2)

Here, F (f) represents a fitting model in the spectral-domain which is suitable for interpola-

tion of complex data sets. This function has n+d+1 unknown complex-valued coefficients.

If F (f) is sampled at Nf frequencies, a matrix equation can be obtained as

Ax = b (5.3)

where A, x and b are given as

b =
[
F (f1)f

d
1 F (f2)f

d
2 · · · F (fNf

)fd
Nf

]T
(5.4a)

A =


1 f1 · · · fn

1 −F (f1) −F (f1)f1 · · · −F (f1)f
d−1
1

1 f2 · · · fn
2 −F (f2) −F (f2)f2 · · · −F (f2)f

d−1
2

...
...

...
...

...
...

...
...

1 fNf
· · · fn

Nf
−F (fNf

) −F (fNf
)fNf

· · · −F (fNf
)fd−1

Nf

 (5.4b)

and the matrix of unknown coefficients is given as

x =
[
N0 N1 . . . Nn D0 D1 . . . Dd−1

]T
. (5.5)
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After solving x, (5.2) can be used to interpolate the input impedance at any other frequency

within the modeled frequency interval.

5.3.1 Numerical Results

In this section the Padé approximation method is applied to the structure of two monopole

antennas with a row of pins in between. This is the same structure analyzed before in

Chapter 4 using the method of moments. The 2 × 2 input impedance matrix of this

structure can be computed using the numerical method of moments (MoM) as implemented

in the CAESAR software. Here, we experimented with different values for the denominator

order, d, and the number of sampling points, Nf , over the frequency range of 10–60 GHz

to observe the performance of the rational function fitting model. Toward this end, we

first studied the condition number of the matrix A as computed through the Padé rational

function method. The condition number can be considered as a measure for the rate at

which the solution x will change relative to a change in b. It means that for a large

condition number, a small error in b may lead to a large error in x.

In Fig. 5.3, we can see that the condition number of the matrix A is increasing for a larger

number of sampling points, while the model is better fit for higher Nf . In fact, in Fig. 5.4,

it can be seen that the best fitting model is achieved for the largest number of frequency

samples, when compared to the reference data obtained from our numerical MoM code.

5.4 Adaptive Frequency Sampling

One important aim of most numerical modeling methods is to minimize the computation

time, while reaching a desired solution accuracy, for instance by minimizing the number of

frequency samples needed to estimate the frequency response of a system. The adaptive

estimation is used here in the context of computing the input impedance of a radiating

structure. The particular goal is to minimize the number of required frequency samples

while achieving an accurate representation of the input impedance characteristics.

The herein proposed adaptive frequency sampling approach makes use of the above-described

model-based parameter estimation (MBPE). However, rather than sampling at regularly-
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Figure 5.3: Condition number of the matrix A versus Nf , for denominator orders 2, 3 and

4.
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Figure 5.4: A Comparison of Re(Zin) and Im(Zin) for the structure of two monopole

antennas in a waveguiding region computed using the MoM and a Padé approximation,

for denominator orders 2, 3 and 4 and Nf ∈ {6, 7, 11}.

spaced frequency intervals, the sampling is performed adaptively to minimize the total

number of required frequency samples [33]. The frequency sample to be selected next is

determined through an iterative process as described below.

The adaptive process starts with two frequency samples in the desired bandwidth – typ-
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ically the first and the last one – whose corresponding input impedances are computed

beforehand. Since rational functions are suitable for approximating the impedance charac-

teristics, we make use of the Padé approximation to model these characteristics based on

the few input sampling points. Each time a new frequency point is added to the previous

set of frequency points, the Padé approximation will find a rational function for modeling

the impedance. Afterwards, the difference between this newly generated fitting model and

the previous one is computed for all frequency points in our desired bandwidth. The fre-

quency where the maximum of the relative difference is occurring, is considered as the new

frequency point, provided it is not included in the list of already selected frequencies. This

adaptive process continues until the norm of the error vector pertaining to all frequencies

of interest, is less than a specified estimation error. Another goal that should be considered

to terminate this adaptive frequency sampling process is the ill-conditioning of the matrix

A which might occur in the generation of rational-function fitting models [34].

The generalization to input impedance matrices is straightforward, since the above-described

MBPE methodology is applied successively and independently for all of the matrix ele-

ments, however, the next frequency to be selected follows from the largest change in ma-

trix norms (involving all the matrix elements) of the estimated and previously estimated

impedance matrix, so that the frequency sampling points are the same for all matrix ele-

ments.

5.4.1 Numerical Results

In this section we apply the adaptive MBPE method, first to the dipole antenna whose

equivalent circuit parameters have been extracted in Sec. 5.2, over the frequency range of

0 − 600 MHz. For the sake of comparison, we use the sampled data calculated from the

equivalent circuit model in (5.1). The rational function used for the Padé approximation

is of the same type as the one given in (5.2), which only depends on frequency. The initial

two frequency points are selected as the first and the last points in the frequency range

0−600 MHz. The third frequency point is selected in the middle of this range, after which

the adaptive frequency sampling process continues until the maximum error between two

successive rational-function fitting models is less than a specified estimation error, which

is chosen to be 10−2 in this case. As a result, the final obtained rational function has

a denominator of order d = 6 and a numerator of order n = 5, for a total number of
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fitting frequencies Nf = 12 (see Fig. 5.5). The final obtained maximum relative error is

1.4203× 10−4 and the final condition number of A is 3.1× 1047.
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Figure 5.5: A comparison of Re(Zin) and Im(Zin) for the center-fed dipole antenna, com-

puted using an equivalent circuit model and the Padé approximation. The sampled fre-

quencies are shown in the plots by markers.

In the second example, we employ the adaptive frequency sampling for the analysis of two

monopole antennas in a waveguide region through the CAESAR software (see Fig. 4.3).

Since two radiators are present, a 2 × 2 input impedance matrix is computed for each

frequency point. However, due to the symmetrical properties of the structure, one only

needs two rational function fitting models in the adaptive sampling process, i.e. for the Z11

and Z12 elements over the frequency range of 10−60 GHz. As observed above, the more is

the number of output frequencies, the better is the accuracy of the models, but the higher

is the matrix condition number for computing the polynomial coefficients of the rational

functions. It is observed that a better fitting model is given by increasing the upper limit

of the final condition number. The adaptive sampling process continues until the limit for

the maximum condition number is reached.

Fig. 5.6 shows the case when the impedance is evaluated directly at 51 frequency sampling

points, and when approximated by the Padé method using only Nf = 11 samples. The final

condition number in the adaptive process is in the range of 1055, and the total number of

selected frequencies in the adaptive process is Nf = 11. For comparison, when the number

of output frequencies is increased to 101, the final condition number is about 1078 and the

total number of fitting frequencies is Nf = 16. The real and imaginary parts of the Z11
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and Z12 matrix elements for these two cases, which are estimated by the adaptive sampling

process in conjunction with the MoM, are shown in Fig. 5.6 and 5.7.
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Figure 5.6: Adaptive frequency sampling approach for the Padé approximation of the

impedance matrix elements of the two-monopole antenna structure in a waveguiding region

(Fig. 4.3), the impedance is evaluated for 51 points, while 11 were used for the adaptive

sampling.
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Figure 5.7: Adaptive frequency sampling approach for the Padé approximation of the

impedance matrix elements of the two-monopole antenna structure in a waveguiding region

(Fig. 4.3), the impedance is evaluated for 101 points, while 16 were used for the adaptive

sampling.

5.5 Conclusion

In this chapter we studied the Padé rational function fitting model to predict the input

impedance of an antenna at any given frequency within the modeled frequency bandwidth.

The selection of this type of curve fitting approach is motivated by an analytical expression

for the input impedance of a center-fed dipole antenna. Accordingly, the Padé approxima-
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tion has been applied to a parallel-plate waveguiding structure of two monopole antennas,

with a row of pins in between. In our study, different values for the frequency sampling

points and orders of polynomial functions have been selected. Furthermore, the adaptive

frequency sampling has been introduced for minimizing the number of samples required

to represent the impedance characteristics by rational function for achieving a desired ac-

curacy. Finally, the herein developed adaptive frequency-response estimation technique

has been applied to a center-fed dipole antenna as well as the parallel-plate waveguiding

structure excited by two monopoles.
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Chapter 6

Characteristic Basis Function

Method

In this chapter, we describe a numerically efficient technique to solve an electrically large

groove gap waveguiding structure. This technique, which is called Characteristic Basis

Function Method (CBFM), employs macro-domain basis functions that are herein referred

to as Characteristic Basis Functions (CBFs). In this work, the CBFs are supported by a rel-

atively large number of sub-domains that are discretized by triangular patches. The CBFM

reduces the matrix size of conventional MoM approaches by 2 − 3 orders. Furthermore,

the CBFM has been hybridized with a technique called the Adaptive Cross Approximation

algorithm (ACA), to shorten the fill-time of the resulting reduced matrix of equation.

6.1 Introduction

The electromagnetic analysis of large antennas and scattering problems has been an im-

portant research direction. Conventional integral equation solvers that are based on the

method of moments (MoM) can handle electromagnetic problems of arbitrary shapes by

employing subsectional basis functions supported on local subdomains. However, to obtain

an accurate solution in the analysis of the large structures using these type of solvers, we

need to discretize the object using basis function for the current of size λ/10 to λ/20, which

in turn leads to a large matrix equation.
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One solution to reduce the size of the matrix equation for large scale problems is to employ

macro basis and test functions. These macro-domain functions can be expressed in terms of

a fixed combination of subsectional basis functions to conform to the shape of arbitrarily

shaped geometries. These types of macro basis functions have been applied before to

arrays of disconnected patch antennas in [35], where the entire computational domain is

subdivided into blocks, each of which supports a set of basis functions. This approach of

breaking down the problem into smaller subproblems, has also been used in the recently

proposed iterative-free methods for large scale problems, the Characteristic Basis Function

Method (CBFM) [36], the Sub-Entire-Domain Basis Function Method (SED) [37], and the

eigencurrent approach [38]. The aim of all these methods is to reduce the size of the matrix

equation by utilizing macro basis functions for the electric or magnetic surface currents.

In turn, this leads to significant savings in memory and computation time.

In the present description of CBFM we employ an overlapping domain decomposition

method, since some subdomains can be electrically interconnected to each other. In these

problems, the CBFs partially overlap to preserve the continuity of the surface current

across interconnecting boundaries, thereby avoiding spurious radiation from artificial dis-

continuities by the current at common interfaces. More details on the subdomain selection

and generation of partially-overlapping CBFs can be found in [22, Chapter. 4].

In this chapter, the CBFM is used to analyze a groove gap waveguide structure. Besides

reducing the size of the matrix equation by CBFM, we have to find a way to rapidly

construct the reduced matrix equation. Although the matrix fill-time scales with N2,

where N is the number of subsectional basis functions making up the K CBFs, the solve

time scales with K3, however the time it takes to fill the reduced matrix is still of great

importance, since K ≪ N . There exist a number of hybrid methods to reduce the matrix

fill-time, such as Fast Multipole Method (FMM) [39] and the Adaptive Integral Method

(AIM) [40]. In the current approach, the reduced matrix is generated by a combination of

the CBFM and the Adaptive Cross Approximation (ACA) algorithm. The ACA algorithm,

which is developed to exploit the low-rank properties of moment matrix blocks, is also

applicable to the fast computation of reaction integrals between macro-domain source and

test functions [41].
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6.2 Entire-Domain Basis Function Method

Consider a domain S which represents the support of the surface current JS formed by the

conducting surfaces inside the gap waveguide; in this specific case by the pins and coaxial

probes only. The current JS can be found by solving an integral equation for the electric

field and current at the boundary surface S, i.e. [see Eq. (4.5)],

−Ei
tan = Es

tan (JS)− ZSJS , for r ∈ S (6.1)

whereEi is the impressed incident electric field,Es (JS) is the scattered electric field caused

by the source current JS , and ZS is the surface impedance of the conducting support. The

scattered electric field is computed by using Eq. (2.3), where ϕ and A are the electric scalar

potential and magnetic vector potential, respectively.

In the CBFM-enhanced MoM for solving (6.1), we first divide the domain S into L smaller

subdomains, each of which supports a set of macro-domain basis functions. These supports

generally overlap with each other if there exists an electrical connection between them.

Using the same set of entire-domain basis and test functions for the discretization of the

EFIE in (6.1), a matrix equation is obtained of the form

ZI =
(
ZPEC − ZIBC

)
I = V (6.2)

where the element ZPEC
pq is the reaction of the macro basis function J q on the macro test

function Jp, that is,

ZPEC
pq =

∫∫
Sp

Es (J q) · JpdS (6.3)

and the pth source term Vp is computed as

Vp = −
∫∫
Sp

Ei (r) · JpdS (6.4)

where Sp is the pth subdomain supporting the current Jp. In this chapter, it is assumed

that the supporting surface is a perfect electric conductor with ZS = 0, so the element

ZIBC
pq , which is dependent upon this value, is zero for all p, q [22, Sec. 4.2].
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6.3 The Characteristic Basis Function Method

6.3.1 Employing Characteristic Basis Functions

The Characteristic Basis Functions (CBFs), which are the macro basis and test functions

in CBFM, are generated numerically by combining the low-level basis functions on the

corresponding subdomain. On each subdomain we employ the RWG (Rao-Wilton-Glisson)

basis functions as the low-level basis functions that have been introduced in Chapter 4.

The CBF on the ith subdomain can be expanded as

J i(r) =

Ni∑
m=1

I imf
i
m(r) (6.5)

where f i
m denotes themth RWG on the ith subdomain and I im are the expansion coefficients

for modeling the shape of the CBF on the ith subdomain. Substituting (6.5) in (6.3) results

in

ZPEC
pq =

Np∑
m=1

Nq∑
n=1

Ipm

∫∫
Sp

Es (f q
n) · f p

mdS

 Iqn = JTpZ
RWG
pq Jq. (6.6)

Here, ZRWG
pq is a rectangular matrix of size Np×Nq, where the subscripts p and q are used

for the observation and source CBFs, respectively.

For electrically large subdomains, we need to have a large and linearly independent set

of CBFs on each subdomain. At this point it is assumed that the number of CBFs on

the pth and qth subdomains are Kp and Kq respectively. Then, instead of (6.6), we have

ZCBF
pq = JTpZ

RWG
pq Jq, where ZRWG

pq is a Kp ×Kq rectangular matrix block. The matrix Jq is

of size Nq ×Kq and holds the expansion coefficients of the CBFs on the qth subdomain,

while Jp is of size Np × Kp and corresponds to the pth subdomain. Hence, ZCBF in the

reduced matrix equation ZCBFICBF = VCBF has a block-type structure. That is, when the

total domain has been divided into L subdomains [22, Sec. 4.3],
JT1Z

RWG
11 J1 JT1Z

RWG
12 J2 . . . JT1Z

RWG
1L JL

JT2Z
RWG
21 J1 JT2Z

RWG
22 J2 . . . JT2Z

RWG
2L JL

...
...

. . .
...

JTLZ
RWG
L1 J1 JTLZ

RWG
L2 J2 . . . JTLZ

RWG
LL JL




ICBF
1

ICBF
2
...

ICBF
L

 =


VCBF

1

VCBF
2
...

VCBF
L

 . (6.7)
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6.3.2 Generation of Characteristic Basis Functions

In this section, the proposed procedure for generating the CBFs for a groove gap waveguide

is explained and involves the following steps:

Mesh Construction

To increase the speed of the mesh generation for the whole structure, the meshing is per-

formed for only two user-defined building blocks, i.e., for one pin and one coaxial probe; the

generated mesh is then replicated at different pin positions throughout the whole array by

exploiting translation symmetry. After collecting and aggregating the meshed blocks, the

coinciding nodes are removed and RWGs and triangle nodes are renumbered. Finally, to re-

alize an electrical connection between blocks, connection RWGs across common boundaries

are generated. This specific way of mesh generation also facilitates the mapping process of

CBFs, so that many identical reaction integrals exist between source and observation CBF

pairs, as a result of which a large number of the reduced matrix element are the same. In

Fig. 6.1 the structure of a entirely meshed groove gap waveguide is shown.

PEC

PEC

Figure 6.1: Coaxial-probe excited groove gap waveguide.
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Numerical Generation of Primary CBFs

The first step in the generation of the CBFs is to extract subdomains from the entirely

meshed structure. In the present structure of the groove gap waveguide, there are two

coaxial probes for excitation purposes and one periodic texture of pins to realize a high

impedance surface. Since each pin is surrounded by other pins, the primary CBFs on

each pin can be generated by a spectrum of plane waves incident from different directions,

while the single primary CBF on a coaxial probe is generated due to its own excitation by

the magnetic frill current and the plane wave spectrum (PWS). As an example, consider

Fig. 6.2, where the CBFs are generated for only one of the pins. Here, each pin consists of

382 RWGs. A PWS is incident on the pin with ∆θi = ∆ϕi = 900 (and two polarizations).

This generates an initial set of CBFs, i.e., the columns of the matrix J holding the RWG

expansion coefficient vectors. Afterwards, the SVD is invoked on J with an appropriate

thresholding procedure on its singular values to retain only a few left-singular vectors as

the CBFs. This is explained below in more detail.
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Figure 6.2: Generation of CBFs on a pin using a plane wave spectrum (PWS). The sin-

gular value spectrum is shown where a threshold is used to limit the maximum number of

employed CBFs.

In Fig. 6.3, the first and secondly generated CBFs on one of the pins and the excitation

probes are shown. Assuming that the current Jpin,ℓ on the ℓth pin is written as a summation
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of Npin RWG basis functions

Jpin,ℓ(r) =

Npin∑
m=1

Ipin,ℓm fpin,ℓ
m (r) (6.8)

where {Ipin,ℓ1 , Ipin,ℓ2 , ..., Ipin,ℓN } are the corresponding pin RWG expansion coefficients. These

coefficients are given by solving the matrix equation for that subdomain, i.e.,

Jpin,ℓ = Z−1
pin,ℓVpin,ℓ. (6.9)

Here, Vpin,ℓ is the excitation matrix for the plane wave spectrum and Zpin,ℓ is the moment

matrix for the RWGs on the ℓth pin.

Reducing the Number of CBFs

To obtain a reduced moment matrix with a sufficiently low condition number, we need to

make sure that the CBFs in each of the subdomains are linearly independent. The SVD

operation renders the CBFs orthogonal so as to assure a well-conditioned moment matrix.

For example, the matrix Jq, which is of size Nq × Kq, where Nq is the number of RWGs

and Kq is the number of CBFs on the qth subdomain, is typically rank-deficient. One

proper tool for controlling the effective rank of this matrix, is application of the Singular

Value Decomposition (SVD). After the SVD operation, where a thresholding procedure is

applied on the singular values, Jq can be written as

Jq = UDQH (6.10)

where U is an Nq ×Kq matrix; Q is a unitary matrix of size Kq ×Kq and D is a Kq ×Kq

diagonal matrix with the entries [σ1, σ2, ..., σKq ] on the main diagonal. These diagonal

entries are the singular values of the matrix Jq. To avoid that the columns of Jq are

linearly dependent, all the normalized and ordered singular values are compared to an

appropriate threshold, and those that are smaller than the threshold are set to zero. In

Fig. 6.4, the magnitude of the normalized singular values in D are plotted for a pin. With

an appropriate thresholding procedure on the singular values, only the first 12 column

vectors of the matrix U are retained and subsequently employed as CBFs to model the

current on a pin. The thresholding process on the singular values for a coaxial probe is

also shown in Fig. 6.4 (where the threshold is 10−3). As a result, the number of retained

orthonormal CBFs for the coaxial probe is only 3.
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Figure 6.3: On the left: first and secondly generated CBFs on a pin, On the right: first

and secondly generated CBFs on a coaxial probe, at a frequency of 12 GHz.
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Figure 6.4: SVD operation on a defined block of a) pin and b) coaxial probe, with SVD

threshold of 0.001, at f=12GHz.

Generation of Secondary CBFs

To achieve a more exact solution for the final surface current, the number of CBFs in each

subdomain can be increased. Toward this end, the primary CBFs Jq, which are supported

by the qth subdomain, can be considered as distant sources relative to the subdomain

under consideration; these primary CBFs could represent surface currents that exist on

neighboring subdomains located some distance away. For example, for the groove gap

waveguide, secondary CBFs are generated on each pin due to distant neighboring pins.

We choose not to generate secondary CBFs on coaxial probes, since this may not be

needed as the current on the probe is single-mode dominated. A plane wave spectrum in

addition to the self-excitation therefore suffices. For the currents on a pin we then have

Jpin,ℓ = Z−1
pin,ℓVpin,ℓ = Z−1

pin,ℓZpin,ℓ,qJpin,ℓ,q (6.11)

where Zpin,ℓ,q is the moment matrix block for reactions between RWGs on the qth source pin

supporting the primary CBFs and the RWGs on the ℓth pin under consideration. After

considering several distant current sources surrounding the ℓth pin, we add this newly

generated secondary CBFs, Jpin,ℓ, to the current set of primary CBFs. Again, we apply

the SVD to this combined set of primary and secondary CBFs, which leads to a reduced

and orthonormalized set of CBFs.
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Mapping of CBFs

Now that a reduced set of CBFs has been determined for one pin and one coaxial probe,

we map the CBFs onto the completely meshed groove gap waveguide. After this mapping,

the entire structure supports CBFs. Afterwards, a reduced matrix equation is generated

which will be solved directly without the need to use iterative methods.
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Figure 6.5: The synthesized surface current on the entirely meshed structure of the groove

gap waveguide.

6.3.3 Translation Symmetry

One can exploit the translation symmetry that exists of the reactions between sets of CBFs

on subdomains, so that the reduced moment matrix is generated in a more efficient way.

For example, if the two matrix blocks ZCBF
pq and ZCBF

p+1;q+1, which hold the reaction integrals

between sets of CBFs, are equal, it means that

ZCBF
pq = JTpZ

RWG
pq Jq = ZCBF

p+1;q+1 = JTpZ
RWG
p+1;q+1Jq. (6.12)

Note that, in order to be able to exploit translation symmetry, the separation distance

between sets of CBFs, as well as the sets themselves must be identical.
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6.3.4 Application of the ACA Algorithm

In direct methods, the total time to solve the reduced matrix equation scales with N3,

where N is the total number of basis functions. A great saving in solution time can be

realized when N is the number of CBFs, which is typically 2 − 3 orders smaller than the

total number of RWGs. On the other hand, once the number of basis functions to solve

for has been reduced, the construction time of the reduced matrix scales with the second

power of the total number of RWGs and becomes the dominant contribution in the total

solve time. To reduce the fill-time, translation symmetry in the groove gap waveguide can

be exploited to rapidly fill the matrix by copying identical blocks. Also, due to reciprocity,

only the upper triangular part of the matrix needs to be filled. The last significant time-

saver is to approximate ZRWG
pq with its equivalent low-rank decomposition Z̃

RWG

pq , so that

ZCBF
pq = JTpZ

RWG
pq Jq ≈ JTp Z̃

RWG

pq Jq. (6.13)

To compute Z̃
RWG

pq , we propose to use the Adaptive Cross Approximation (ACA) tech-

nique, which is an adaptive algorithm to build subsets of source and observation RWGs,

and performs an on-the-fly block factorization of the incomplete rank sub matrices. This

method is entirely algebraic, so its implementation is not dependent on the kernel of the

integral equation or type of basis functions; these properties facilitate the combination

of this method with different MoM codes and increases the speed of the computational

process [41]. It is pointed out that this algorithm is only used for totally separated subdo-

mains which are rank-deficient, since the degree of rank deficiency of the submatrix ZRWG
pq

depends on the size and electrical distance between the observation and source groups.

The block factorization of the approximate submatrix Z̃
RWG

pq is done by the ACA technique

as

Z̃
RWG

pq = UNp×rk
p Vrk×Nq

q =
rk∑
i=1

u
Np×1
i v

1×Nq

i (6.14)

where rk represents the effective rank of the matrix Z̃
RWG

pq . It is concluded that only

(Np+Nq)×rk matrix elements need to be stored after the application of the ACA algorithm,

which is a much smaller number than the total entries of the full matrix, which is Np×Nq.
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Up and Vq Generation in (6.14)

In the ACA algorithm in (6.14), the rectangular matrices Up and Vq are constructed by

the sequential selection of rows and columns of the matrix ZRWG
pq . Also, an approximate

error matrix is built, which is computed as ∥R̃∥F = ∥ZRWG
pq − Z̃

RWG

pq ∥F , where ∥.∥F is the

Frobenius norm [42].

In each iteration of the ACA algorithm, after the selection of a row or column of the matrix

ZRWG
pq , this selected row or column is subtracted from the corresponding row or column in

the approximate matrix obtained in the previous iteration. The selection of the next row

or column depends on the location of the largest entry in the last computed error column

or last computed error row. After terminating the iterative algorithm, the matrices Up and

Vq are composed, respectively, of successively computed column and row vectors.

To increase the speed of this method as compared to direct methods, the ACA algorithm

is terminated after rk iterations, where rk is less than min(M,N), where M ×N is the size

of the original matrix ZRWG
pq . This termination criterion can also be expressed as

∥R∥F ≤ ϵ∥ZRWG
pq ∥F (6.15)

where ϵ is a specified tolerance which controls the number of iterations and therefore the

effective rank of ZRWG
pq .

6.4 Results

6.4.1 Comparison of CBFM and HFSS for the groove gap waveg-

uide analysis

In this section, the CBFM is applied for the fast analysis of a groove gap waveguide

structure operating at 12 GHz. The geometrical dimensions are as described in Table 6.1.

The radius and length of the coaxial probes are 0.25 and 5 mm, respectively, and the

parallel-plate distance d = 7.25 mm.

The CBFM computations have been carried out on a 64 bit (x86-64) Linux – openSUSE
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Table 6.1: Geometrical dimensions of the groove gap waveguide in [mm].

Wpin Hpin L1 L2 L3 L4

1 6.25 15.8 43.7 5.4 2

Wpin

L3

L4

dprobe

L2

L1

(v.11.4) server equipped with 2 Intel Xeon E5640 CPUs operating at 2.67 GHz (each CPU

has 4 cores/8 threads), with access to 144 GB RAM memory and 2 TB harddisk space.

The HFSS simulations were performed on a 64 bit Windows XP server equipped with 2

Intel Xeon 5130 CPUs operating at 2 GHz (each CPU has 2 cores/2 threads), 8 GB RAM,

and 300 GB harddisk space.

As described in Section 6.3, the first step in the CBFM process is to rapidly generate and

mesh the geometry. The efficient meshing for the whole structure starts with the meshing

of two user-defined building blocks, i.e., of a pin and a coaxial probe, after which this mesh

is copied onto the 94 blocks in the groove gap waveguide by using translation symmetry.

This is followed by the process of collecting and integrating of the blocks to establish

electrical interconnections. In the present structure of the groove gap waveguide there is

no electrical connection between blocks, so there is no need to generate connection RWGs

for this case. With reference to the final meshed geometry, Fig. 6.1, there exist a denser

mesh on the coaxial probes as compared to the pins, which is due to rapidly changing field

on the coaxial probes from the frill current.

The next step is to generate primary CBFs for two user-defined blocks. For the first block

containing one pin, the total number of RWGs is 382. After generating the MoM matrix

and computing the excitation vectors, the matrix equation for this block is solved through

Gaussian elimination. The number of initially generated CBFs is 16, but after the SVD

operation, just 12 orthonormal CBFs are retained. The same process is repeated for the

second block containing one coaxial probe, where the total number of RWGs is 612. For
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this block the number of initially generated CBFs is 17, while the number of retained

orthonormal CBFs is only 4. The generation of primary CBFs is done by an incident plane

wave spectrum whose angles of incidence are separated by 90 degrees along the θ and ϕ

axes, and for two polarizations. It is pointed out that a smaller number of RWGs on the

pins is used as compared to the coaxial probes, which is mainly due to their distance from

the excitation source.

After mapping the so-generated CBFs onto the 94 blocks within the whole structure, the

upper triangular part of the reduced matrix is constructed by filling only 665 mutual

MoM matrix blocks, instead of all 94 × 94 = 8836. After assembling the reduced matrix

and computing the reduced set of excitation vectors (which involves the fields from the

magnetic frill currents), the reduced matrix equation with 1110 unknowns can be solved

directly and is much smaller of the 37352 RWGs that were required for the discretization

of the entire structure. Since the CBFs and therefore the surface currents are expressed in

terms of RWGs, the scattering parameters and field patterns can be computed accordingly.

In Fig. 6.6(a), the S21 and S11 parameters as computed by the above-described CBFM

procedure are compared to those obtained by the HFSS software. One can observe that

there is a good agreement between the CBFM and the plain MoM for the computed

scattering parameters.

By changing L2 one can examine the total solve time as a function of the problem size. The

obtained results are shown in Fig. 6.6(b), where the scaling of the solve time for CBFM

outforms that of HFSS by about a factor of three. Also, for equal simulation times, the

problem size for CBFM can be about twice larger than for the HFSS software. The HFSS

software could not handle problems for dprobe > 1.3 m, due to memory constraints for that

server. The non-gradual increase in simulation time is caused by the adaptive meshing of

HFSS.

In Fig. 6.7, the number of CBFs and tetrahedras that are employed in the CBFM and

the HFSS software are shown as a function of dprobe, respectively. One observes that the

number of CBFs grows linearly, while the number of tetrahedras does not, which may be

due to the adaptive meshing in HFSS.
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Figure 6.6: (left) the numerical results as computed by the CBFM employing the parallel-

plate Green’s function. The numerically computed results are validated through the HFSS

software; (right) Scaling of the method: the total solve time as a function of problem size

(dprobe).
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Figure 6.7: (left) Number of CBFs; (right) Number of tetrahedra as a function of problem

size (dprobe).
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6.4.2 Accuracy and Computation Time Comparisons Between

the CBFM and a Plain MoM Approach

In this section, we study besides the accuracy also the timing behavior of the CBFM. For

this purpose, a structure consisting of two coaxial probes separated by a row of pins is

considered at 12 GHz. The accuracy is assessed by comparing the CBFM with a plain

MoM, which employs RWG basis functions only. For the present structure, the same

CBFM procedure as for the groove gap waveguide is followed, except that now the total

number of pins is 23 in addition to the two coaxial probes. Also, the total number of

RWG basis functions is 10230 as compared to the 37352 RWG basis functions that were

employed in the groove gap waveguide case. Since the geometry of the pins and probes is

the same as for the groove gap waveguide, the total number of RWG basis functions for

each pin and probe is identical. Furthermore, by setting the SVD threshold to 10−3, we

obtain the same numbers of initially generated CBFs and retained orthonormal CBFs for

each of the pins and probes.

In Fig. 6.8, the average current distribution in dBA/m is plotted for both the CBFM and

the direct MoM solution. For the purpose of accuracy comparisons between the CBFM and

plain MoM solutions, we can analyze the average error of the RWG expansion coefficients.

This relative error, which can be plotted as a function of the SVD threshold and also as a

function of the number of CBFs per pin, can be defined as

Rel. Error =

√∑N
n=1 |I

RWG,MoM
n − IRWG,CBFM

n |2√∑N
n=1 |I

RWG,MoM
n |2

× 100%. (6.16)

In Fig. 6.9(a), the relative error (6.16) is plotted as a function of the SVD threshold,

which is varying from 10−10 to 1. It can be seen that the relative error is increasing as

the SVD threshold is increasing. This behavior is expected and can be justified with the

help of Fig. 6.4, which shows that for higher SVD thresholds, a smaller number of CBFs

are retained for each pin and coaxial probe, which in turn decreases the accuracy of the

CBFM. This behavior can also be observed in Fig. 6.9(b), where a larger number of CBFs

per pin and probe gives rise to a smaller relative error.

In Fig. 6.10, the total execution time needed for building and solving the system at 12

GHz is plotted versus the number of pins, both for CBFM and MoM. One observes that
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the computation time increases for a larger number of pins in the structure, however, the

required time to build and solve the system for the CBFM, is seen to be much smaller than

the time required for a plain MoM approach.
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Figure 6.8: Magnitude of the averaged current distribution for the CBFM solution at 12

GHz.
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Figure 6.9: (a) Relative error of the RWG expansion coefficients for the CBFM relative to

a plain MoM approach, versus the SVD threshold,(b) and versus the number of CBFs per

pin.
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Figure 6.10: Computation time as a function of the total number of pins, for CBFM and

a plain MoM approach.

6.5 Conclusions

In this chapter we studied a numerically efficient technique, called the Characteristic Ba-

sis Function Method (CBFM), for solving electromagnetic problems involving large gap

waveguide structures. This method is based on splitting the original computational do-

main into a number of smaller subdomains, or blocks. For each block, high-level basis

functions called Characteristic Basis Functions (CBFs) can be derived by the application

of a plain MoM approach employing triangular RWG basis functions that are supported

by triangular patches. While this approach results in a significant reduction of the number

of unknowns in the final matrix equation that need to be solved, still the construction

of the resulting reduced matrix can be time-consuming. To alleviate the problem of the

large matrix fill-time, the Adaptive Cross Approximation (ACA) algorithm has been used

hybridized with CBFM to take advantage of the rank-deficient properties of the coupling

matrix blocks representing well-separated MoM interactions.

In our first numerical results, the accuracy of the CBFM for the analysis of a groove gap

waveguide was validated by comparing the magnitude of the computed S-parameters with
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those obtained using the HFSS software. The numerical results as computed by the CBFM

have shown to be in good agreement with those obtained through the HFSS software, in

the entire frequency range of 10–20 GHz. We also examined the total solve time as a

function of the problem size for the CBFM and HFSS simulation results. It is observed

that the scaling of the solve time for the CBFM outforms that of HFSS by about a factor of

three. Afterwards, the numerical complexity and scaling in terms of the number of CBFs

and tetrahedras in CBFM and HFSS was studied as a function of the distance between the

two coaxial probes, dprobe, where the number of CBFs had a linear growth for larger dprobe,

but the number of tetrahedras did not grow linearly likely due to adaptive meshing.

In the second example, the accuracy of the proposed CBFM has been studied for a parallel-

plate waveguiding structure containing two coaxial probes separated by one row of metallic

pins. The accuracy has been computed as the relative error of the RWG expansion coeffi-

cients in the CBFM and a direct MoM approach, and has been plotted for different SVD

threshold values, where larger SVD threshold values resulted in larger relative errors and

therefore lower solution accuracy. Also, it has been shown that the larger number of CBFs

for each pin led to a higher solution accuracy. Finally, we observed that the computation

time in both CBFM and MoM is increasing for larger structures, however, the CBFM can

achieve a noticeable reduction in the overall CPU time and memory storage requirements

as compared to a conventional MoM approach.
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Chapter 7

Conclusions and Recommendations

7.1 Conclusions

In this thesis, we started by the introducing of the gap waveguide technology as well as

the possible methods that can be used for the fast numerical analysis (and optimization)

of gap waveguide structures. In Chapter 2, a motivation is provided for considering the

simpler infinite parallel-plate waveguide as the basic structure for the numerical analysis

of gap waveguides. We continued to identify different approaches that are used for the fast

computation of the dyadic parallel-plate Green’s function.

The Green’s function has been formulated for an infinitely large parallel-plate structure

in the spatial domain by considering a point source within the parallel-plate region, after

which the image principle was invoked to obtain two infinitely large 1-D array of point

sources in free space. The field of this line array was computed rapidly using the Shanks-

accelerated spatial Green’s function method, while other methods, such as the Ewald

summation method, or the spectral-domain summation method, were found to be less

efficient for our type of problems. The convergence properties of these acceleration methods

were examined through several numerical examples in Chapter 3.

The method of moments was presented in Chapter 4 to compute the impedance and prop-

agation characteristics of electromagnetic structures, such as waveguides. Toward this end,

a continuous operator equation with limited spatial domain, i.e. the electric field integral
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equation (EFIE), was derived, discretized and then transformed into a matrix equation.

The moment matrix elements were computed afterwards and the potential integrals were

evaluated numerically for both the free space and the parallel-plate Green’s function. The

matrix equation resulting from the discretization of the EFIE, can then be solved through

the application of a standard Gaussian elimination method. Afterwards, the method of

moment has been employed for the numerical analysis of a parallel-plate waveguiding struc-

ture, excited by a pair of monopole antennas (coaxial probes) that are separated by a row

of pins. The numerically computed results for the S11 and S22 parameters were found to

be in good agreement with those simulated through the HFSS software.

In Chapter 5, the Padé rational function has been studied and employed as a suitable

method for the interpolation of spectral domain data, including the input impedance of

antennas. This interpolation technique was applied to the structure of two monopole an-

tennas in a waveguide region to approximate the input impedance of the structure using

only a few frequency samples. The numerically computed results have been compared to

those obtained from a MoM computation. This was done for different numerator and de-

nominator orders, where we found the best fitting model is achieved for the largest number

of frequency samples. We then proposed an adaptive frequency sampling method as an

approach to minimize the number of samples needed for the Padé rational function fitting,

which also minimizes the computation time to reach a desired solution accuracy. This

adaptive technique has been applied to two examples: a center-fed dipole antenna; and the

structure of two monopole antennas in a waveguiding region. In the former example, the

Padé approximation at the final fitting frequencies have been compared to the ones com-

puted through an equivalent circuit model, while for the latter structure the approximated

results have been validated through the CAESAR software.

In Chapter 6, we studied a recently developed MoM-based approach, called the Charac-

teristic Basis Function Method (CBFM), which is a numerically efficient computational

electromagnetic method for solving large-scale electromagnetic problems. In this chapter

we dealt with the employment and generation of Characteristic Basis Functions (CBFs),

which have been constructed through the application of a conventional MoM approach.

The CBFs are supported on relatively large subdomains and result in a significant re-

duction of the number of unknowns and thus the size of the MoM matrix. Furthermore,

translation symmetry and the application of the Adaptive Cross Approximation technique

(ACA) are considered for the efficient generation of the reduced MoM matrix. The accu-

racy of the CBFM scheme has been shown via numerical examples, where we found that
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for higher SVD threshold values, and thus smaller number of CBFs for each pin, lower

accuracy of the CBFM solution is achieved. We have also shown that the CBFM can

achieve a significant reduction in the CPU time as compared to a plain MoM approach

and the HFSS software, which makes it efficient for solving large electromagnetic problems

without resorting to iterative solvers.

7.2 Recommendations

This thesis focused on several enhancement techniques for increasing the computational

efficiency for the analysis of electromagnetic structures, in particular for gap waveguide

structures. However, there are still areas that need to be studied in more detail, and other

methods could be used to further improve the computational efficiency.

• In Chapter 2, the Ewald method is presented as an efficient way for the evaluation of

the dyadic parallel-plate Green’s function. Due to numerical instabilities of the Ewald

summation at high frequencies, it is worthwhile to study the robustness of Gspectral

in this summation. In this context, a more detailed study should also be performed

on the choice of the Ewald splitting parameter for different plate distances.

• Presenting the Padé approximation and adaptive frequency sampling in Chapter 5,

it is recommended to implement the Padé interpolation in the CAESAR software

in conjunction with CBFM (not only for MoM), to rapidly compute the frequency

response of very large electromagnetic structures.

• As it is discussed in Chapter 7, the mesh construction is a part of the CBF generation

by replicating the mesh of building blocks elsewhere in the array environment through

translation. To verify the solution convergence and also to achieve an optimal non-

uniform mesh, it is suggested to implement an adaptive mesh-refinement procedure.
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Appendix A

Poisson’s Summation Formula

The objective is to transform the slowly convergent series (2.38), i.e.,

g(z, ϵ) =
∞∑

n=−∞

e−(z−ndz)2ϵ2 (A.1)

into a rapidly converging one. Upon defining the function f(z) = e−z2ϵ2 , the above sum-

mation can be written as

g =
∞∑

n=−∞

f(z − ndz). (A.2)

One can see that, since we are summing shifted versions of f by a period dz, the function

g is periodic with period dz.

If f(z) alone exists over a large interval (because it is a slowly decaying function), and/or

dz is sufficiently small, the spatial summation (A.2) may better be evaluated in the spectral

domain to reduce the number of terms that need to be summed. Since g is periodic, we

can use the spatial Fourier series to expand g as,

g =
∞∑

k=−∞

cke
j 2π
dz

kz (A.3)

where the complex-valued Fourier coefficients are herein defined as

ck =
1

dz

∫ dz

0

g(z)e−j 2π
dz

kzdz. (A.4)
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substituting (A.2) in (A.4), and interchanging the summation and integration, yields

ck =
1

dz

∞∑
n=−∞

∫ dz

0

f(z − ndz)e
−j 2π

dz
kzdz. (A.5)

changing variables, i.e. z − ndz = z′, and using that e−j2πkn = 1, if {k, n} ∈ Z, yields

ck =
1

dz

∞∑
n=−∞

e−j2πkn

∫ (−n+1)dz

−ndz

f(z′)e−j 2π
dz

kz′dz′

=
1

dz

∞∑
n=−∞

∫ (−n+1)dz

−ndz

f(z′)e−j 2π
dz

kz′dz′

=
1

dz

∫ ∞

−∞
f(z′)e−j 2π

dz
kz′dz′

=

√
2π

dz
F

(
2πk

dz

)
(A.6)

where F is the Fourier Transform of f , i.e.,

F (kz) =
1√
2π

∫ ∞

−∞
f(z)e−jkzzdz (A.7)

and where kz =
2πk
dz

. Substituting (A.6) in (A.3), gives

g =

√
2π

dz

∞∑
k=−∞

F

(
2πk

dz

)
ej

2π
dz

kz. (A.8)

Finally, substituting (A.2) in (A.8) yields

∞∑
n=−∞

f(z − ndz) =

√
2π

dz

∞∑
k=−∞

F

(
2πk

dz

)
ej

2π
dz

kz (A.9)

which is known as Poisson’s summation formula. If the summation on the left-hand side

of (A.2) is slowly convergent, the summation on the right-hand side may converge much

more rapidly.

Next, on account of (2.38) we wish to find the Fourier transform F of the Gaussian function

f(z) = e−z2ϵ2 . For this, we use the tabulated standard Fourier transform pair

e−αx2 ←→ 1√
2α

e−
ω2

4α (Re{α} > 0) (A.10)
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so that

F (kz) =
1√
2|ϵ|

e−
k2z
4ϵ2 (A.11)

Substituting this in (A.9) finally yields for (A.1)

∞∑
n=−∞

e−(z−ndz)2ϵ2 =

√
π

dz|ϵ|

∞∑
k=−∞

e−(
πk
dzϵ

)
2

ej
2π
dz

kz. (A.12)
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Appendix B

Geometrical Notations

To solve the potential integrals given in (4.32) in closed form, some geometrical quantities

need to be introduced. Considering Fig. B.1, we have defined a local cartesian coordinate

system {û, v̂, ŵ} where û = (q2−q1)/l3. Here the length li is the ith edge length opposing

the corner vertex qi of a source triangle of a RWG basis function, and v̂ = n̂× û, where n̂

is normal to the triangle in the uv-plane. Since the local origin is q1, the position vector

r is defined as (u0, v0, w0) where u0 = (r− q1) · û, v0 = (r− q1) · v̂ and w0 = (r− q1) · n̂.
The corner vertices are: q1 = (0, 0, 0), q2 = (l3, 0, 0) and q3 = (u3, v3, 0) and the height of

the position vector r above the triangle plane is ρ∥ = r − w0n̂.

m̂1

m̂3

s
−

2

t02

t03

s
−

1
s
+

2

v̂

t01

s
−

3

q3

s
+

1

m̂2

q1 ûs
+

3
q2

(u3, v3)

ρ
⊥

Figure B.1: Geometrical quantities for analytical integration

Using these quantities, the distances from the vector r to the line’s begin and end points
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are defined as

R+
1 = R−

2 = ∥r − q3∥2 R+
2 = R−

3 = ∥r − q1∥2 R+
3 = R−

1 = ∥r − q2∥2. (B.1)

The distances t0i , for i = 1, 2, 3, which are the perpendicular distances from the point ρ∥

to the ith line segment, are given as

t01 =
v0(u3 − l3) + v3(l3 − u0)

l1
, t02 =

u0v3 − v0u3

l2
, t03 = v0 (B.2)

with reference to Fig. B.1, the end points s−i and s+i of the line segments can be given as

s−1 = −(l3 − u0)(l3 − u3) + v0v3
l1

s−2 = −u3(u3 − u0) + v3(v3 − v0)

l2
s−3 = −u0

(B.3)

and also as

s+1 = s−1 + l1, s+2 = s−2 + l2, s+3 = s−3 + l3. (B.4)

From these equations, it is derived in [23] for the ith edge that

I−1
i =

∫∫
∂iTn

1

R
dl′ = ln

(
R+

i + s+i
R−

i + s−i

)
. (B.5)

For the higher order terms in α we have from [24]

Iαi =

∫∫
∂iTn

Rαdl′ =
1

1 + α

(
s+i (R

+
i )

α − s−i (R
−
i )

α + α(R0
i )

2I
(α−2)
i

)
(B.6)

where α = 1, 3, 5, ..., and we know that

w0K
−3
1 = w0

∫∫
Tn

1

R3
dS′ =

{
0 w0 = 0

w0

|w0|
∑3

i=1 βi otherwise
(B.7)

and for w0 ̸= 0 we have that

βi =

{
arctan

(
t0i s

+
i

(R0
i )

2+|w0|R+
i

)
− arctan

(
t0i s

−
i

(R0
i )

2+|w0|R−
i

)
t0i ̸= 0

0 otherwise
(B.8)

Now we can evaluate the integrals in (4.32) analytically by

Kα
1 =

{
1

2+α

∑3
i=1 t

0
i I

α
i w0 = 0

1
2+α

(
αw2

0K
α−2
1 +

∑3
i=1 t

0
i I

α
i

)
otherwise

(B.9)

Kα
2 = (ρ∥ − q)Kα

1 +
1

2 + α

3∑
i=1

I2+α
i mi (B.10)

where mi are the outward unit normals to the edges ∂iTn.
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Adaptive Frequency Sampling Code

and Functions

To perform the adaptive frequency sampling method in the CAESAR software for the fast

computation of the impedance characteristics of electromagnetic structures, several matlab

functions have to be developed. After defining the EM structure in the main script of CAE-

SAR, the first function of interest is the RunEMSimulatorNew. This function includes

three more functions: RunEMSimulator; padeeMatrix; and NextFreq. Except of the

RunEMSimulator function, which is used here to yield the antenna impedance matrix

at the desired frequency, we describe the padeeMatrix function, which is used to give the

Padé approximation of the entire 2×2 impedance matrix elements, and NextFreq, which

adaptively determines the next sampling frequency point.

C.1 RunEMSimulatorNew.m

function RunEMSimulatorNew(Const,Geom,CBFM,ExcitationField,Array)

if Const.AdaptiveFreqSampling

if Const.RunEngine

fout=Const.Freq;

NoOfFreq=length(fout);

FreqIndex=[1,NoOfFreq];
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fin=fout(FreqIndex).’;

% the first two fitting frequencies are selected as the

%first and the last point in the desired frequency range

Const.Freq=fin;

Zin=RunEMSimulator(Const,Geom,CBFM,ExcitationField,Array);

% the fin is given as the input of the RunEMSimulator to

%determine the corresponding impedance matrix

[con_old,Zout_old,den_old]=padeeMatrix(fin,Zin,fout);

%in padeeMatrix the rational function for Zin, which is here a

%(lenght(fin),2,2) matrix, is estimated at given frequencies in

%fout

NextFreqIndex=round(NoOfFreq/2);

% the third selected frequency is in the middle of output

% frequency range

TotalError=[];

MaxRelError=1e100;

con_new=1;

% for each added frequency point, the impedance matrix is

% estimated for the updated fin in padeeMatrix.

% The maximum relative error between the two recently

% estimated impedance matrix is then checked every time

% against the specified estimation error. it is checked

% also that the maximum condition number of the impedance

% matrix is less than a maximum specified value.

while(MaxRelError>Const.AdaptiveFreqTolerance)&

(max(max(con_new))<Const.MaxCond)

RelError=zeros(NoOfFreq,1);

FreqIndex=[FreqIndex NextFreqIndex];

fin=fout(FreqIndex).’;

Const.Freq=fout(NextFreqIndex);

Zin(length(FreqIndex),:,:)=

RunEMSimulator(Const,Geom,CBFM,ExcitationField,Array);

[con_new,Zout_new,den_new]=padeeMatrix(fin,Zin,fout);

[MaxRelError,NextFreqIndex,Zout_old]=

NextFreq(Zout_old,Zout_new,FreqIndex,Const);
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end

if max(max(con_new))>Const.MaxCond

Zin(end,:,:)=[];

fin(end)=[];

[con_new,Zout_new,den_new]=padeeMatrix(fin,Zin,fout);

end

Const.Freq=fout;

for FreqCount=1:length(Const.Freq)

Zant=squeeze(Zout_new(FreqCount,:,:));

% here Zant is a 2*2 impedance matrix

% computed at each frequency point.

end

end

else

RunEMSimulator(Const,Geom,CBFM,ExcitationField,Array)

end

return

C.1.1 padeeMatrix.m

function [con,Zout,den]= padeeMatrix(fin,Zin,fout)

% Zin is the impedance matrix computed at optimum vector fin.

con=zeros(size(Zin,2),size(Zin,3));

% con is the condition number matrix

den=con;

Zout=zeros(length(fout),size(Zin,2),size(Zin,3));

for m=1:size(Zin,2)

for n=1:size(Zin,3)

[con(m,n),Zout(:,m,n),den(m,n)]=padee(fin,Zin(:,m,n),fout);

end

end

return
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padee.m

function [con,Zout,den]= padee(fin,Zin,fout)

% in this function the denominator order is selected automatically.

Nf=length(fin);

den=0;

num=Nf-den-1;

conOld=inf;

conNew=inf;

while (conNew<=conOld)&&(Nf-den-2>0)

den=den+1;

num=Nf-den-1;

A=zeros(Nf,Nf);

for i=0:num

A(:,1+i)=fin.ˆi;

end

for i=0:den-1

A(:,num+2+i)=-Zin.*fin.ˆi;

% Zin is the impedance element vector which has

%the same size as fin.

end

conOld=conNew;

conNew=cond(A);

end

if den>1

den=den-1;

% the optimum value of den is the one before the last one.

end

num=Nf-den-1;

A=zeros(Nf,Nf);

for i=0:num

A(:,1+i)=fin.ˆi;

end
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for i=0:den-1

A(:,num+2+i)=-Zin.*fin.ˆi;

end

con=cond(A);

b=Zin.*fin.ˆden;

x=inv(A)*b;

N=flipud(x(1:num+1)); D=flipud(x(num+2:end));

Zout=polyval(N,fout)./(polyval(D,fout)+fout.ˆden);

% the impedance matrix rational function estimated at fout;

C.1.2 NextFreq.m

function [MaxRelError,NextFreqIndex,Zout_old]

=NextFreq(Zout_old,Zout_new,FreqIndex,Const)

for i=1:size(Zout_old,1)

RelError(i)=norm(squeeze(Zout_new(i,:,:)-Zout_old(i,:,:)))

/norm(squeeze(Zout_old(i,:,:)));

end

[MaxRelError,Index]=sort(RelError,’descend’);

%finding the relative error vector between the two

%newly computed impedance matrix and their corresponding

%frequency indexes

n=1;

while (˜isempty(find(Index(n)==FreqIndex)))&&(n˜=length(Index))

n=n+1;

end

% the while loop is for finding the first frequency index with

% maximum relative error which is not part of the current

% frequency index.

if n==length(Index)

MaxRelError=0;% when the selected fitting frequencies have

%the same length as the output frequencies

NextFreqIndex=[];

return

elseif MaxRelError(n)>Const.AdaptiveFreqTolerance

NextFreqIndex=Index(n);
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MaxRelError=MaxRelError(n);

Zout_old=Zout_new;

else

NextFreqIndex=[];

end

return



Appendix D

Publications

The work as presented in this thesis has resulted in two conference publications which are included

below. The first paper is entitled “Comparison of Parallel-Plate Greens Function Acceleration

Techniques” has been accepted and presented at the EuCAP 2012 conference, which was held

in Prague, Czech Republic. The second paper with the title “Fast Analysis of Gap Waveguides

Using the Characteristic Basis Function Method and the Parallel-Plate Green’s Function” has

been accepted for presentation at the ICEAA-IEEE APWC 2012, which will be held in Cape

Town, South Africa.
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